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ABSTRACT
The development of the display technology supports the applica-
tion of High Dynamic Range (HDR) enabling devices. In order to
meet the surging demand for the HDR media content, we propose a
feature-transferred U-shaped network (FTUnet) to convert existing
Standard Dynamic Range (SDR) images into their HDR counter-
parts. The proposed FTUnet is a feature transformation network
that converts the encoded SDR features to the HDR features. This
transformation network extracts features rich of spatial information
by a self-attention mechanism, in order to improve the reconstruc-
tion of the over-exposed regions and avoid unreasonable patches.
Besides, we propose an Excitation-Restoration (ER) sub-network to
involve the inter-channel attention mechanism. The ER network
is used to remove redundant information between channels and
reserve the key features. Therefore, the proposed FTUnet can ef-
ficiently merge feature channels and contribute to the advantage
in color accuracy for the generated HDR images. Experimental
results show that our proposed FTUnet achieves state-of-the-art
performance in both quantitative comparison and visual quality
for the single HDR image reconstruction. The ablation study is also
performed to demonstrate the effectiveness of each module of the
proposed FTUnet.

CCS CONCEPTS
• Human-centered computing→ Visualization theory, con-
cepts and paradigms; •Computingmethodologies→Machine
learning.
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1 INTRODUCTION
High Dynamic Range (HDR) imaging is able to capture more visual
information than the conventional imaging from the real scene.
Meanwhile, the captured HDR content can present a more vivid
view than the conventional Standard Dynamic Range (SDR) content
with the help of the HDR display devices. A huge demand for HDR
content has emerged due to the well established support for HDR
displays in consumer electronics. However, the SDR content is not
able to be directly presented by the HDR device, due to the different
display systems. Therefore, the research on the conversion from
SDR to HDR is important to improve the current visual content to
meet the emerging needs.

Recently, researchers have adopted convolutional neural net-
works (CNNs) to realize the conversion to HDR. HDRTVNet[4] was
proposed with a multi-stage scheme simulating the imaging process
by three networks, a global tone mapping network, a local image
enhancement network and an image generation network. In the
same year HDRUNet[3] was implemented for single image HDR re-
construction with denoising and dequantization. Later, KUNet[29]
was reported as a knowledge-inspired HDR reconstruction.

In this work, we propose a Feature Transferred U-net (FTUnet)
for the conversion from SDR to HDR. The proposed FTUnet consists
of five parts: a header, an encoder, a feature transformation network,
a decoder and a tail. The header and encoder extract features from
the SDR images while avoid involving the imaging noise and quanti-
zation. The feature transformation network constructs the mapping
from the SDR feature space to the HDR feature space. The decoder
and the tail network decode the features and reconstruct the HDR
images. The proposed FTUnet is an end-to-end network, which does
not need to storage intermediate information that required by other
cascaded multi-stages networks[22][4][1]. In the experimental sec-
tion, we demonstrate the effectiveness of our solution by visual
comparison and quantitative evaluation measured by two groups
of objective quality metrics. First group: PSNR, SSIM, SR-SIM[33],
△𝐼𝑇𝑃 [15] and HDR-VDP[25]. Second group: PU21-PSNR[2], PU21-
VSI[34], PU-FSIM[35], PU-SSIM and PU-MSSIM[31].

Our contribution can be summarized in three parts: firstly, we
propose a novel end-to-end neural network that can efficiently con-
vert SDR images to HDR ones. Secondly, in the proposed network,
we design a scheme for SDR image encoding and HDR image de-
coding that emphasize on channel-wise operations. It differs from
other approaches mainly extracting information on spatial-wise.
Finally, we introduce a feature transformation network to map the
SDR image features to HDR ones. This transformation is based
on the self-attention mechanism and the intrinsic connection of
features between SDR and HDR.

https://doi.org/10.1145/3595916.3626431
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Figure 1: The overall structure of the proposed FTUnet.

2 RELATEDWORK
Generating HDR images from the existing SDR ones is an economic
and practical means to solve the HDR content shortage problem.
There are two common ways to accomplish the generation: one is
the HDR image reconstruction from multi-exposure SDR images;
the other is the HDR reconstruction directly from a single SDR
counterpart.

The HDR image reconstruction from multi-exposure SDR im-
ages requires a series of SDR images with different exposures and
then fuse them together.Wang et al.[30] categorized these methods
into five types: optical flow-based image alignment[16], direct fea-
ture concatenation[27], correlation-guided feature alignment[24],
image translation-based alignment[23], and deep static exposure
fusion[17]. Although this technical route is efficient. However, Tak-
ing multi-exposure images needs more time to capture and involves
the risk of motion blur during the imaging.

Concerning HDR reconstruction from the single SDR image,
conventional methods mainly focused on building models to fit the
nonlinear HDR imaging process. Huo et al. [12] estimated the local
adaptation luminosity based on the retinal response. In the same
year, Kovaleski and Oliveira published their method[20] based on
cross-bilateral filtering. Although the conventional methods have
contributed efficient results, they are still limited in fitting capa-
bilities. Recently, many SDR-to-HDR methods based on learning
networks have emerged. Inspired by bilateral grid processing and
local affine color transformation, Gharbi et al. proposed HDRNet[7],
which is a convolutional neural network to predict the coefficients
of a locally-affine model in bilateral space. In recent years, the
method HDRTV [4] introduced a three-stage neural network based
on the camera imaging process, which achieved good results. How-
ever, this method used multiple spliced networks. Each network
needs self-training to generate a stage HDR image until the finally
refined result. This architecture contains a large amount of train-
able parameters thus prolongs the training time. HDRUnet[3] was
proposed to introduce the UNet into the field of HDR image recon-
struction, achieving decent reconstruction results. Later, KUNet[29]
was reported to adopt the feature transformation, It was based on
the HDRUnet and established a knowledge-inspired jump connec-
tion. However, in terms of measurement of the evaluation metrics,
it scored lower than HDCFM[9].

3 METHODOLOGY
For the imaging of the same scene, the HDR images are able to
record more visual details than SDR images. In order to explore
their differences in both global and local view, we adopt a U-shaped
neural network to investigate the features of HDR and SDR in a
multi-scale way. The conversion from SDR to HDR is regarded as
a feature transfer function completed through an encoding and
decoding pipeline. In order to ensure sufficient conversion, unlike
KUNet[29], which reconstructs the network in the skip connection,
we specifically added a feature transformation network (TransNet)
between the encoder and decoder, as highlighted in Figure 1. We
know that the core task of HDR image reconstruction is to expand
the luminance range. However, most related works have not paid
enough attention to channel-wise operations and were based on
convolution in the spatial dimension. In order to make use of the
connection between channels, we introduced 1 × 1 convolution
layers and channel-wise attention layers into the network. The
overall structure of the proposed FTUnet is shown in Figure 2.

3.1 Header and tail
The purpose of the header stage is to map the input SDR image
to a rich feature space. The input image is a three-channel matrix
that contains densely rich features. The header stage releases these
compact features to a relatively loose feature space. Our header
network primarily consists of 1 × 1 convolutions and 3 × 3 con-
volutions, with residual links incorporated. This network can be
expressed by the following formula:

𝐹𝑆loose =
𝑖=𝑛−1∑︁
𝑖=0

(ReLU ◦Conv3×3 ◦ReLU ◦Conv1×1)𝑛−𝑖 (𝐼𝑆 ) (1)

Where ()𝑛 denotes the cascading of 𝑛 modules. We recommend
𝑛 = 2. 𝐼𝑆 represents the input SDR image, and 𝐹𝑆loose represents the
output feature. Similarly, the tail stage is designed to map the gen-
erated rich features to the three-channel HDR image with compact
information. The tail stage can be represented by the following
formula:

𝐼𝐻 =

𝑖=𝑛−1∑︁
𝑖=1

(𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣1×1 ◦ 𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣3×3)𝑛−𝑖
(
𝐹𝐻
𝑙𝑜𝑜𝑠𝑒

)
(2)
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Figure 2: The overall structure of the proposed FTUnet. We introduced two channel-wise operations, 1×1 convolution and
Excitation-Restoration network (ER) block. 1×1 convolution can be calculated directly for each channel, and ER module assigns
values for each channel according to the connection between channels. We add a feature transformation network(TransNet)
between the encoder and the decoder. The TransNet analyzes the connections between the extracted features and enhances the
mapping ability. It makes use of the self-attention (SA) mechanism.

Where 𝐼𝐻 represents the output HDR reconstructed image and
𝐹𝐻
𝑙𝑜𝑜𝑠𝑒

represents the decoder output feature. We also recommend
𝑛 = 2 for the tail stage.

3.2 The encoder network
The encoder network is also constituted by cascading modules,
mainly using 3 × 3 convolutions with stride 1 and 2, followed by
the Excitation-Restoration (ER block), which is a kind of channel
attention mechanism. It can be expressed as follows:

𝐹𝑠
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

= (𝐸𝑅 ◦ 𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣3×3,𝑠=2 ◦ 𝑅𝑒𝐿𝑈

◦ 𝐶𝑜𝑛𝑣3×3,𝑠=1)𝑁
(
𝐹𝑠
𝑙𝑜𝑜𝑠𝑒

) (3)

where 𝐹𝑆
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

and 𝐹𝑆
𝑙𝑜𝑜𝑠𝑒

respectively denote the output feature
and input feature, the superscript 𝑠 indicates the feature in the SDR
space. We suggest setting 𝑁 = 4. The 3 × 3 convolutional kernel
with a stride of 1 can extract features while maintaining the original
data size, while the 3× 3 convolutional kernel with a stride of 2 can
downsample the output features’ width and height while extracting
features.

We observe that the change in each region from SDR to HDR
is inconsistent, that is, the brightness and gamut transformation
of each region are nonlinear, so we consider that the channels
obtained by each convolution kernel should also be assigned dif-
ferent weight. The convolution operation for analysis here is in-
spired by the SE[11] Network(Squeeze-and-Excitation Networks),
which is a channel attention mechanism realized by squeeze, ex-
pand and sigmoid activation operations. In contrast, we propose
an Excitation-Restoration (ER) Network to implement the channel
attention mechanism in our solution, as shown in Figure 3. The

Figure 3: Overview of ER block.

reason is that we adopt the channel attention mechanism in encoder
network, which contains the extracted feature data. The channels
have contained rich information. If we squeeze in the channel at-
tention, it will result in the information loss and difficulty to the
analysis of the connections between the channels. So we propose
Excitation-Restoration (ER) network to assign values to each chan-
nel. With the ER block, the encoder can combine each channel more
reasonably and remove redundant information. This improvement
aims to encode features exactly and it is helpful to recover the color
information in the reconstructed HDR image. ER block is expressed
as:

𝑋 = 𝜎
©«W2𝛿

©«W1
1

𝐻 ×𝑊

𝐻∑︁
𝑖=1

𝑊∑︁
𝑗=1

𝑢𝑐 (𝑖, 𝑗)ª®¬ª®¬𝑈 , (4)

where input tensor is 𝑈 = [𝑢1, 𝑢2, ..., 𝑢𝑐 , ..], output tensor is 𝑋 . Eq.
(4) firstly sums each channel, and then applies two convolution
operations,𝑊1 and𝑊2. ER network excites the input𝑈 to a higher
dimensional space via𝑊1 and then restore back to the original
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size via𝑊2. The symbols 𝛿 and 𝜎 denote the ReLU and sigmoid
activation functions, respectively.

3.3 The decoder network
The decoder is composed of a PixelShuffle operation and a cascade
of 3×3 convolutions.

𝐹𝐻
𝑙𝑜𝑜𝑠𝑒

=
(
𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣3×3,𝑠=1 ◦ 𝑃𝑖𝑥𝑆ℎ𝑢𝑓

)𝑁 (
𝐹𝐻
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

)
(5)

The output feature 𝐹𝐻
𝑙𝑜𝑜𝑠𝑒

and the extracted feature 𝐹𝐻
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

are
contained in the HDR feature space. The value of 𝑁 is the same to
that in the encoder network. The PixelShuffle operation reduces
the number of channels and increases the output feature’s size by
merging. While deconvolution can achieve a similar effect, it may
cause checkerboard effects, so we choose PixelShuffle. The convolu-
tional network integrates the features, and we introduce the ReLU
activation function to add non-linear transformations. Although
the model can still perform well without an activation function
and converge more quickly, we retain the activation function to
increase the model’s generalization ability.

3.4 The feature transformation network
The feature transformation network (TransNet) aims to transfers
features from the SDR space to the HDR space. This network is
composed of 3×3 convolutions, 1×1 convolution, and self-attention
mechanism[28]. Although two fully connected layers can achieve
similar effects, we chose to use a convolution-based network let the
network handle any size of images and to increase the receptive
field of the network.

Figure 4: Definition of Self-Attention block

𝐹𝐻
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

= (𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣3×3 ◦ 𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣1×1 ◦ 𝑆𝐴 ◦

𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣3×3 ◦ 𝑅𝑒𝐿𝑈 ◦𝐶𝑜𝑛𝑣1×1)𝑁
(
𝐹𝑠
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

) (6)

The output feature 𝐹𝐻
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

is obtained by cascading 𝑁 lay-
ers of 3 × 3 convolution, ReLU activation, 1 × 1 convolution, self-
attention (SA) mechanism, 3 × 3 convolution, ReLU activation and
1 × 1 convolution. As shown in Figure 4. The self-attention mecha-
nism consists of generating query (Q), key (K), value (V) matrices
from the input data using 1× 1 convolution. Q and K are multiplied,
normalized using softmax activation, and then multiplied with V
matrix.

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄,𝐾,𝑉 ) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾𝑇 )𝑉 (7)

After processing by the self-attention mechanism, each value in
the tensor has been reassigned. The values here represent features
extracted by the encoder, and these features are queried to obtain
the internal connection between each feature. We calculate the
weight corresponding to each feature through these connections
and assign the weight to each feature. That is to say, these extracted
features not only contain local information obtained by convolution,
but also obtain global information.

4 EXPERIMENT
4.1 Experiment Settings
Dataset.We used the HDRTV dataset, which consists of 1350 pairs
of images for the training set and 117 pairs of SDR and HDR images
for the test set. The images are in size of 3840×1260 pixels. The
reference HDR content has been encoded in HDR10[5] format with
BT.2020 color gamut[13].
Training Setup. We use the L1 loss function. The Adam optimizer
is used, the initial learning rate is set to 0.0005, and the learning
rate is set to 1

2 of the initial rate every 200000 iterations.
Evaluation Setup. In order to verify the effectiveness of our pro-
posed method in a fair way, we use two group of evaluation metrics.
In the first group, we use the same evaluation metrics as HDRTVnet
and KUNet, where they are measured by PSNR, SSIM, SR-SIM[33],
△𝐼𝑇𝑃 [15], HDR-VDP[25], as shown in Table 1. Among these met-
rics, a higher score measured by PSNR, SSIM, SR-SIM or HDR-VDP
indicated a better quality, whereas a lower score evaluated by △𝐼𝑇𝑃
demotes the better quality in color accuracy. In the second group,
following the work of Hanji et al. on quality assessment of single
image HDR reconstruction methods[8], we select their five rec-
ommended full-reference metrics (PU21-PSNR[2], PU21-VSI[34],
PU-FSIM[35], PU-SSIM and PU-MSSIM[31]), as shown in Table 2.

4.2 Experiment Results
Quantitative Results. According to the Table 1 data, our pro-
posed FTUnet ranks first in PSNR, SR-SIM, △𝐼𝑇𝑃 and HDR-VDP,
and ranks second in SSIM. Moreover, the value of △𝐼𝑇𝑃 indicator
of our method is much better than that of other models, indicating
a superiority of the proposed FTUnet in color accuracy. Compared
to KUNet and HDCFM introduced in 2022, we have improved in
HDR-VDP, indicating that our proposed FTUnet has contributed
better visual quality. According to the data in Table 2, we find that
our proposed method maintains its advantage after PU encoding.
Visual Comparison. Visual comparisons of the generated images
are shown in Figure 5 and Figure 6, where our results are compared
with recent HDRTVNet[4] and KUNet[29]. Figure 5 presents recon-
structed HDR images directly and makes the comparison in texture.
According to Figure 5, the results of HDRTVnet and KUNet show
enhanced contours of flames in the second row, light edges in the
third row. These contours have been stronger than the original HDR
images. Meanwhile, KUNet produces color shift to the water in the
first and fourth row. In contrast, our results have not generated
the contour and color shift. In order to check the real performance,
we present their results on Sony HDR television and take photos
shown in Figure 6, where HDRTVnet and KUNet tend to produce
color shift and blob-like distortion, respectively. Compared to that,
the result images of the proposed FTUnet remain less artifacts and
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Table 1: Quantitative comparisons on the HDRTV dataset. Red text indicates the best. Blue text indicates the second.

Method Venue PSNR↑ SSIM↑ SR-SIM↑ △𝐼𝑇𝑃 ↓ HDR-VDP↑
HuoPhyEo[12] TVC14 25.90 0.9296 0.9981 38.06 7.893
KovaleskiEO[21] SIBGRAPI4 27.89 0.9273 0.9809 28.00 7.431
Pixel2Pixel[14] CVPR17 25.80 0.8777 0.9871 44.25 7.136
HDRCNN[6] TOG17 19.33 0.8704 0.7774 75.24 5.807
CyleGAN[36] ICCV17 21.33 0.8496 0.9595 77.74 6.941
HDRNet[7] ACMTOG17 35.73 0.9664 0.9957 11.52 8.462
EXPANDNet[26] CGF18 20.76 0.8580 0.8600 73.79 7.163
CSRNet[10] ECCV20 35.04 0.9625 0.9955 14.28 8.400
Ada-3DLUT[32] TPAMI20 36.22 0.9658 0.9967 10.89 8.423
Deep SR-ITM[18] ICCV19 37.10 0.9686 0.9950 9.24 8.233
JSI-GAN[19] AAAI20 37.01 0.9694 0.9928 9.36 8.169
HDRTVnet(AGCM+LE)[4] ICCV21 37.61 0.9726 0.9967 8.89 8.613
HDRTVnet(AGCM+LE+HG)[4] ICCV21 37.21 0.9699 0.9968 9.11 8.569
KUNet[29] IJCAI22 37.78 0.9868 0.9971 7.80 8.393
HDCFM[9] ACMMM22 38.42 0.9732 0.9974 7.83 8.571
OURS OURS 39.13 0.9859 0.9993 7.31 8.637

Table 2: Quantitative comparisons with Perceptually Uni-
form (PU) encoding. Red text indicates the best. Blue text
indicates the second.

fileName PU-PSNR PU-VSI PU-FSIM PU-SSIM PU-MSSSIM
KovaleskiEO[21] 13.25 0.9832 0.9568 0.7385 0.7319
HDRCNN[6] 11.75 0.9491 0.8498 0.6901 0.6616

EXPANDNET[26] 13.54 0.9704 0.9202 0.7433 0.7362
HDRTVnet[4] 30.40 0.9950 0.9866 0.9433 0.9680
KUNet[29] 30.65 0.9945 0.9832 0.9402 0.9682
OURS 31.89 0.9961 0.9901 0.9429 0.9684

Table 3: Ablation analysis

Method PSNR↑ SSIM↑ SR-SIM↑ △𝐼𝑇𝑃 ↓ HDR-VDP↑
Net_o.ER 36.91 0.9707 0.9985 9.71 8.39
Net_o.FT 38.07 0.9716 0.9991 8.42 8.51
Net_w.SE 38.84 0.9853 0.9992 7.40 8.57
OURS 39.13 0.9859 0.9993 7.31 8.63

keep better similarity to the ground truth.
Ablation Study. At the same time, in order to prove the effec-
tiveness of the channel-wise operation and feature transformation
network we introduced, we conducted ablation experiments. We
removed the channel wise operation, that is, the 1×1 convolution in
the network is replaced by 3×3 convolution, and the ER block is re-
moved. We name it Net_o.ER. We took our network and deleted the
feature transformation network and named it Net_o.FT. To prove
the effectiveness of ER block and compare it with SE block,we re-
place the ER block with SE block (Net_w.SE). The results are shown
in Table 3. With the addition of feature transformation network
(Net_o.FT), the objective quality is improved due to the new feature
transformation method, which can add globle information to each

feature, PSNR, SSIM, SR-SIM and HDR-VDP are improved by 1.06,
0.0143, 0.0002 and 0.12 respectively, and △𝐼𝑇𝑃 is reduced by 1.11.
With the addition of channel-wise options (Net_o.ER), the objective
quality is improved due to the new channel-wise attention mecha-
nism, which removes redundancy and increases the effectiveness
of the encoder. PSNR, SSIM, SR-SIM and HDR-VDP are improved
by 2.22, 0.0152, 0.0008 and 0.24 respectively, and △𝐼𝑇𝑃 is reduced
by 2.40. By using ER block instead of SE block[11], the encoder
can have more data to analyze the connections between channels.
This approach improves the scores of the PSNR, SSIM, SR-SIM and
HDR-VDP metrics by 0.29, 0.0006, 0.0001 and 0.06, respectively, and
reduces △𝐼𝑇𝑃 by 0.09.

5 CONCLUSION
For the task of expanding standard dynamic range (SDR) images
to high dynamic range (HDR) ones, previous methods performed
global conversion of HDR images without taking into account fea-
tures transmations and the connections in the channels. In this
paper, we provide a novel Feature Transferred U-Net (FTUnet) to
perform the single image HDR reconstruction task. The architec-
ture of the proposed network incorporates intra-channel as well as
cross-channel attentionmechanism to enable the encoder to capture
the global information and channel-wise dependencies. Moreover,
the feature transformation network, which adds global information
to each feature, is designed between the encoder and the decoder to
map the SDR features to HDR feature space. Experiments show that
our method generates HDR contents with higher color accuracy
and less unfavorable artifacts. Overall, our methods outperforms
state-of-the-art methods in quantitative and visual comparisons.
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Figure 5: HDR reconstruction of frame results. The proposed FTUnet has avoided much unreal artifacts in the reconstructed
HDR images. All images have not been additionally processed to preserve all detail of the HDR images, an HDR display is
required to fully display the visual quality of the HDR images, and playback on an SDR display will be dark.

Figure 6: Visual comparison presented by the Sony HDR television. Our advantage is more obvious on HDR display devices. We
present our proposed method and some state-of-the-art methods on an HDR display device, and then take photos. In group a,
the flowers in a.3 have color distortion. In group b and d, b.2 and d.2 show color distortion, b.3 and d.3 have obvious blob-like
distortion. In group c, our method has the best reconstruction effect on cloud.
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