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Abstract

We study the problem of minimizing non-convex functionals on the space of
probability measures, regularized by the relative entropy (KL divergence) with
respect to a fixed reference measure, as well as the corresponding problem of
solving entropy-regularized non-convex-non-concave min-max problems. We
utilize the Best Response flow (also known in the literature as the fictitious play
flow) and study how its convergence is influenced by the relation between the
degree of non-convexity of the functional under consideration, the regularization
parameter and the tail behaviour of the reference measure. In particular, we
demonstrate how to choose the regularizer, given the non-convex functional, so
that the Best Response operator becomes a contraction with respect to the L!-
Wasserstein distance, which ensures the existence of its unique fixed point that
is then shown to be the unique global minimizer for our optimization problem.
This extends recent results where the Best Response flow was applied to solve
convex optimization problems regularized by the relative entropy with respect
to arbitrary reference measures, and with arbitrary values of the regularization
parameter. Our results explain precisely how the assumption of convexity can be
relaxed, at the expense of making a specific choice of the regularizer. Additionally,
we demonstrate how these results can be applied in reinforcement learning in the
context of policy optimization for Markov Decision Processes and Markov games
with softmax parametrized policies in the mean-field regime.

1 Introduction

We consider the problem of minimizing an entropy-regularized, non-convex functional F' : P; (R%) —
R over the Wasserstein space (P1 (RY), Wl) , that is,

min  F°(v), with F7(v) .= F(v) + o KL(v|§), (1

veP (Rd)

where the function F' is bounded below, i.e., inf, cp, re) F(v) > —o0, £ € P1(R?) is a fixed
reference probability measure with finite first moment and o > 0 is a regularization parameter,
while KL and W, denote the KL-divergence (relative entropy) and the L'-Wasserstein distance,
respectively.

In recent years, there has been considerable interest in such problems, motivated by their applications
in machine learning, including the task of training two-layer neural networks (NNs) in the mean-field
regime [18}, 133,19} [10} 31} 137, 135]] and Reinforcement Learning (RL) [} 24} 43| 28]|. In particular,
several works studied problem (T)) in a setting where F is assumed to be convex, by utilizing various
gradient flows such as the Best Response/fictitious play flow [8,32], the Wasserstein gradient flow
[L8L 33]], or the Fisher-Rao gradient flow [25]].

In these works, the convergence of the flow to the minimizer of () holds for any value of o > 0
(although the convergence rate may degenerate when o approaches zero) and for an arbitrary reference
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measure &, which indicates that for a convex F', one needs to add any regularization to ensure
convergence. The exact form of the regularizer matters only for the convergence rate, but not for the
sheer fact that the convergence holds. In the present paper we focus on the Best Response flow and
we make an observation that, in order to ensure its convergence, the assumption about the convexity
of F'is superfluous. One can demonstrate convergence for a non-convex F', as long as a specific
choice of an appropriate regularizer is made. This will be precisely characterized by a formula that
links the degree of non-convexity of F', the value of ¢ and the first moment of the reference measure &,
see (I0) in Section 2] and the discussion therein. Hence we extend the results from [8] to non-convex
functions F.

On the other hand, as motivation for this extension, we study applications in RL in the context of
policy optimization for Markov Decision Processes (MDPs) with softmax parametrized policies with
single-hidden-layer neural network in the mean-field regime [1} 24} 43| 28]]. In order to explain the
main ideas, let us focus on the simplified setting of a one-state MDP (also known in the literature as
the bandit problem [1} [30]]; for the general setting, see Section [2;2]), where our goal is to minimize the
function

Fv) = /A e(a)m, (da), @

for a cost function ¢ : A — R, where A is a Polish space denoting the player’s action space and
the measure 7, represents the policy. Note that in the context of the bandit problem, one typically
considers the goal of maximizing the reward, but here for the sake of notational consistency with
[8]] and the related optimization literature discussed above, we consider the equivalent problem of
minimizing the cost. In the setting of (@), for any measure v € P;(R?), the mean-field softmax
policy m, € P"(A) is defined by

mda) ey ([ fGz.antas)) ta) @

where P"(A) denotes the set of probability measures that are absolutely continuous with respect to
the strictly positive finite reference measure 7 on A. In formula (3), the function

Pl(Rd) x A>3 (v,a) — /Rd f(z,a)v(dz)

represents a mean-field neural network with a bounded, continuous, non-constant activation function
f:REx A — R, whereas v € P;(R?) denotes a measure representing the parameters of the
network. For a detailed discussion about the mean-field approach to MDPs, see [24]]. Note that the
normalization constant in (3)) renders the objective in (2)) non-convex. As a result, standard mean-field
optimization results [33} 9} 8] 25]], which rely on the convexity of F' do not guarantee convergence to
a global minimizer.

In this work, we address (T)) using the Best Response flow, a learning algorithm originally proposed
in [[14}129] for computing Nash equilibria in games with finite-dimensional strategy spaces (see also
[L6l [17] for the analysis of its convergence in that setting). Only recently has it been introduced
as an optimization method for minimizing entropy-regularized convex functionals over the space
of probability measures [§], and for computing mixed Nash equilibria (MNESs) in two-player and
multi-player zero-sum games with entropy-regularized convex-concave payoff functions [23| 21} [27].
The Best Response flow is defined by

dvy = @ (Yo lve] =) dt,  v]i=o =10 € P1(RY), 4
where @ > 0 is the learning rate of the flow and ¥, is the Best Response operator.
Definition 1.1 (Best Response operator). For any v € P1(RY) and any o > 0, define the Best
Response operator U, : Py (RY) — P*(RY) by
16F
o)) o exp (255 00) ) etao) )
o ov
Here 2£ (1, -) represents the flat derivative of F' at v € P1(R?) (cf. Definition , whereas P (R?)

is the space of probability measures on R? that are absolutely continuous with respect to ¢ and have
finite first moment. The Best Response operator (3)) was introduced as part of the definition of the
flow (@) in [8], but it appeared also in [33] [9] under the name proximal operator as a tool for studying
convergence of mean-field Langevin dynamics.



Remark 1.2. We note that there exists a dynamic known as the fictitious play flow (originally
proposed in [4)] for finite-dimensional games), which is closely related to the flow @), and which can
be interpreted as the best response computed with respect to the historical average of strategies. We
refer to [23) Remark 2.6] for a detailed comparison between the two flows in the context of mean-field
min-max problems.

Following [8, Definition 3], we observe that for a given v € P (Rd) and o > 0, the map W, satisfies
the following variational representation:

U,[v] = argmin { 6—F(1/, x)(V —v)(dr) + UKL(V’|§)} .
vepsmdy LJra 0V

This is a direct consequence of the first-order condition characterizing the minimizers of mean-field
optimization problems (see [18) Proposition 2.5] and the discussion in [8 Section 3]). Hence ¥, is
the unique minimizer (i.e., Best Response) of entropy-regularized linearization of F'. As Proposition
will demonstrate, every minimizer v of F'° must satisfy the fixed-point equation v = ¥, [v].

Our results in the MDP setting of Sectionare closely related to [24]], which considers the same

MDP under the assumption that £ oc e=Y", where U¢ : R? — R is a measurable function, and
utilizes the Wasserstein gradient flow to solve (I). In the present paper we will demonstrate that,
compared to the results in [24], one can obtain exponential convergence to the minimizer for the Best
Response flow, under weaker assumptions than the ones required in [24] for the Wasserstein flow.
The comparison between our results and [24] will be discussed in detail in Section

1.1 Non-convex-non-concave min-max problems

We extend our approach from the single-agent optimization setting to the two-player min-max setting
by studying an entropy-regularized, non-convex—non-concave, Zero-sum game:

min max F77% (v, u), where F7" 7% (v,u) .= F(v, u)+o, KL(v|§)—0o, KL , (6
min,max P70 (v, ) = F (v, )+ 0, KL(JE) ~ 0, KL(slp), (©)

with a function F : P;(R?) x P;(R%) — R, reference measures &, p € P;(R?) and regularization
parameters o, 0, > 0. A solution (v} , uj;u) to () is referred to as a mixed Nash equilibrium

(MNE) and can be characterized by the condition

* . oL ,0 * * oL ,0 *
Vg, € argmin F7% (v, pug ), pg € argmax F7% (v ).

vEP1(RY) nEP1(RY)

Problem () arises in a variety of machine learning contexts, including the training of Generative
Adversarial Networks (GANSs) [13} 142} 26,22} 2} 15, 23], adversarial robustness [38]] or Multi-Agent
Reinforcement Learning (MARL) [44, (12, [7 [21]], and has been the subject of extensive theoretical
investigation. In particular, several works considered problem (6) under the assumption that F' is
either bilinear or convex-concave, employing various gradient flow dynamics, including the Best
Response/fictitious play flow [23| 211, the Wasserstein gradient flow [26} 42| [13| 2| S]], and the
Fisher—Rao gradient flow [22]]. Following the single-agent optimization setting presented above,
we consider the Best Response flow for (6) and demonstrate that the convexity-concavity of F'
is not needed for convergence. Specifically, we show that convergence can still be guaranteed in
the non-convex-non-concave setting, provided that appropriately chosen regularizers are employed.
This relationship is made precise through a formula that connects the degree of non-convexity-non-
concavity of I, the regularization parameters o,, and o, the first moments of the reference measures
& and p and, in comparison to the single-agent optimization case, additionally the learning rates of
the players’ flows «, and «,. From this standpoint, our results can be interpreted as an extension
of the analysis in [23] to the case of non-convex-non-concave objective functions F' with distinct
regularization parameters and learning rates for each player.

Another key motivation for investigating the non-convex—non-concave min—max problem stems from
applications in Multi-Agent Reinforcement Learning (MARL), particularly in the setting of policy
optimization for two-player zero-sum Markov games [[7,21]]. Specifically, we extend the examples
presented in [21], which cover the convex—concave setting of a two-player zero-sum Markov game
without policy parametrization, to the more general case of non-convex—non-concave objective
functions with softmax parametrized policies, analogous to those encountered in the single-agent



optimization framework presented above. A detailed comparison between our results and those of
[21]] is provided in Section[E.2] In the simplified setting of a two-player bandit problem, we take

Flo, ) = /A /A c(a, by, (da)m, (db) )

for a cost function ¢ : A x A — R, where A is the players’ action space. In (7)), for any measures v,
w € P1(R?) the policies 7, 7, € P"(A) are given by (3) for 7, and by an analogous formula for 7r,,.
Similarly to the single-agent bandit problem, the objective function F' is non-convex-non-concave due
to the parametrization. As a result, existing mean-field optimization results for computing mixed Nash
equilibria (MNEs) in min—-max games with convex—concave payoff functions [26, 152,123} 121} 22] do
not, in general, guarantee convergence to a global MNE.

Following the optimization setting, we tackle (6) by utilizing the Best Response flow, which is defined

as
{dyt =a, (U, (ve, pie) — v¢) dt,
dpe = o (Do, (Ve 1) — i) dt, (v, p)|i=0 = (vo, o) € Pr(R?) x Pr(RY),
where «,,, ), > 0 are the learning rates of each player and ¥,, , ®,  are the Best Response operators
defined in Sectionanalogously to Deﬁnition As Propositionwill show, any MNE (v, uj‘,u)
of F?v-1 must satisfy the coupled fixed-point equations v = ¥, [v, u] and pp = @, [v, ]

®)

As showed in [23, Corollary 1], when o, = ¢, = «, flow (§) converges exponentially at rate

O(e~“*) in KL divergence and TV? distance to the unique MNE of (6), under the assumption that F'
is convex-concave. A key observation is that the convergence rate depends solely on the learning rate
« and is independent of the regularization parameter 0 = o, = 0, > 0. Our results extend those
of [23]] by removing the convexity-concavity assumption on F| the requirement of uniform bounds
on the second-order flat derivatives of F, and allowing for different regularization parameters and
learning rates for each player. A detailed discussion about the differences between the single-agent
optimization and the min-max settings can be found in Remark [3.5

1.2 Our contribution

Our results extend those of [8) 24]] in the single-agent optimization setting, and [23| 21] in the
mix-max setting. We summarize our contribution as follows:

* In the general setting of the problem (T]), we extend the analysis of [8] by addressing the
case where F' is non-convex. In contrast to [8], we show in Theorem [2.3|that when o > 0 is
sufficiently large, the Best Response map U, : P;(RY) — P;(RY) becomes a contraction
in the L'-Wasserstein metric, which guarantees the existence of a unique global minimizer
for (1) (cf. Corollary 2.4). Moreover, in Theorem [2.5| we derive a stability estimate for
the flow, with respect to both the initial condition and the regularization parameter o. As
a consequence, in Theorem [2.6] we obtain exponential convergence of the Best Response
flow to the unique minimizer in the L!-Wasserstein distance — an improvement over [8},
Theorem 9], which establishes convergence in the L!-Wasserstein metric without an explicit
rate. In the context of MDPs, compared to [24], we employ the Best Response flow instead
of the Wasserstein gradient flow and achieve a similar convergence rate under less restrictive
assumptions on F and U¢. Hence our result can be interpreted as providing an alternative
method of choosing an optimal policy for MDPs with softmax parametrized policies in the
mean field regime. We also briefly discuss the implementation of the Best Response flow
in Section [2.4] however, a precise analysis of the corresponding numerical methods still
remains an open problem and is left for future work.

* We extend the results of [23] by removing the convexity-concavity assumption on F, the
requirement of uniformly bounded second-order flat derivatives and allowing for different
regularization parameters o, o,, and learning rates o, o, for each player. Specifically, in
Theorem [B.2} we prove that, when o, 0,, are sufficiently large, the joint Best Response
operator &U, D,,) : Pi(RY) x Pi(RY) — Pi(RY) x Pi(R?) is a contraction with
respect to the L!-Wasserstein distance. Consequently, we show that the game (6) admits
a unique global MNE (cf. Corollary [B.3). Additionally, in Theorem [3.3] we establish that
under this strong regularization regime, the Best Response flow (8] converges exponentially
in the L'-Wasserstein metric to the equilibrium. Lastly, in Subsection we illustrate



how our theoretical results for min-max games apply to policy optimization in two-player
zero-sum Markov games, thereby generalizing the examples in [21) Section 5] from the
convex-concave to the non-convex-non-concave setting with softmax parametrized policies.

2 Assumptions and main results for single-agent optimization

In this section, we first introduce the necessary notations and assumptions used throughout the paper,
followed by our main results.

2.1 Notation and main results

By P;(R?) we denote the space of probability measures with finite first moment. We equip P; (R?)
with the L'-Wasserstein distance W, . The set P; (R?) endowed with the topology induced by the
W distance is a complete separable metric space [40, Theorem 6.18]. Let B(R?) denote the Borel
o-algebra over RY. For any measure v on (Rd, B (Rd)) , the set of absolutely continuous measures in
P1(R?) with respect to v is denoted by P (R?). In particular, we will use this notation for v = \,
where ) is the d-dimensional Lebesgue measure. The Kantorovich—Rubinstein duality theorem [40),
Theorem 5.10] implies that for all v, v/ € P;(R?),

Wi(v, ') = sup (z)(v = v)(da), ©
»€Lip (R?) JR¢

where Lip, (R¢) denotes the space of all functions ¢ : R? — R with Lipschitz constant equal to 1.
For ¢ € P;(R?), the relative entropy KL(-|€) : P;(R?) — [0, 00] with respect to £ is given for any
v € P1(R?) by

Jralog Y (2)v(dz), ifv € Pj(RY),

00, otherwise.

KL(v[6) = {

and analogously for KL(-|p).

Assumption 2.1 (Lipschitzness and boundedness of the flat derivative). Assume that F € C! (cf.
Definition and there exist Cr, Lp > 0 such that for all v,v' € P1(RY) and all x,z' € R?, we

have
oF oF

oF
’(sy(u,m) < Cp, ’(Sy(z/,x’)—éy(u,x) < Lp (2" — 2|+ Wi (V,v)).

Assumption 2.2. Assume that £(dz) = e’Ug(:”)d for a measurable function U¢ : R¢ — R such
that U¢ is bounded below and has at least linear growth, i.e.,

3
essinf US(x) > —oo, liminf U (z)

zERd Z—00 ‘x|

> 0.

We are ready to show that, under Assumptions [2.1]and[2.2] the Best Response map ¥, : P; (R%) —
P1(R?) is W -Lipschitz for any o > 0, and becomes a contraction for sufficiently large o.

Theorem 2.3 (L'-Wasserstein contraction). Let Assumptions 2.2|hold. For any o > 0, let

L 2C 2C
Ly, ve = “Lexp (F> (1 + exp (F)> / |x|e‘U5(m)dx > 0.
h g o g Rd

Wi (Vo [V], Uo[v]) < Ly, ye Wi (v, V),

Then

for any v,v' € P1(RY). If

o> 2Cp+e(e+1)LF/

|zle U @) dz, (10)
R4

then Ly pe € (0,1), hence U, : P1(R?) — Py (RY) is an L*-Wasserstein contraction.

"For simplicity, we assume that Z¢ = fRd e~V @) dg = 1 since we adopt the convention that the potential
function U* is shifted by log Ze.



Note that (T0) is a condition that relates the degree of non-convexity of F', the regularization parameter
and the tail behaviour of the reference measure. Indeed, the convexity of F' can be expressed in terms
of % as
oF
FO) = F0) 2 [ 5 0na)(7 = v,

Rd ov

forany v/, v € Py (Rd). Hence if F' can be represented as F; + F5, where F3 is convex and F5 is
non-convex, then the upper bound on | ‘%2‘ will measure the degree of non-convexity of the problem.

Moreover, the quantity fRd \x|e_U£(m)dx is the first moment of the reference measure £. Evidently
from (T0), making this quantity smaller helps to achieve contractivity of ¥, and this corresponds to
choosing ¢ with lighter tails (or equivalently, U¢ with higher growth).

Note that the lower bound on ¢ in condition (I0) does not directly imply that the functional F” in
() is strongly convex, see Remark [A.T] for details. Moreover, as shown in Remark [A.T] enforcing
strong convexity of F'7 would require a lower bound on ¢ that is independent of the choice of £. In
contrast, a key insight of our work is that the proof of W; -contractivity of the Best Response operator
allows us to identify a link between o and the reference measure ¢, given by (I0), which ensures
convergence of the Best Response flow to the global minimizer of (I). This connection enables the
use of smaller values of o when £ is chosen appropriately.

Having proven that ¥,, is an L'-Wasserstein contraction in the high-regularization regime, we can
conclude that it has a unique fixed point. Combining this with the fact that any minimizer of (T)) has
to be a fixed point of ¥, we arrive at the following corollary.

Corollary 2.4 (Existence and uniqueness of the minimizer). Let Assumptions hold. If
holds, then (1)) has a unique global minimizer.

The proofs of Theorem and Corollary can be found in Section [Al Before presenting the
stability estimate for the flow, both with respect to the initial condition and the regularization
parameter o, we note that Proposition [C.2] ensures the existence and uniqueness of a solution
(1)i>0 € C ([0, 00]; P1(R)) to the Best Response flow (@).

Theorem 2.5 (Stability of the flow with respect to o and v in Wh). Let Assumptions2.1)2.2]hold. Let
(V) t>0, (V)10 C P1(R?) be the solutions of (@) with parameters 0,0’ > 0 and initial conditions
vy, V) € PMNR?), respectively. Let v¥, V%, be the unique minimizers of (1) with parameters o,o’,
respectively. Let

C 1 2C
Ly oo e = —F/ exp (CF (min{o7 o} + ,>> (1 + exp <F>> / |zl Y @ dz > 0.
' oo o o R

If (10 holds, then for all t > 0,

Wi (v, 1) < 67at(17L%1U5)W1(V0, vo) + o’ — c7|7L\I”0’0/’U5 (1 - e*“t(lf%a,uf» ;
- 1-— Lq;(ﬁUg

L
W5, v30) < o — o |77
1 - L\IJG,UE

An immediate consequence of Theorem [2.3]is our main convergence result for single-agent optimiza-
tion.

Theorem 2.6 (Convergence of (@) in the high-regularized regime). Let Assumptions hold. Let
(V)i>0 C P1(R?) be the solution of @) with parameter o > 0 and initial condition vy € PMNRY).
If holds, then for all t > 0,

Wi (v, v2) < e 0 Lag v )Wy (1, 1),

We next show how our general results can be applied to the MDP setting of [24]], followed by a
detailed comparison with their work, and conclude Section E] with a numerical scheme for the Best
Response flow (4)) in the bandit case.



2.2 Markov Decision Processes

We demonstrate how our results on single-agent optimization can be applied to infinite-horizon
discounted MDPs studied in [[1} 24]. We refer the reader to [34} 13, |15]] for a thorough introduction to
MDPs.

We consider an MDP defined by the seven-tuple M = (S, A, P, ¢, 6, 7, 1) with Polish spaces .S and
A representing the state and the action space, respectively, a transition kernel P : S x A — P(S), a
cost function ¢ € By(S x A), a discount factor 4 € [0, 1), a regularization parameter 7 > 0 and a
fixed reference measure 17 € M (A). For a discussion on possible choices of 7, see Remark
Below we follow the kernel notation from [24] (see also Section @]) i.e., we denote P € P(S|S x A),
which means that P(-|s,a) € P(S) for any (s,a) € S x A, and similarly we consider policies
m € P(A]S),ie, w(-|s) € P(A) forany s € S.

While prior works such as [[1}124] focus on maximizing expected rewards, we adopt a cost minimiza-
tion perspective to remain consistent with the general optimization framework in (I). In an MDP,
at each time step, the agent observes a state s € .S, and based on this state, it chooses an action
a ~ m(-|s) according to the policy. Then the environment returns a cost ¢(s, a) and transitions to a
new state s’ ~ P(-|s, a) according to the transition kernel.

For a given policy m € P"(A|S) and s € S, define the T-entropy regularized expected cumulative
cost by

oo

dmr
0" | c(sp,an —|—Tlogansn>
520 (el ) + 7108 a5,

n=0

Vi(s) =E] ER,

where ET denotes the expectation over the state-action trajectory (s, ag, $1, a1, ...) generated by
policy 7 and kernel P such that sg := s, a,, ~ 7(+|sp,) and s, 41 ~ P(:|sn,ay), for all n > 0. For
any measure 7 € P(S) and any policy 7 € P(A|S), we rigorously define E7 in Appendix @ For a
given initial distribution v € P(.5), the agent’s goal is to solve

i VT ith V™ = VT ds). 11
i VI Wi V7 () = [ VE(s(ds) (a1

Due to 7-strong-convexity of the value function 7(-|s) — V.7 (s), it follows from [24] Theorem 2.1]
(see also [[18] Proposition 2.5]) that (TT) admits a unique policy 7= € P"(A|S) independent of
such that

i (dals) o exp (~1QF (s, ) (o)

where for all 7 € P7(A|S), the state-value function is defined by
Q7 (s,a) = c(s,a) + (5/ VT (s")P(ds'|s, a). (12)
5

To prevent the agent from having to search for the optimal policy 7(-|s) at each state s € S over the
entire space of probability measures P"(A), the expression of 7 suggests that it suffices to search
for the minimizer of among the class of softmax policies {m, (|s)|v € P1(R?)} C P7(A),
where for each v € P; (R?), the kernel 7, € P"(A|S) is defined by

Ty (dals) oc exp (fy (s, a)) n(da) (13)
and
fu(s,a) = f(0,s,a)v(d)
Rd
is a mean-field neural network with f : RIxSx AR denoting a bounded, differentiable, non-
constant activation function and v € P; (R?) denoting a measure which represents the parameters

of the network. Note that various activation functions such as softplus, tanh, sigmoid satisfy these
assumptions.

Assuming that the policy 7, (+|s) is of the softmax form (I3) for all states s € .S, the agent’s objective
is now to learn the optimal distribution of the network’s parameters which solve the problem

min V™ (~).
L oin Ve (")



Due to the normalization constant in (T3), the value function v — V7 (vy) is non-convex (see also
[30]). Therefore, one should not expect convergence of gradient flows to a global minimizer unless
further entropic regularization at the level of the network’s parameters is added, which leads us to
consider our initial optimization problem (I) with F'(v) := V™ () and an appropriately chosen
regulariser. Note that, in contrast to the general MDP problem presented above, in the bandit problem
the actions and the cost are state-independent and the general setting of (TI)-(I3)) simplifies to the
setting (2)-(3) presented in Section [T}

In Proposition we will verify that the function F(v) := Vv (~) satisfies Assumption [2.1|and
hence all our main results (Theorem [2.3] Corollary [2.4] Theorem [2.5)) and Theorem [2.6|apply to the
minimization problems (I)) corresponding to energy functions F'? (v) := V() + o0 KL(v|) for
any reference measure ¢ satisfying Assumption[2.2] In particular, we will provide explicit expressions
for the constants C'r and L that appear in Assumption [2.1] in terms of the parameters of the MDP
under consideration, and we will explain how to choose these parameters to ensure that the crucial
condition (I0) is satisfied, cf. Remark[E.4]

2.3 Comparison to the Wasserstein gradient flow

Our work is closely related to [24], which also considers the MDP presented in Section@ and aims

to minimize the function v — V7 () + o KL(v|€) with £ o< e~U*. In [24, Theorem 2.12], it is
shown that the Wasserstein gradient flow (1;)>( defined by

oF
Oy =V - (<V5V(Vt’ )+ UVU§> Vt) + oAy, Vo = vy € Pa(RY), (14)
converges exponentially at rate O(e~"*) to the unique global minimizer of (T]) in the L2-Wasserstein
distance, provided that o > 0 is sufficiently large relative to the regularity constants of F' and U*.

More precisely, the convergence rate 5 := ok — Cy — L is determined by the strong convexity
constant £ > 0 of U¢, i.e.,

(VU (') — VU (2)) - (2/ — z) > K[z — 2|?,
the uniform bound C; > 0 on the Hessian of the flat derivative of F' and the Lipschitz constant L > 0
of the map v — V‘;—f (v, -) with respect to the L'-Wasserstein distance, i.e.,
oF oF oF

27 .
v ov () Sv Sv

In principle, choosing either o or x sufficiently large relative to Cy and L ensures that 5 > 0.
However, additional assumptions on U* required for the well-posedness of the flow (T4)), such as
Lipschitzness and at most linear growth of VU¢, impose an upper bound on  (see Assumptions 2.5,
2.8 in [24]). Consequently, the quadratic potential U< (z) = |z|? becomes essentially the only viable
choice.

<Oy, |V—(\)=V—(,)| <ILW((, v).

In contrast, under significantly weaker regularity assumptions on F' and U¢, we establish exponential
convergence of the Best Response flow to the unique global minimizer of (T)) in the L!-Wasserstein

distance, with rate O(efa(lfL%wU‘)t), provided that o > 0 is sufficiently large. In particular,
taking

o >2Cp+e(e+ 1)LF/ |x|e*U£(“")dx,
R

where C'r, Lr > 0 are the constants in Assumption@]ensures that

L 2C 2C
Ly, ve = =L exp (F> (1 + exp <F>> / |x|e‘U£(x)dx <1
' g o g Rd

Furthermore, in comparison to [24], we only require U € to be bounded below and to have at least
linear growth (cf. Assumption[2.2). Therefore, selecting a potential U¢ with sufficiently rapid growth
can effectively reduce the lower bound required on o.

Regarding the possible choice of o, we would like to remark that, while in the continuous-time
setting, a larger value of @ > 0 may accelerate the convergence rate of (@), it was shown in [32}
Theorem 7] that convergence of explicit Euler discretization of the flow is only guaranteed as long as
the step size 7 > 0 satisfies aT < 1, effectively imposing a restriction on the range of c.



2.4 Numerical simulation

We now describe a numerical scheme for the Best Response flow (@) in the bandit setting (S = ) in
Section[2.2). The idea is to update the parameter distribution v of the mean-field neural network in
(T3] using a two-loop Langevin particle algorithm.

The algorithm takes as input the cost function ¢, activation function f, potential U¢ and reference
measure 7) (as in Remark [E.4), together with the regularization parameter o prescribed by (I0) (with
Cr, Ly from Proposition , the regularization 7 > 0, the initial distribution of parameters vy,
outer and inner step sizes hoy, hin, horizons T, K, learning rate > 0 and number of parameters N.

In the outer loop, we approximate v; by the empirical measure

1 N
N _ .
df) = N Zi:l %0}

where (191)Z , are the network parameters. Since ¥, [} ] has the exponential form (3)), we compute
it via an inner-loop Langevin dynamics. For K steps,

; ; oV,
bavs = 0L~ i (T T 007010 4 0VaUS(8h0) ) + /B,

fori=1,...,N, where (./\/ ) _ are i.i.d normally distributed random variables and h;, > 0 is the
( -) is exp]1c1t1y computed in Lemma For K large enough, we set

t _NZO

The Best Response flow (@) can be computed in the outer loop via the Euler step

Vﬁ»l = (]_ — Oéhout)l/ilv + ahout\IlU[VlgVL

where hoy > 0 is the step size. The algorithm outputs &Y, which by Theorem converges in
Wi to v}, provided that T', N are sufficiently large, yielding a near-optimal policy TN R mr. The
description of the algorithm is summarized in Algorithm [I]in Appendix

The continuous-time analysis omits a key feature of the algorithm. In continuous time, as expressed
in condition (I0), the parameter o is determined solely by the cost function ¢, activation f, potential
U¢, regularization 7 and reference measure 7 (cf. Proposmon . By contrast, in discrete time one
must also account for the interaction of o with the step sizes hy, and hyy. A rigorous analysis of this
discrete-time scheme lies beyond the scope of the present paper and will be studied in future work.

3 Assumptions and main results for min-max problems

We now turn our attention to the class of min-max problems given by (6). We start with the
necessary assumptions, and then formulate the main results. Let us first consider the metric space

(P1(R?) x Py (R?), W) equipped with the L'-Wasserstein distance
Wi (v, 1), (', 1)) 5= Wh (0, 0') + W, i),

for any (v, 1), (v, ') € Py (R) x Py (RA).

Assumption 3.1 (Lipschitzness and boundedness of the flat derivative). Assume that F € C* (cf.
Deﬁnition and there exist Cr, Cp, Ly, Lp > 0 such that for all v, p,v', i’ € P1(R?) and all
z,y, 2,y € R we have

‘ SoF

o < Lp (o' = 2l + W1 (. 0), W 4)))

OF
<CF7 ’V IU/ :C) 51/(”7“71;)

§F _ oF §F _ .
il < < /_ ! !
’M(Mu,y)‘_CF, 5u( Ly — M(%u,y)‘_LF(y y|+W1((V7M),(V7u)))7



Assumption 3.2. Assume that {(dx) = eV @dz and p(dy) = e V"Wdy for measurable
functions US,UP : R? — R such that U¢,U? are bounded below and have at least linear growth,
ie.,

Ut Ue
essinf U (z) > —o0, essinf UP(y) > —oo, liminf 2% > 0, liminf 29 5 0,
weRd yeRd z—oo |z y—oo [yl

In Theorem [B.2] we show that, under Assumptions [3.1] and [3.2] the pair of Best Response maps
(Vs,,®,,) : P1(RY) x Pr(R?Y) — P1(R?) x P1(R?) is Wi -Lipschitz for any 7, 5, > 0, and for
sufficiently large 0, o, (cf. conditions (29)-(30)) becomes a contraction on (P; (R%) x Py (R%), Wy).

Having proven that (\IIJV , (bau) is an L!-Wasserstein contraction in the high-regularization regime,
we can conclude that it has a unique fixed point. Combining this with the fact that any MNE
of @ has to be a fixed point of (\I/(,V, ‘I)%)’ we arrive at uniqueness of the MNE of @ via
Corollary Proposition ensures the existence and uniqueness of a solution (v, Mt)tzo S
C ([0, 00]; P1(RY) x Py (Ro the Best Response flow (8).

Subsequently, we prove in Theorem [B.4] a stability estimate for the flow, both with respect to the
initial condition and the regularization parameters o,, 0,,. An immediate consequence of Theorem
[B-4]is our main convergence result for min-max problems.

Theorem 3.3 (Convergence of (8) in the high-regularized regime). Let Assumptions|[3.1)3.2 hold.
Let (vg, jit)i>0 C P1(R?) x P1(R?) be the solution of () with parameters o,,0, > 0 and initial
condition (v, j10) € P(RY) x PPNR?). If @) and @2) hold, then for all t > 0,

Wr ((Vtu pne)s (Vg s N:u)) < 6_t(mm{a"’a”}_ <a"L‘I’Uu vetenlag, 'Up)) Wi ((Vo, to)s (Vg s N:M))'
Remark 3.4. Note that, similarly to the case of single-agent optimization, the Wasserstein contractiv-
ity of the Best Response flow in Theorem|B.2]does not depend on the choice of the learning rates c,,
«,, however, these rates influence the stability estimates and convergence rates of (8) in Theorems
and[3.3] Unlike in the single-agent case, in the min-max setting, in the stability and convergence
results we work with learning rate-dependent counterparts of the lower bounds on o, o,,. Note that
@1)-@2) imply 29)-@0) since cv,, oy, > min{cv,, ar, }. Moreover, in the case where o := o, =
(29)-(30) and @I)-@2) coincide.

Remark 3.5. Evidently, our results for the min-max problems (0) are a direct counterpart to our
results for the minimization problem (1). However, working with the Best Response flow in the context

of min-max problems leads to additional difficulties compared to its application in single-agent
optimization.

We note that each player is allowed to have distinct regularization parameters, o, and o, as well as
d.iﬁ‘e.rent learnii?g rates, v, and o The presence of differing learning rates, in particular, plays a
significant role in determining suitable regularizers to ensure convergence (cf. Theorems|[B.4}[3.3), in
contrast to the single-agent setting, where the choices of o and o are independent, and the choice of
« is unrestricted in the continuous-time setting, cf. the remark at the end of Section 2.3}

Problem (1)) was previously examined in [8|] under the assumption that F' is convex. It was shown
that the Best Response flow {@) exhibits exponential convergence in the value function F° at rate
O(ce™°) for any o > 0. Subsequently, [23|] extended the results of [8)] to the min-max setting (6),
assuming F' is convex—concave and choosing o := o, = o,. It was proved that the Best Response
flow @) with o = o, = o, converges exponentially at rate O(e~*") in both KL divergence and
TV? distance, and at rate O(oe™%) in the Nikaidé-Isoda (NI) error (see [23| Subsection 1.2]).
However, [23] did not analyze convergence in terms of the Wasserstein distance.

The present work significantly generalizes the findings of [23]. We show that exponential convergence
to the MNE can be achieved without assuming convexity—concavity of F, while also allowing for
different regularization parameters o,,, 0, and learning rates o, , o, for each player. Notably, the
convergence result in [23| Theorem 2] fundamentally relies on the fact that the players update their
strategies at the same rate, i.e., o, = o, whereas Theorem@establishes that this condition is not
necessary.
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* The paper should point out any strong assumptions and how robust the results are to
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* Depending on the contribution, reproducibility can be accomplished in various ways.
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to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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either be a way to access this model for reproducing the results or a way to reproduce
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the dataset).
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5. Open access to data and code
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Answer: [NA]
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
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* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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versions (if applicable).
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societal impacts of the work performed?

Answer: [NA]
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* The answer NA means that there is no societal impact of the work performed.
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

» If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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12.

13.

14.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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15.

16.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs of the main results in Section 2]

In this section we present the proofs of the results from Section[2] We start with the proof of Theorem

Proof of Theorem[2.3] The proof is an adaptation of [8, Proposition 14, Corollary 15] for the L'-
Wasserstein distance. We give the proof in two steps.

Step 1: First, we show that the the Best Response map ¥, [1/] belongs to Py (R%), and that 4%=[] (z))

dg
is uniformly bounded from below and above. From Assumption[2.1| we have

exp (—icF Ut (x)) < exp (—i‘;f(y, ) — U (x)) < exp (;—CF Ut (x)) (s

,UE(

Integrating over R? and using the fact that fRd e #)dz = 1, we obtain

exp (?) <Z,(v) = /Rd exp (ig(u, x) — U (x)) dz < exp <C;F> . (16)

Thus, we obtain
k:q,oe_Us(”“') < U, [v)(z) < K\yge_UE(I), (17)

2Cr

with constant Ky, = i = exp (2$£) > 1, where, by an abuse of notation, ¥, [/](x) denotes the

density of ¥, [v] with respect to A on R%. Moreover, by definition,

/]Rd U, [v] (dz) = /Rd U, [v] (z)dx = Z;@)/Rd exp (i(;f(y,:r) — Ut (x)) dz =1,

and using Assumption[2.2]

/ 2], [1] (da:):/ 12|, ] (x)dng\pa/ le V@ dz < oo,
Rd Rd Rd

Therefore, ¥, [v] € P (R?).

Step 2: We show that the map ¥, : P; (R?) — Py (R?) is W;-Lipschitz and then that for
sufficiently large o it is actually a V) -contraction. From Assumptionand the estimate |e” — e¥| <
emax{z.ut |2 — 9|, we have

L 1
< —Fexp (CF> eiUE(m)Wl(V, V). (18)
o o
Integrating the previous inequality with respect to =, we obtain
/ Lp 1 /
Z,(0) = Zo )] < ZE exp (= Cp ) Wi, ). (19)
o o
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Therefore, we have that

Z,(v) oo
- Ziy,) exp (iiﬁ(y,x) U (m))
+ z(,}y/) exp( 2 ) U (@)
e (25w - 0<)|

+ Zi 7 exp <(jf(’/a$) - Ut (I)>
— exp (—ig(u’,x) - Ut (@) |

Using estimates (T3), (I6), (I8) and (T9), we arrive at the Lipschitz property

U, [v](z) — U, [V](2)| < Ly, e T @OW, (v, 1/), (20)

L 2 2
Ly, = —chp <CF> <1 + exp (CF)> > 0.
o o o

Now, applying [8l Lemma 16] with p = 1 and p(dz) = e~ U@y gives

/ U g, || Yo MI0) Yo [V]()
Wr (Yo [v], W, [v]) < - e e H o—UE()  o=Ut()

with

Lo (R4) .

Hence, using (20) and setting
Ly, ye =Ly, / |9:|67U£(z)d:z: >0
Rd

gives

Wi (Vo [v], Uo[V']) < Ly, ye Wi (v, V).
If

0>2Cp+e(e+ 1)LF/ |x|e_U€(”)dx,

Rd

then immediately Ly, y¢ € (0,1), hence ¥, : P1(R?) — Py (R?) is a W -contraction. O

Remark A.1. The lower bound on o in Theorem|2.3|does not directly imply that the functional F° in
(@) is strongly convex with respect to TV?, as the following formal computation demonstrates. Note
that, for any v',v € P1(RY),

Fo)—F(v) — (Sé,ﬂ(y, x) (V' —v)(dr)
Rd v
=F{)-F(v) - %(1/, x)(V —v)(dz)+
+ o KL(V'|€) — o KL(v[€) — 0/6%5‘5)(% x) (V' —v)(dz).
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Remark[F2]and Assumption[2.1) give

oF

[ S ) —v)(dn)

’F(V') — F(v) -

(ZZ;(V +e( —v),z) - %(V, x)) (V' —v)(dr)de

1
< LF/ /Wl(y+5(u' —v),v)|V —v|(dz)de
0
1
=2Lp TV(V/, 1/)/ Wi (v +e(V —v),v)de
0

1
< 2LF TV(Z//, V)Wl(l/, I/) / ede
0

=L TV , v)W(V,v),

where the second equality is due to [139, Lemma 2.1] and the second inequality uses the convexity of
the Wasserstein distance.

On the other hand, since

o KL(- d
PR 1,0) = tog ) — KL
we have
O KL(-
KL(V'|¢) — KL(v[€) — /Rd %(1@ z)(v' —v)(dz) = KL(V'|v). 21
Moreover, by Pinsker’s inequality, TV (v, v) < 4 KL(v/|v), so we obtain
KL(V'|€) — KL(v|¢) — /]Rd 5%5&)(1/, z) (v —v)(dz) > 2TV?(V/,v). (22)

Therefore,
oF°
v

This shows that while the KL divergence has natural strong convexity in terms of TV? (cf. equation
(22)), this does not align with the W -based Lipschitz contmmty of F. Therefore, it does not seem
possible to directly deduce strong convexity of F° in the TV? sense simply by choosing o large
enough relative to L. This is one of the motivations for proving convergence via contraction of
the Best Response operator rather than by attempting to enforce strong convexity of the objective
function.

Fo(W/') = F7(v) — (v,2)(V —v)(dx) > —Lp TV ,v)W1 (V1) + 20 TV(V, V).

As a further remark, it would be possible to modify Assumption[2.1|to assume Lipschitz continuity
with respect to TV rather than W;. Then we would obtain

0F°

Fo() - F(v) — 5

— (v, 2)(V —v)(dz) > —Lp TV2(V,v) + 20 TV (M, v),

so choosing o > %L 7 would ensure strong convexity of F° relative to TV? . Even though exis-
tence and uniqueness of a minimizer could now be established, it is not obvious how to prove that
TV (v, 1) — 0 for the Best Response flow (v;)>o. Moreover; this would change the setting of the
problem, which would no longer be comparable to [8l 124], which work in the Wasserstein space.

Finally, we emphasize that this argument eliminates any dependence on the choice of the reference
measure £ (cf. equation 1)) and hence any lower bound on o obtained this way, which would
guarantee strong convexity of F with respect to TV?, would be independent of the choice of €. On
the other hand, one of the important conclusions from our paper is that by following the proof via
Wi -contractivity of the Best Response operator, we can identify the connection between the choice of
o and the reference measure £ expressed in terms of (10), that guarantees convergence of the BR flow
to the global minimizer. This allows one to choose a smaller value of o if the measure & is chosen
appropriately.

22



Proof of Corollary[24}, Since 0 > 2Cp + e(e + 1)Lp [pa |z|le=V*(@)dz, we can apply Banach’s
fixed point theorem for the contraction ¥,, on the complete metric space (7?1 (RY), Wl) and deduce
that the fixed point problem ¥, [v] = v admits a unique solution. We also know from Proposition
C.1|that any local minimizer v* € P;(R?) of F° is equivalent to A, and for A-a.a. x € RY,

5L (v 2)-US ()
I

e
Jrae”
Therefore, U, [v%] = v} due to the definition of ¥,. Since ¥, [v] = v admits a unique solution, it
follows that £’ has a unique minimizer, that is v/}, and hence it is actually the global minimizer. [

1
5 W
5w

Sv

Va(d‘r) = 3’z/)_U(”’)dx’ €T

Proof of Theorem[2.5] Step 1: First, we show that the map V¥, is W;-Lipschitz with respect to o.
From Assumption2.1|and the estimate |e® — e¥| < e™>{®v} |z — 4|, we have

exp (—ig(y,x) G (::;)) — exp <—;‘g(y, 2) — U (x))‘
'l

SCF|0_

oo’

exp (Crmin{o,o'}) U@ (23)

Integrating the previous inequality with respect to x, we obtain

o =o'l
!

|Zo(v) — Zy (V)] < Cr exp (Cpmin{o,c'}). (24)

oo
Therefore, we have that

%(V)exp <ig(1/,x) ~ Ut (as))

Using estimates (T3), (T6), (23) and (24), we arrive at

U, [V](2) = Uor [V](2)] < Ly 00|00 — 0’|l V5@, (25)

1 2
Lawor = S (0 (mintonoy + 5)) (100 (22) ) 50
ago o e

Now, applying [8, Lemma 16] with p = 1 and u(dz) = e~ U @dy gives
Y, V(- . v](-
Wi (U, [1], Ui [1]) S/ () ()

—~U(x) _
o |z[e dx H o—Ut() o—US()

with

Loe (RY)
Hence, using (23) and setting

L‘Il,o,o",Us = L\I/,a,o’/

|x|er£(z)dm >0
Rd
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gives

Wiy (\IIJ[VL Wy [V]) < L\I/,U,o’,Uf ‘O' - OJ|'
Step 2: Now, we prove the stability of the solution to (@) with respect to o and vy. Since vy, 1, €
P RY), it follows by Theoremthat (V)05 (V)0 C PP (R?). Let o € Lip, (R?). Then we
have that

U(x) (ve(z) — vi(z)) da
Rd

= | 9@ (e tvo(z) + tae_a(t_s)\lla[Vs}(x)ds—e_atyé(x)— toze_a(t_s)\llgf[y;](x)ds da
IR J J )

= [ (@) (vola) - vh(x)) do + / vl / ae™ 0 (W 1] (2) = Wor [)] () dsda

R4 R

—e ™ » P(z) (vo(z) — vj(x)) de + / ae”(t=9) / U(@) (Vo [vs] (2) — Uor [v] (2)) duds

0 Rd
t
< e "W (v, ) + / ae” W (U, [v4], U, [V]) ds.

0
where in the last equality we used Fubini’s theorem, in the first inequality we used the definition of
Wi . Now, using Theorem[2.3] Step I and the triangle inequality, we have

Wi (W, (4], Wor [1]) < W0 (W5 (4], W6 [14]) + Wi (W5 1], Wor [1])
< Ly, yeWi(v, 1)) + Ly 5 01 velo — 0|

Taking supremum over v gives

¢
Wh (v, v)) < e Wi (v, 1) + / ae—(t=s) [L\I,ngWl(l/s, V) + Ly o0 velo — 0’|] ds.
0

Since 0 > 2Cp + e(e + 1)Lp [p. |:E|e*U£(I)dx, it follows that Ly e < 1.

Therefore, applying Gronwall’s lemma to the function ¢ — e**W (14, v}) yields

L /
Wi (v, 1) < efat(liL‘I’ng)WﬂVOa ) + |0 — o —L2r Ut (1 — eiat(l*L‘Past)) - (26)
1-— L\I,ng

Due to the fact that v} = U, [v}], for any o > 0, it follows that v}, ¥, are solutions to (@) with
parameters o, o’, respectively. Then using (26) yields

L ’
Wi(vs,ver) < e 0o v )W (3, vs) + o — o 2 (1 - oo g vt
]. - L\I/U,Uf

Therefore, since Ly ¢ € (0, 1), we obtain

L
W3, v3) < o — o |77
1 - L\Iia,Ug

B Proofs of the main results in Section

In this section we present the proofs of the results from Section 3] Before starting with the proof of
Theorem[B.2] we define the Best Response operators for game (6)).

Definition B.1 (Best Response operators [23]). For any v, € P1(R?) and any 7,0, > 0, define
the Best Response operators U, : P1(R%) — P5(R?) and ®,, : P1(RY) — PL(RY) by

eXp (_gily%(y7 s m))
U, [v,u](dz) = 7 &(da), (27)
Juaexp (= L85 (v, .2 ) €(da)
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exp (%%ﬂ(v 1, y))

p
fRd €Xp (#%(Va n,y )) p(dyl)
Theorem B.2 (L'-Wasserstein contraction). Let Assumptions hold. For any o,,,0, > 0, let

L 2 2
Ly, ve = FGXP( CF> <1+exp< CF))/ |x|€*U£(I)dx > 0,
v’ oy oy () R4

L 2C 2C
Ly, ve = ZE exp (F> (1 + exp (F>> / lzle”V" @) dz > 0.
H 0—# UH O—# Rd
Then

Wl ((\Ilo,n@au,) [Va ,LL], (\Ilam(pﬂ,b) [Vl7ul]) < (L\I/GV,U5 + L@awU"> Wl ((Vv N) ) (Vlvp’,))a

for any (v, ), (v, ') € PL(R?) x PL(R?). If

@, [v, pl(dy) = (dy). (28)

o, > 2CF + 2e(e + 1)Lp/ |ze U () dg, (29)
Rd
and
o, > 2CF + 2e(e + 1) / lyle V" ®dy, (30)

Lp
then Ly e + Lo, ve € (0,1), hence (¥,,,®,,) : P1(RY) x P (R?) — P1(R?Y) x P(R?) isa
L!-Wasserstein contraction on (Pl(Rd) x Py (RY), W )

Proof. The proof is an adaptation of the proof of Theorem[2.3] As before, we give the proof in two
steps.

Step 1: First, we show that the the Best Response maps ¥, [v, ], U, [v, 1] belong to P;(R?) and

that d\l’“”g[y 4] (z), d%glgy’“] (y) are uniformly bounded from below and above. From Assumption

we have

exp (—(jycF -t <x>) < exp (—”F@, ) — U <x>) < exp (;VCF U (@)

o, OV
€1y
Integrating over R? and using the fact that fRd e U@y = 1, we obtain

exp (—?) < Zs, (v,p) = /R" exp <—;f§(y,u,x) - Ut (x)) dz < exp <§F> . (32

Thus, we obtain
ku,, e U@ <0, v, 4](2) < Ky, e U@, (33)

with constant Ky, = 71— = exp (2CF) > 1, where, by an abuse of notation, ¥, [v, u](z)
denotes the density of ¥, [v, ] with respect to A on R%. Moreover, by definition,

1 1 0F
U, [vop] (de) = [ W, [, () de = ———— = )~ US () ) de =1,
[ et @) = [ ol @ = ot [ e (<2500 - U @) ) o
and using Assumption[3.2]

[ Jalwo, i) (@) = [ el ) ) do < Ko, [ lele P <
R4 R4 Y JRrd
Therefore, ¥, [v, 1] € Py (R?). One can argue similarly for ®,, [, ;1] and obtain
ka,, e < @0 [v, ul(y) < Ko, e, (34)

ou — o

with constant K, = B exp( 2Ck ) 1

k
Py, T
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Step 2: We show that the map (¥,,,®,,) : Pi (RY) x P; (RY) — P; (RY) x Py (R?) is Wi -

Lipschitz and then that for sufficiently large o, 0}, it is actually a JV;-contraction. From Assumption
and the estimate |e* — e¥| < e™@{=:¥} |z — y|, we have

1 6F 1 6F
- _ 717§ _ Il S A _ 717§
exp( L ) = U (m)) exp( )~ U <x>>’
L 1
< o exp (UCF) U@ Wy (v, v) + Wa(, i) 35)

Integrating the previous inequality with respect to z, we obtain

L 1
20,0000 = 2o, 00 < 0 (2-C ) M) £ Wi ). GO

v

Therefore, we have that

W, [ l(x) — W, 1)) =

1 1 6F
- - _Us
Zo'y (l/, ,LL) eXp ( Uy (SV (th“?x) U (IZ’))

1 1 0F
- - - _Us
Za, (W 10) ex"( T “))
1 1 6F
e - _Us
+ Zo—u(V/7//6/) eXp( O'l, 6V (VVNU‘T) U (CL’))

Yz |

exp( 0757(”7/171.) U ((E))

Using estimates (31), (32), (33) and (36), we arrive at the Lipschitz property
Vo, [, 1] (2) = Wo, [V, 1) ()] < L, e W1 (0,0) + W, 1)), (37

L 2C 2C
Ly,, :=Fexp< F) <1+exp< F>)>O.
oy oy oy
Proving that

|00, [V, 1 (y) — P, [V, 1 ]W)| < Lo, eV @ W1 (v, 0)) + Wi (1)) (38)

follows the same steps as above but with

L 2C 2C
Le = F exp E 1+ exp a .
i ou ou ou

Now, applying [8l Lemma 16] with p = 1 and p(dz) = e~ U@y gives

with

'’ vty g || Yo () Yo, [V 1)
Wi (Yo, [v, 1], ¥o, [V, 1]) < /Rd |z]e dz H —U() o—UE()

Lo (R%) .

Hence, using (37) and setting

Ly

v

ve = Ly, / |17|67U£(x)d93 >0
]Rd
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gives

Wi (o, [v, 1], Uo, [V 1]) < Ly, ve Wiy, V) + Wi(p, 1)) - (39)
One similarly obtains that <I>UH is Wi -Lipschitz, i.e.,

Wi ((I)Uu [V’ M]’ (I’UM [Vl7 /J)/]) < L‘PUWU’J (Wl(yv V/) + W (,uv ,u/)) ; (40)

with constant

Le,, v = La, / lyle” " @dy > 0.
I3 " R
Therefore, we obtain
Wi (\IJUU [Vr H“L \I’Uu [V/a /u/]) +W ((I)UM [V7 p’}v CI)JM [V/7 :u/])

< (Luy, e + Lag,00) Wi(0,0/) + Wa(as, ),

UH’

and using the definition of W, and the notation (¥, , ®,,) [v, 1] = (¥, [1, 1], @, [, 1]) gives
Wi (Yo, @0,) 11 (Y, @6,) V1) < (L, w6 + L, 00) Wi (v 12) (0 10))

If o, > 2CF +2e(e + 1)L [pa lz|e=V*(@)dz and o > 2Cp +2e(e +1)Lp [pq lyle”Y" ®dy,

then immediately Ly, ¢+ La,, vr € (0,1), hence (\I'Uu , @Uu) : P1(RY) x Py (RT) — Py (R?) x
Py (R?) is a W) -contraction. O

Corollary B.3 (Existence and uniqueness of the MNE). Ler Assumptions[3.1} 3.2 hold. If (29) and
(BO0) hold, then (6) has a unique global MNE.

Proof. Since o, > 2Cfp + 2e(e )Lp fRd |z|e=Y ‘@ dz and oy > 2Cr + 2e(e +
1) LF [ga lyle~Y" @ dy, we can apply Banach s fixed point theorem for the contraction (¥, , ®, )

on the complete metric space (Pl(Rd) x P1(RY), Wl) and deduce that the fixed point problem
(Yo, [V, 1], @, [v, 1)) = (v, ) admits a unique solution. We also know from Propositionthat
any MNE (V;V,uj;“) € P1(R?) x Py (R?) of Fo»“» is equivalent to \, and for \-a.a. z,y € RY,

exp (— 2 8E (s, 3, 7) — US(a) )
Juaexp (~ 2 8Lz, ps,o0") — US(!)) do!

vy (dx) = dx.

exp (%%( Vi, y) — UP(y) a

Ko ( y) -
e (R8s, )~ UPW)) dy

Therefore, (\IJUV v, 15,] @0,V u;“]) = (v5,+ H5,) due to the definition of ¥, , ®,, . Since

(Yo, [V, 4], ®s, [V, 1)) = (v, p) admits a unique solution, it follows that F°»>°# has a unique MNE,
that is (u;y , ,uj‘,“) , and hence it is actually the global MNE. O

Theorem B.4 (Stability of the flow with respect to 0,0, and (v, f10) in Wl) Let Assumptions

. 3.2 hold. Let (vi, put)i>0, V4, ih)i>0 C P1(RE) be the solutions of () with parameters
(0,,, Tu)s (O‘V,O‘H) and initial conditions (vo, o), (v, ) € P (R?), respectively. Let (v, Vg, 1y,

and (v}, , i, ) be the unique MNE of (6) with parameters (0, 0,,) and (03,,0,,), respectively. If
v w

ay

— [ jgle U @y (41)
min{a,, a,} Jga ’

o, >2CF +2¢e(e+1)Lp
and
0 > 20k +2e(e + )lp—— P [ |yl Way, (42)

min{a,,a,} Jra
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there exists

C 1 2C
L\I’,Uu,o" Ue = F/ exp <CF (min{al,,a:,} + />> (1 + exp < F)) / |x|e—U5(z)dx >0,
v 0,0, g, oy Rd
C - 1 2C ,
L0,.07,U0 =~ €XP (CF (min{oﬂ, .} + )) (1 +exp (F)> / lyle™""®dy > 0,
! Ouoy, oy opu Rd

such that for all t > 0,

Ay — i v b—(ay L L Ay
W (e o), (s i) < e (mintemend=(avba,, wetenlan, o) )35 (o), (v 1)
Ly 5,00 0¢l0, = 00| + Lo, .01 000y, — 04 (1 B e—t(min{au,a”}—(avl/\pgy)Ug +%L<I>W,Up))>

min{o,,a,} — (al,Lq,dng + a#L%u,Up)

b

A * * * *
Wl ((VO',,’MO'“)7 (Val’/a:u(r:‘))
! /
OéuL\Il,O'y,O'{,7U5|0'y - UV| + OCML(I>7O'M7O'L,UP|UH - Uu‘ <1 . e—t(min{a,,a“}—(auL‘Pa ,U§+O‘NL‘I’U“~U”)>)

min{oy,, a,} — (OZVL\IJU,,,U& + QHL%WUP)

Proof. Step I: First, we show that the maps ¥, , ., are W;-Lipschitz with respect to 0,0,
respectively. From Assumptionand the estimate |e® — e¥| < e™**{=¥} |z — y|, we have

1 6F 1 6F
_ - = _Ué _ - B 543
exp (= ) = U5 @)) = exp (= G ) ~ VS @)
o
SC’F‘UV :7”‘exp(C’Fmin{o’y,a;})e*m@). (43)

Integrating the previous inequality with respect to x, we obtain

o
| Za, (4, 12) = Zo, (18] < O =2 ey (Cp mainfor, 01 }) (44)
0,00,

Therefore, we have that

W, 1 () — W [, ()] =

Zo, (v, 11)
" Za, (IM WP <_01u(j55(y’”’x) vt (x)>
7 (IM w P <0}ug(y’ﬂ’x) vt (I)>
SAY

o, (v.1) = Za, (v, 10)
Zg, (v, U)Za; (v, 1)

oF
_ _ U
oo (g )~ U @)
1 6F
—exp (—,(WM) - U* (I)) |
ol, dv
Using estimates (1), 32), @3) and (@4), we arrive at
Vo, [, 1)) = Vo v, 1) (@)] < L.yl = e, (45)
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with

¢ 1 2C
Ly oy, =~ eXP (CF (min{am o} + /)) (1 +exp ( F)) -0
vy gy Oy

Proving

P, [V, 1(y) — o v, 1l(y)| < Loo, o, lon — Uue—U"(y) (46)

n

follows the same steps as above but with

= 1 2C
Loy, o = Cr exp | Cp | min{o,,0),} + — 1+ exp 2 .
e oo o Tu

Now, applying [8l Lemma 16] with p = 1 and pi(dz) = e~V @) dz gives
, —US(x) \IIUu[V7 :u]() o \IIU,’/[VMM](')
Wi (\I/(,V (v, ], Vo [, p]) < /Rd |z|e dx H T U0 B )

Hence, using (@3) and setting
Ly o, o ve = Luo, ol /]Rd |x\e—U€(z)dx >0
gives
Wi (Yo, [V, 1], Oor [V, 1)) < Ly o, 01 0¢|00 = a,].
We similarly obtain

Wl (CI)J“ [Vv N]v (PO',’L [Va N]) < L@,a#,a/ Ur |0y — O—L

I

with constant

_ur
L<I>,0WUL,UP = L<I>,U,“<7;‘ / |y|6 v (y)dy > 0.
R4

Step 2: Now, we prove the stability of the solution to (8) with respect to o,,, o, and (g, f10). Since
(Vo o), (v, 1) € P (RY) x PR, it follows by Theorem [C.5]that (v, e )io, (Vs 110
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PHMRY) x PHRY). Let i € Lip, (R?). Then we have that
[ #ta) (o) = i) da

- / e (e_a"%m + / eI, [y, ] (0)ds
Rd

0

t
— e~y (x) —/ aye” =Dy, [y;,u’s](x)ds> dz
0

= | () (e ™" (vo(z) — vp(x)) + tozue‘a““‘s) (To, (s, ps] () = Woy [, 1] (2)) ds | da
Rd 0

=e ™ [ ¥(z) (vo(z) — vp(2)) do
Rd

00 [ e (i) (0) = i ) 0)

=e ™! V@) (@) = vo(w)) dz

t
JF/ Oéueiay(tis) . 7/’(93) (\Ijo'u [V&ﬂS] (‘T) - \IIU{, [V;7H’{9] (‘T)) dzds
0 R
t
< e_thWI(VOa l/(/)) + / aVe_aU(t_S)Wl (\IIO'V [V87 ,LLS] ) \IIO"V [V;’ MISD ds
0

t
< eia”twl(l/o, I/(/)) + / Oéyeiau(tis) (Wl (\Ijo,, [VSa Ns] o, [ng ,u;])
0
W (Vo 0], W 1, 1)) ) 5

v

t
< e "W (v, 1) +/ aye” D (Wi (W, [vs, 1], Uo, [Vey ) + L o, 01 velow — o) |) ds
0

t
< e Wy (v, ) + / a, e~ (t=5) (L\I,ang (W1 (vs, V) + Wi (s, 1)) + Ly g, 00 v0l00 — a,’j|) ds,
0
where in the last equality we used Fubini’s theorem, in the first inequality we used the definition of

W and the last three inequalities follow from the triangle inequality, Step I and (39), respectively.
Taking supremum over v gives

Wi (v, 1)) < e "W (v, 1)

t
+/ aye” ™) (Ly ye Wh(vs, V) + Wit 1)) + Ly o, o1 velow — ol,|) ds.
0
Similarly using {0}, we obtain
Wi (e, 1) < e~ Wi (o, 1)

t
+ / e t=9) (Lq@,m Wh (vs, v5) + Wi (s, 145)) + La,o, 00,00 |00 — 0L|) ds.
0

Using the bound «,,, &, > min{a,,a,} we can add the previous two inequalities, and using the
definition of Wy and the notation (¥, , @, ) [v, 1] = (Vo [V, ], o, [V, p]) We obtain

Wi (1 p12), (vy, 1)) < e~ midow sy (v, o), (1), 1))

t —_—
+ / e~ min{a,, o, }(t—s) (al,L\I,”ng + CK#Lq%wUp) W1 ((1/5, MS), (V;, ,u;)) ds
0

¢
—min{a,,a, }(t—s / /
+ / e {av,au}(t—s) (auL\I]’UV7U'I”UE|UV —o |+ aqu>7o-H7o-Z“UP‘O-M — Uu|) ds.
0
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Since 0, > 2Cp + 2e(e+ 1)Lp mm{% o fRd |x|e*U§(x)dI
and o, > 2Cp + 2e(e + l)me Jga lyle=V" @ dy, it follows that o, Ly, Lue +
ayLe,, ve <min{a,, oy}

Therefore, applying Gronwall’s lemma to the function ¢ — ™ {@w- YWy ((uy, 11y), (v, 11})) yields
W (s ) (o)) < 7 o= (b wesonban, 00 ) )V, (v, o), v )

’ ’
OtyL\ll,a,,,crl’,,UélUy - Uyl + OéuLé,awoL,UP|0'/L - Up‘ (1 eft(min{ay,a“}7<ozy[/‘l,0 U5+a“Lq>aWUp))>

min{a,,a,} — <al,L\I,ngg + Oéqu>0“7Up)

(47)

Since ozy, a, > mm{ay, oz“} it follows that the lower bounds for o, 0, in Corollary - B.3| hold,

hence (v, pi7, ), (V) o ) are the MNE of (@) with parameters (o, 0,,), (0,,,07,), respectively.
Moreover, since v} = \IIUV[ Vo, sty s iy, = @5, [v5, . 15 ], we deduce that (v5,, u5 ), (V5 150
v v v v o

are solutions to @) with parameters (0,,,0,), (o,j7 a,,), respectively. respectively. Then using @7)
yields

W1 (( gu,,uau) ( ;L’H:LD < e_t(min{au7alb}_(ayl/\llgy,U§+Q}LL‘I’U‘LYUA"))W1 ((V:;V?M;#)’ (’4;;/;;“:}3))
OZVL\I/,O'V,O'/WU5|UV - 0'1//| + Ol,LLLCIZ',O';L,o" ,Uplau - 0’;;| (1 _ et(min{a'ﬂau}(O‘VL\I/UV,U5+0‘F‘L‘1>0M1U’J))> .

min{a,,a,} — (OéVL\If ve +aule, v )

Therefore, since min{c,, a, } — (auL\I/U,,,Uﬁ + oz,LLq%WUp) > 0, we obtain

Wi (3, 01,): Wiy 13,)
< aVL\II;UV70';17U§|O.l/ - U;/| + OéMLCI%O"“O'L,U/"O-M - 0-;1,‘ <1 . €t<min{au,au}(auL\PawU5+a‘LL¢U“,U0))) )

min{a,,a,} — (a,,L\I,Ung + Ozul@ngp)

O

C Auxiliary results for the Best Response flow

C.1 Single-agent optimization

We first recall a necessary condition for the optimality of local minimizers of (T).

Proposition C.1 (Necessary condition for optlmahty [18l Proposition 2.5]). Let Assumpnons|aﬂ_'| 22
hold. If v¥ € P1(R?) is a minimizer of F', then v’ is equivalent to \, and for A\-a.a. © € R

$E (v} ,2)—US(x)
dz.

vi(dz) =

_1
e o
1
I

Jpae™ S (v5.) U (") q gt

Next we give the proof of the existence and uniqueness of the flow @). While the proof is skipped in
[8L Proposition 7], we present it by following a classical Picard iteration technique

Proposition C.2 (Existence and uniqueness of the flow). Let Assumptions |2 hold and let
vo € P1(R?). Then there exists a unique solution (v;)¢>0 € C ([0, 00]; Py (Rd 0 @) and the

solution depends continuously on the initial condition. Moreover, if vy € Py (R?), then (v;)i>0
admits the density (vi(+))i>0 C Pp(RY) such that, for every x € RY, it holds that t — v, €
C* ([0,00), PP (RY)) , and

dv(z) = a (Yo [v](z) — () dt, ¢>0, (48)

for some initial condition vo(z) € P;(R?).
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Proof of Theorem|C.2| Step 1: Existence of flow on [0, T]. We will define a Picard iteration scheme
as follows. Fix T' > 0 and for each n > 1, fix v " = zxéo) =15 € Pl(Rd). Then define the flow

(v )iejo.ry by
t
z/t(") = e 'y —|—/ ety {1/3(,"71)} ds, te]0,T]. (49)
0

For fixed T' > 0, we consider the sequence of flows ((Vt(n))te[07'_‘[‘]> L in (731 (RHOTT, W{O’T]> ,
where, for any (;);c(0,7] € P1(R?)*T), the distance W{O’T] is defined by

T
wioT! ((v)ieto.)s Wicior) ::/ Wi (v, vp)dt.
0

Since (771 (RY), Wl) is a complete metric space, we can apply the argument from [41, Lemma A.5]

with p = 1 to conclude that (731 (RHOT] fOT Wi (14, V{)dt) is a complete metric space.

We consider the Picard iteration mapping ¢ ((V§n71))te[0,T]) = (Vt(n))te[O,T] defined via (@9) and

show that ¢ admits a unique fixed point (v¢)¢[o,7] in the complete space (731 (RHOTT W{O’T]) .
Then this fixed point is the solution to ().

Lemma C.3. The mapping ¢ ((Vt("_l))te[oﬂ) = (l/t(n))te[o’T} defined via {@9) admits a unique
fixed point in ('Pl (Rd)[O’T],W{O’Tv .

Proof of Lemma[C3] Step 1: The sequence of flows ((Vt(n))te[O,T]> ~ is a Cauchy sequence in
n=0
(Pl (Rd) [0,7] , W{O’T]) .

Let ¢ € Lip, (R?). Then we have that

[ o) (" =70 (@)

t t
= /]Rd ar(x) </0 e~ =8y [1/(5”71)} ds —/0 e t=8)y [Vﬁ”fz)} ds) (dx)
= /]Rd ar)(x) </Ot e (t=9) (\IIJ {Vﬁ"il)} -, [Vﬁ"fz)]) ds) (dx)
= /t ae= =) [y (x) (\I/g [Vé"_l)} -0, [VS("_Q)D (dz)ds
0 R4
< [ acmet=m, (g [0 g 2] ) as

t
< an,ng/ Wi (ys("_l),ygn_Q)) ds,

where in the third equality we used Fubini’s theorem, in the first inequality we used the definition of
W, and in the last inequality we used Theoremnand the fact that e=*(!=) < 1 for s € [0, 1].

(50)

Taking supremum over ¢ in (30) gives

W1( Y 1)) SameUs/ W1< 1) (nfz)) ds

1 t1 tn— 2
> OZLq/ U5 n / / ( (1) (0) )dtn 1- dtgdtl

_ tn— 2 t
< (O[L\I; U5) ! ( — 2) / Wi (Vt(l)lal/t(s 1) dt,—1,
+JO
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where in the third inequality we used the bound fot " dt,_ < fg dt,,_1. Hence, we obtain

T n—1 T
(n) (n—1) n-1 T S
A Wl (Z/t s Vg ) dt¢ S (aL\IIU,Uf) m A W]_ (Vt”, e ) dtn 1-

Using the definition of W{O’T], the last inequality becomes

n n— n—1 Tn_l
W (0 ieory, (4" ieon) < (L, ve) MWW] (4" ee0m 4" eetom) -

By choosing n sufficiently large, we conclude that ((l/t(n))te[o’T]) is a Cauchy sequence.
n=0

By completeness of (731 (]Rd)[O’T],VV{O’T]>7 the sequence admits a limit point (v4)icpo,7) €

(Pucgoyon, o).

Step 2: The limit point (v¢)¢cjo,1 is a fixed point of . From Step 1, we obtain that for Lebesgue-
almost all ¢ € [0, T we have

Wl(ut("), ) — 0, asn— oo.
Therefore, by Theorem [2.3] for Lebesgue-almost all ¢ € [0, T, we have that

Wy (\IIU {yt(")} U, [Vt]) — 0, asn— oo.

Hence, letting n — oo in (#9) and using the dominated convergence theorem (which is possible since
¥, is uniformly bounded in n due to Assumption , we conclude that (v);¢[o,7 is a fixed point
of .

Step 3: The fixed point (v¢)¢cjo,1) of  is unique. Suppose, for the contrary, that ¢ admits two fixed
points (¢);cjo,7] and (74 ).e(o,7) Such that vy = . Then repeating the same calculations from (50},
we arrive at

t
Wl(yhljt) S OéL\I;ng/ Wl(VS,DS)dS.

For each t € [0, 7], denote f(t) fo Wi (vs, Us)ds. Observe that f > 0 and f(0) = 0. Then, by
Gronwall’s lemma, we obtain

0 < f(t) < e*Fvovs £(0) =0,
and hence
Wi (v, ) = 0,
for Lebesgue-almost all ¢ € [0, T'], which implies
vy = Dt;
for Lebesgue-almost all ¢ € [0, T']. Therefore, the fixed point (v¢);c[o, 7] of  must be unique.

From Steps 1, 2 and 3, we obtain the existence and uniqueness of a flow (v4);¢o, 7 satisfying @) for
any 1" > 0.

Having proved Lemma|[C.3] we return to the proof of Theorem [C.2}
Step 2: Existence of the flow on [0, c0).

From Lemma C.3] for any 7' > 0, there exists unique flow (v4);co,7] satisfying @). It remains
to prove that the existence of this flow could be extended to [0, 00). Let (v¢)c(o,77, (¥4)iefo,1] €
P1(R?). Then, using the calculations from Lemmam we have that

Wi (v, ) < alyg, UE/ Wi (vs, U)d

which shows that (v4).c[0,77 does not blow up in any finite time, and therefore we can extend
(Vt)tefo, 1) globally to (1¢)se[0,00)- By definition, ¥, [v] admits a density of the form
exp (—18E (1, 2) — US(z))

o [](z) = fRd exp (_%%(yhx’) - Ug(il)) da’”
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For any fixed = € R?, the flat derivative ¢ — 3£ (z/t, x) is continuous on [0, c0) due to the fact that
v € C ([0,00), Py (Rd)) and v — 5 (v,2) is contlnuous Moreover, the flat derivative 3= (14, z)
is bounded for every x € R? and all t > 0 due to Assumption Therefore, both terms Z,, (1)
and exp (— 1%L (14, 2) — U%(2)) are continuous in ¢ and bounded for every + € R and every
t > 0. Hence, we have that U, [1;](z) is continuous in ¢ and bounded for every z € R<. Since by

assumption vy € P;(R?) admits a density vo(x), we define the density of v; by
t
v(x) = e *up(z) + / e 0T, 1] (2)ds.
0

By definition [0, 00) 3 ¢ — 14(x) is continuous for every z € R?. Since s — e~ (=)W, [v,] (z)
is continuous and bounded in s for every ¢ > 0, it follows that ¢ — v, € C* ([0, 00), P (R?)) and
x) satisfies (@8). O

C.2 Min-max problems

We recall a necessary condition for the optimality of MNEs of (6).

Proposition C.4 (Necessary condition for optimality; [11, Theorem 3.11). Let Assumptions[3.1} [3.2]
hold and let 0, 0, > 0. If the pair (V;V , M;u) € P1(R?) x P1(R?) is an MNE, then v}, , [y, are
equivalent to \, and for \-a.a. (z,y) € R% x R?,

exp (=L 38w, 15,.0) — US(a))
fRd exp ( %%—F(ng,u% x') — Uﬁ(a:’)) da’
eXp(%%( Vi, i, y) = UP(y)

M;“ (dy) = o dy.
soxp (85,3, ) — Ur(y')) dyf

vy, (dz) = dz,

Now we give the proof of the existence and uniqueness of the flow (8), which is an extension of the
proof of Proposition[C.2] Note that the proof closely follows the argument of [23 Theorem 1], with
the key difference being that we use the Wasserstein distance in place of the Total Variation distance.
We include the proof here for completeness.

Proposition C.5 (Existence and uniqueness of the flow). Let Assumptions [3.1) B.2] hold
and let (vo,p0) € Pi(RY) x Pi(R?). Then there exists a unique solution (vi,jit)i>0 €
C ([0, 00]; P1(RY) x P1(R?)) to (8) and the solution depends continuously on the initial condition.
Moreover; if (vg, j1o) € P (RY) x PP (R?), then (vi, it )i>0 admits the density (vi(+), () )i>0 C
PR (RY) x PNRY) such that, for every z,y € RY, it holds that t — v, € C* ([0, 00), PM(R?)) , t
e € C* ([0, 00), PP (RY)) and

dvy(z) = ay (Vo [Vta,ut]( ) vi(z)) dt
{dut(y) = oy (Do, Ve p1e)( ut(y)) t>0, Gb
for some initial condition (vy(x), 1o(y)) € P (Rd) X P (Rd)

Proof of Theorem|[C.3] Step 1: Existence of flow on [0, T]. We will define a Picard iteration scheme
as follows. Fix T' > 0 and for each n > 1, fix 1/(") (0) =1y € P1(R?) and

s = 1§ = o € P1(RY).

Then define the flow (v, (n )7 § ))tE[O,T] by

t
n —
yt( ) = emowt

ape~ =)y {1/("_1), = ﬂ ds, telo,T], (52)

S

V0+/
0
(n) !
My o = /
0

et + aue*%“*s)@%{ﬁn = ﬂ ds, te[0,T]. (53)
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For fixed T > 0, we consider the sequence of flows ((Vf"), Hin))te[O,T])
n=0
in (’Pl(Rd)[O’T} x Py (RO W{O’T]) , where, for any (v, p)icor) € Pu (RHOTT

Py (RO the distance W is defined by

W[OT ((Vh:ut)te[O,T] (Z/ta;ut)tGOT / Wi ( l/tth dt+/ Wi ( /J'tap“t)d

Since (771 (RY), Wl) is a complete metric space, we can apply the argument from [41, Lemma A.5]
with p = 1 to conclude that (771 (RHOTT, fOT Wi (14, V{)dt) and

(P (RHOTI OT Wh (e, ué)dt) are a complete metric spaces, and hence so is
(P (RHOT] 5 Py (RF)0T], W[O T])

We consider the Picard iteration mapping ¢ (( (n=1) ug"ﬂ))te[oﬂ) = (™, M%n))te[o,T] defined
via (52) and (53) and show that ¢ admits a unique fixed point (v, f1¢);c[o,7] in the complete space
(P1 (RHOT] 5 Py (RHOTT W{O’T]> . Then this fixed point is the solution to ().

Lemma C.6. The mapping ¢ ((Vénil), Mgnil))te[o,TO =" R Ht ))te[o 1) defined via (52) and
(33) admits a unique fixed point in (P1 (RHOTT 5 Py (RH)OT] WI[O’T]) :

Proof of Lemma(C.6] Step 1: The sequence of flows ((l/t(n), Hgn))te[O,T]) . is a Cauchy sequence
in (P1(RAOT) Py (RYOT, W)

Let ¢ € Lip, (R?). Then we have that
n n—1
(@) (W =¥V (da)
Rd

t t
= [ vt ([ e, [t as - [ et [, as) a0
R4 0 0

[t ([ e (i, [0 = i, [, 2] ) )
t

g

= /0 et / 0(@) (o, [0, 10 ] = W, [0, D] ) (do)ds
[,
Ly

< —a, (t—s) ( , [V(n 1) M(n 1)} 0, |:Vs(n—2)’ Vgn—mb ds
< Uﬁ/ ( (Vn D, - 2)+W (Mgn_n’ugn 2>>)d5,
(54)
where in the third equality we used Fubini’s theorem, in the first inequality we used the definition of
Wi, and in the last inequality we used (39) and the fact that e=*(=) < 1 for s € [0, ).
A similar argument using (0) yields
(n-1) '
’lﬁ( ) ( — Uy ) (dx) < L@ngp/ (Wl (VS("—1)7V§7L—2)) +W (Mgn—l)’ugn—Q))> ds.
0
(55)
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Taking supremum over ¢ in (54) and (53) and adding both together gives
Wy (Vén)’ Vgn—l)) +W, ( (n), ,LL,En 1))

< (Lu,, v + Las, 0v) / S (0D W (0, ) ) s

(L\p Ut “!‘L@(,u,U n 1/ / /n ’ (1) (0) )—i—W (utn l,ugn 1)>dtn 1...dtodt;y

g(L@ U5+L@mﬂU)" 10f12ﬂn£ (Mh< ® 0 )-+vv ((”luém ))d%fh

where in the third inequality we used the bound fg "Pdt,_ < fot dt,,_1. Hence, we obtain

O () o () )

n—1 7pn—1 T
< (bt Lan o) gy [0 (A28 ) 0 (2, 2) )t
+JO

Using the definition of W[O’T], the last inequality becomes

0,7 n — n—1
Wl[ ]<( ) //'1(5 ))tE[O,T]7(Vt( )7M§ ))te[o,T])
nel T ) () () © ()
< (L\I/ ,U¢ +L<I>UWU) (n—l)!W1 (( t M )tE[O,T]»(Vt )y Mt )te[O,T])-

By choosing n sufficiently large, we conclude that

((Vt(”),uin))te[o,m)n:o is a Cauchy se-

quence. By completeness of (Pl (RHOTT 5 Py (RH)OT] W{O’T]) , the sequence admits a limit
point (Vtaﬂt)te[O,T] € (731 (Rd)[O’T] X Pl(Rd)[O’T]’W{O’TO :
Step 2: The limit point (v, pit)iefo,1) i a fixed point of . From Step 1, we obtain that for Lebesgue-
almost all ¢ € [0, T] we have

Wl(ut("), ve) = 0, Wl(pgn),pt) —0 asn — oo.
Therefore, by (39) and (@0), for Lebesgue-almost all ¢ € [0, 7], we have that
Wi (W, [ | o, i) = 0, Wi (g, [, 1™ @5, I pu]) =0, asn — oo,

Hence, letting n — oo in (52)) and in (53)) and using the dominated convergence theorem (which
is possible since ¥, ®,,, are uniformly bounded in 7 due to Assumption [3.T), we conclude that

(Vt, it )tefo, 1) s a fixed point of ¢.

Step 3: The fixed point (v, it )iejo, 1) of @ is unique. Suppose, for the contrary, that ¢ admits two
fixed points (vy, pt¢) 10,71 and (7, fit)¢ejo, 7] such that vy = 7y and pg = fig. Then repeating the
same calculations from @ and (33), we arrive at

t
Wi (v, 72) + W ir) < (L%,Us Loy 00) [ OV1l0m) + Wi ) ds.
0

For each t € [0,T)], denote f(t) = fo Wi (vs, Us) + Wi (s, is)) ds. Observe that f > 0 and
f(0) = 0. Then, by Gronwall’s lemma we obtain

0< f(1) < elPwnvstien ) (o) <o,
and hence
Wi (ve, ) + Wi (e, fir) = 0,
for Lebesgue-almost all ¢ € [0, T'], which implies
Ve =V, M = [,
for Lebesgue-almost all ¢ € [0, T']. Therefore, the fixed point (v, fi1)sc[o, 1) Of  must be unique.

From Steps I, 2 and 3, we obtain the existence and uniqueness of a flow (v, 1 )scqo, 7] satisfying (8)
forany T' > 0. O
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Having proved Lemma|[C.6] we return to the proof of Theorem |[C.3]
Step 2: Existence of the flow on [0, 00).

From Lemma|C.6 for any T' > 0, there exists unique flow (v, fit)1eo,7) satisfying (). It remains to
prove that the existence of this flow could be extended to [0, 00). Let (vy, fi¢)¢ejo,7], (¥4, 14 )tefo,1] €
P1(R9). Then, using the calculations from Lemma we have that

¢
Wi (v, D) + Wh (e, i) < (L‘PUV,UE + Léou,Uﬁ) / Wh (vs, Us) + Wh (s, fis)) ds,
0

which shows that (v, fi¢)¢c[o,7) does not blow up in any finite time, and therefore we can extend
(Vt, it eefo, 1) globally to (v, fi¢)iejo,00)- By definition, ¥, [v, ] admits a density of the form

exp (771”%(%57”1573:) - Uf(x)>
fRd €Xp <_o%%(yta,uta‘r/) - Uﬁ(xl)) dz’

For any fixed 2 € R?, the flat derivative ¢ — % (vt, e, x) is continuous on [0, o) due to the fact that

v, e € C ([0,00), P1(RY)) and (v, u) = $E (v, i, ) is continuous. Moreover, the flat derivative

%(ut, 1t, x) is bounded for every = € R? and all ¢ > 0 due to Assumption ﬂ Therefore, both

terms Z,, (vt, 11¢) and exp (— LoF(, y x) — US (;v)) are continuous in ¢ and bounded for every

Vo, [V, pe] ()

o, ov
x € R? and every t > 0. Hence, we have that ¥, [v;, ui;](z) is continuous in ¢ and bounded for
every z € R?. Since by assumption vy € P;(R?) admits a density vo(z), we define the density of
v by

t
vi(x) = e~ *'yy(z) +/ e W g ] (2)ds.
0

By definition [0,00) > t + w(x) is continuous for every z € R? Since s
e~ (=)W, [, us] (z) is continuous and bounded in s for every ¢ > 0, it follows that
t— 1 € C* ([0,00), PP (R?)) and v (x) satisfies (3T) The same argument gives that @, [v, 1] (y)
is continuous in ¢ and bounded for every y € RY, consequently that z; admits a density 14 (y) that
satisfies andt — py € C* ([0,00), P (RY)) . O

D Notation for MDPs

In this section, we present standard notation for MDPs, following the conventions used in [24]]. Let
(E,d) denote a Polish space, i.e., a complete separable metric space. We endow E with its Borel
o-alebra B(E). Let By(E) denote the space of bounded measurable functions f : E — R endowed
with the supremum norm | f| g, () = sup,c g | f(x)|. Let M(E) denote the Banach space of finite
signed measures m on E endowed with the total variation norm |m|vq(g) = |m|(E), where [m] is
the total-variation measure. We denote by M (E) C M(FE) the subset of finite positive measures.
For a measure m € M (E) and measurable function f : E — R, let
esssupf :=inf{c e R: m{z € E: f(z) > ¢} = 0}.
rel

For given Polish spaces (F1,d;) and (F3, d3), denote by bIC(E1|E>) the Banach space of bounded
signed kernels & : Ey — M(E1) endowed with the norm |k|y (g, |5,) = SUPLep, [K(2)| (5, ); that
is, k(U|) : E2 — Ris measurable for all U € M(E1) and k(-|z) € M(E;) forall z € E,. For a
fixed reference measure n € M (E7), we denote by biC, (E1|Es) the space of bounded kernels that
are absolutely continuous with respect to 7). Every kernel k € bK(F1|E») induces a bounded linear
operator T, € L(M(E3), M(E;)) defined by

Ten(dy) = nk(dy) = / n(d)k(dyla).

Eo
Moreover, we have

|kloc (B B,) = Sup  sup / h(y)k(dy|r) = |Tk|c(m(B2) M) (56)
r€E2 heB,(E.,) JE;

|hlB, (B, <1
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where the latter is the operator norm. Thus, bKC(E|FE) is a Banach algebra with the product defined
via composition of the corresponding linear operators. In particular, for given k € bIC(E|E),

T (dy) = k" (dy) = [ pldeo)bldarfoo) - K(do,-alon-2)bdylea) . (5T

Let P(E1|E>) denote the convex subspace of b/C(E1|Es) such that P(-|x) € P(E;) forall x € Es.

We denote by ((S x A)N, F) a sample space, where the elements of (S x A)N are state-action pairs
(Sny an )22, with (8p,, an) € S x A, for each n € N, and F is the associated o-algebra. By [3}
Proposition 7.28], for a given initial distribution v € P(S) and policy m € P(A|S), there exists a
unique product probability measure P on ((S x AN F ) such that for every n € N, we have

L F2(s0 € 8) =(S),
2. P™(an € A|(s0,a0,---,5r)) = 7(an|sn),
3. ]P):(Sn-l‘l € S|(507a07 <o Sny an)) = P(S|8", an)a

forall S € B(S) and A € B(A). Thus, {s,}n>0 is a Markov chain with transition kernel P, €
P(S|S) defined by

P,(ds'|s) ::/P(ds’|s,a’)7r(da'|s). (58)
A

The expectation corresponding to P7 is denoted by ET. For given s € .5, we denote Ef = EF |
where 05 € P(S) denotes the Dirac measure at s € S.

E Auxiliary results for MDPs

In this section, we present two sets of auxiliary results, each corresponding to Section[2]and Section
[3] respectively.

E.1 Single-agent optimization

First, we prove that the value function V. in the MDP setting of Section [2.2]satisfies Assumption [2.1]
Our proof closely follows the argument in [24, Theorem 2.4], but we include it here for completeness.

Before we give the proof, we need to derive an alternative expression of V.- to (2.2). Again, for full
details on notation, we refer to Appendix [D] By the Bellman principle (see, e.g., [20, Lemma B.2]),
for all 1 € P7(A|S) and s € S, it follows that

V(o) = [ (@204 7108 (ol ) wtaals) (59)
A dn
For a given policy m € P"(A|S), the occupancy kernel d™ € P(S|S) is defined by
d™(ds'|s) Z 6" P (ds'|s) (60)

where P2(ds’|s) := §5(ds’), for the Dirac measure J; at s € S, P? is a product of kernels in
the sense of (37), and the convergence of the series is understood in bK(S|S). For a given initial
distribution v € P(S), the state occupancy measure d7 € P(S) is defined by

di(ds’) = /Sd’r(ds’|s)’y(d5).
Using and in (59) gives for all s € S that

VTW(S):/ ((s a)+Tlogd (als )) (dals) +6/V7f ds'|s).
A
Applying this identity recursively and using (60) yields for all s € S that

V() = 5 [ [ et a) + riog S als) | m(aalsa s,
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Finally, integrating over v € P(S) leads to

V() 1_5// [ c(s,a +Tlogd (als") | w(dals")dZ (ds"). (61)

Now, we introduce the following necessary notation for the proof. For k& € {0, 1}, let €* be the set of
jointly measurable functions h : R? x S x A — R such that for Lebesgue-almost all § € R¢, all
s € S, and n-almost all a € A, h is k-times differentiable in 6, and satisfies

|h|ex := max esssupsupesssup|Vih(6,s,a)| < oo,
ke{0,1} aeA seS 6HeRrd

where the essential supremum over A is defined relative to the reference measure 7 and the essential
supremum over R is defined relative to the Lebesgue measure.

For each v € P;(R?) and v € P(S) we define the maps
P1(RY) 3 v+ T(v)(dals) = 7, (dals) € P,(A|S),
and R
PiR?) v = Vo (v)(y) = V" (1) €R,
where 7, (da|s) and V, (v)(y) are given by (I3) and (61)), respectively.

The proof will depend on the following key lemmas, which we state without proof, as they are
available in [24]. The first is Lemma [24, Lemma 2.2].

Lemma E.1 (Flat derivative of I1). If f € €9, then the function 11 : P1(R%) — P,,(A|S) has a flat
derivative ‘;—13 : P1(RY) x RY — bKC,)(A|S) given by

(;—lj(u, 0)(dals) = < f(8,s,a) / f(0,s,a")I(v)(dd|s )) II(v)(dals). (62)

The second is [24, Lemma 2.3], which can be viewed as a policy gradient theorem.

Lemma E. 2 (Flat derivative of V,). If f € €L, then the function V, : Pi(R%Y) — R has a flat
derlvatlve = . P1(RY) x RY — R given by

%(V, 9)(7) = % /S/A (QE(U)(S, (1) +7log dgsj) (a|s)> %(V, 9)(da|s)d3(”)(ds)
(63)

We are ready to prove that V, satisfies Assumption
Proposition E.3. Ler S and A be Polish spaces, ¢ € By(S x A),n € My (A), and T > 0. Then for
all v € P(S) the function F(-) := V.(-)(v) satisfies Assumptionwith

_ 2
(1— o)

(IelBy(sxa) + 7 (2] fleo + [logn(A)])) | fleo,
F = |fler <(115)2 (|C\Bb(SxA) +7(2[fleo + \logn(A)l)) max{ |f|¢0}+47|f¢0>~

Proof. For given (s,a) € S x Aandv € P;(R?), let

Q(s,0) = <Q§(v>(s, a) + log dg;”) (a|s)> .

Since ¢ € By(S x A), f € € and n € M (A), it follows by [24, Lemma A.4] that

1

’QE(V)(&G)’ < sy (Il By(sxa) + 7 (2] fleo + [logn(A)])) , (64)
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forallv € P1(R%), s € S and a € A n—a.e. Therefore, by Lemma | we obtain

// ‘Qn “Vs,a Hf (0,s,a) —/Af(Q,S,a/)H(y)(da’|5) T1(v)(dals)d™ ) (ds)

< W (lel By (sxa) + 7 (2| fleo + |logn(A )|)) | fleo =: CF,
for all v € P(S) and (v, 0) € P1(R?) x R?, which proves that V2 is uniformly bounded.

Next we show that, given v € P(S), (v,0) — 51/ (1/ 0)(~y) is Lipschitz. For any (v/,6"), (v,0) €
P1(RY) x R?, we have

ove o, 5V,

5, (V5 0)() = =1, 0)(7)

(65)

<| ) - 20| +

Note that since f € ¢!, we have
|f(9/a S, a) - f(97 S,CL)I < ‘f|€1 ‘9/ - 0|7

forallg € R%, s € S and a € A n—a.e. Then, for the first term in (63)), we obtain

5V 5V,

(V00 () = 5 (V. 0)()

0,0~ AT 0))|.

IN

[ Q1 (s.0) (07,0 als) - 07,0l ) ) (a)|

i /A QU (5, a) (f(e’, 5,a) — £(0,5,a)

-/ (f(e’,s,a'>—f(e,s,a’>>H(u')(da’|s>>H(u')(da|s>d3<"’><ds>| ©0

M) (5 q ''s,a)— s,a
< [ [ 105 a0 5.0) = 1(0.5.0)
—|—/ |f(9’,s,a’)—f(@,s,a')|H(l/’)(da’|s))H(z/)(da|s)d§(’/)(ds)

5)2 (|C\Bb(5xA) + 7 (2|fleo + [logn(A )|)) 0" —6].
for all v/ € P;(R%) and all ¢, 6 € RY.
For the second term in (63), for § € R? and v, € P;(R%), we have
Ve o)) - %&wxv)
/ / QI (5,0) (/. 0)(das) ") — d1))(ds) (= 1)
+ [ [ [@8 s = Q1 s0)] 57 07, 0) dals)al ) o= 1)
/ / Q) (s, [ (/. 0)(dals) — ?:(V,O)(da|s)] 410 (ds)
= ) (s q s,a v) —I()](da’|s)IT als s)(:=
711+Iz+/S/AQT (s, )/Af(@ ,a)[II(v) — TI()](da’|s)TI(v)(dal s)d} ¥ (ds) (:= I3)

M) (s q s.a) — s, a I(v')(dd'|s V) — (v)|(dals)d2 ™) (ds)(:= L).
+/S/AQT (s, )(f(a a) /Afw,? (/) (d |>)[H< ) — T1(v)](dals)d™) (ds) (= L)
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By [24, Corollary A.5], we have for all v/, v € P;(R?) that

/ é
‘dn(y ) — dH(V)|bK(SIS) < 2|f|er mwl(V/» V).
Hence, using (64), we obtain
46
] < m (|C|Bb(SXA) + 7 (2] fleo + |10g77(A)|)) |fleol fleWni (v, v). (67)

By the proof of [24} Corollary A.5], we have for all v/, v € P;(R?) that
[TV = TI(v)|pkcars) < 2l fle Wi (V). (63)

Hence, by the definition of the bXC(A|S)—norm (see (56)), for any measurable i : R x S x A — R,
we have

[ 1065, 0)01) = T1(0)) (dals) < 2 ler bl W' 0).

Thus, using (68) and (64), we deduce

I3 + 14| < c|By(sxa) + 7 (2| fleo + [logn(A)])) | fleo| flesWa (v, v). (69)

4
(1-10)2 (I
To estimate 15, applying Deﬁnitionwe observe that for all (s,a) € S x A, we have

log dl_([i(l/) dII(v)

(als) ~ tog 5 (als)

/:/Rd (f(e,s a /f 0,5,d) I/Jre(l/z/))(da’s)) (v — 1)(d)de

<2/fleeWh (V).

Now, taking v = d5 in V fs ~v(ds) gives

for all s € S, and therefore
QN (s,a) — Q1)(s,a)
- 5/<V ()(s') — Vo () () P(ds']s, )

y v+e —v),0)(0s)(V —v)(dh)deP(ds'|s, a)
< MWi(v/, V)ﬁ (Iel By (sx ) + 7 (2] fleo + [logn(A)]) | fles /SP(d8/|57a)
= g (el + 7 (2Uflen + [logn(A)) e Wi /.0,

where the first inequality follows from the fact that the map

0 %(u +e(V = v),0)(5)

is Lipschitz due to (66) and the definition of W (see (9)), and last equality follows from the fact that
P € P(S|S x A). Hence, we obtain

1)
[Io] <4 ((15)2 (IelBy(sxa) + 7 (2] f]eo + [logn(A)])) + 7') |[fleo | fleWr (V' v).  (70)
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Putting together (67), (69) and (70) yields that

Vel 0 — 2w, 0)()

4 5
STooe (1_5 +1 +5> (lelBy(sxa) + 7 (2l fleo + [logn(A)])) | fleo| fler Wr (v, v)

+ 47| fleo [ fle Wi (V' 1)

4 1\ 5
o ( <2 - 5) + 4> (lelBy(sxa) + 7 (2| fleo + [logn(A))) | fleo| fle Wi (v, v)
+47(fleo [ fle W1 (V' v)
5
< (g7 Uelmssa + 7 2lfleo + ogn()) +47) el fles Wa (07.0)
(71)
forall v/, v € P;(R?) and § € R?. Combining (66) and (7T) with (63) gives

Ve 0 S (0,0)()

(?mcg (lel,(sxa) + 7 (2 fleo + [logn(A)])) [0 — 6|

+ (g5 (dmisea + 7 Cldlen + lHoga(a)) +47) Ifleofles Wr (v

<

< | fler max {(1—26)2 (lelB,(sxa) + 7 (2| fleo + [logn(A)])),

(q 5ygucB“SxA>+v<mfhm+logno4n»+4f>fmo}<W'e|+vvuucu»

< |flex <maX{ 5 (lelBy(sxa) + 7 (2] fleo + [logn(A)])) ,
(

5)? el By (sxa) + 7 (2| fleo + [logn(A)])) |f¢0} +4T|f|¢o> (16" = 0] + Wr (v, v))

= |fles <(115)2 (lelB,(s5a) + 7 (2 fleo + [logn(A)])) maX{ Iflco} + 4T|f|¢o> x

x (10" =01+ Wi (v, 1)),

for all v/, v € P;(R?) and ¢, 0 € R?, where the last inequality follows from the standard estimate
max{a,c+ d} < d+ max{a, c}. Hence, we set

F = |fle <(115)2 (lelB,(sx) + 7 (2 fleo + [logn(A)]) maX{ 15 fle }+4T|f¢o>-

O

Remark E.4. If A is a finite action space, a natural choice for 1 is the uniform distribution over A.
In contrast, when A is continuous, 1 can be taken as a Gaussian or any other probability measure
on A. Assuming nn € P(A), it follows that |logn(A)| = 0. Note that the constants Cr and Lp
in Proposition[E.3| scale linearly with T. Therefore, as indicated by condition (10), increasing T
necessitates a corresponding increase in o. This is intuitive, since the mapping v — KL(m,|n) is
non-convex. As a result, choosing a large T in (61) amplifies the non-convexity of v, (v)(y), requiring
a larger o to mitigate it.
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Algorithm 1: Langevin-based Best Response for bandits

Input: cost function c, activation function f, potential U¢, reference measure 7 chosen
according to Remark [E.4] regularization parameter o as prescribed by (10), where
Cr, Lp are explicitly computed in Proposition [E.3] 7, initial distribution of parameters
g, outer and inner step sizes hoy and hi,, horizons 7" and K, learning rate o > 0, and
number of parameters N.

Generate i.i.d. (0§)/; ~ 1o and set (6 o), = ()1,
fort =0,.,7T —1do
fork=0,..., K —1do
for:=1,2,..., Ndo
i i v i i
‘ i kv1 =0t — hin (Vo=— (Vt k> et w) + VU (6 k)) +V20hin NY 5
end
end
Vﬁ_l =(1- ahom)yﬁ_l + ahou¥o [VV];
end

N
Output: v = 5 7,7, dpi .

E.2 Two-player zero-sum Markov game

We demonstrate how our results on min-max games can be applied to policy optimization in a two-
player Markov game, thus extending the examples proposed in [21, Section 5] from convex-concave
to non-convex-non-concave value function with softmax parametrized policies.

The setup is largely analogous to the MDP setting in Section [2.2] The goal of both players is to learn
a policy that constitutes a Nash equilibrium of the game. For given strategies 7, : S — P"7(A), the
(71, T2)-entropy regularized total expected cumulative cost is given by

Vs (s) = ET¢

T1 77'2

d d
Z(Sn < c(Sn, Gnybp) + 71 logd—;(an\sn) 79 log dC(b |sn))] .
For a fixed initial distribution 7y € P(.5), the players’ objective is then to solve

i ¢ 7,¢ ¢
B VESO) VS 0) = VIS En@s. 02

Assume that there exists a unique MNE (7
(7%, ¢2,) such that

T1?

»,) of the game (72)) independent of , i.e., there exists

7'1’

. . 75
min max V™S ma min V7S = VL2 (),
rEPI(A|S) CEPI(A]S) THT2 () = CePnAIS) neP(AlS)  TIT2 () =Vnin ()

and it is given by

i (als) ocexp (—2 [ QTP (), 019 ) i,

¢, (dbls) mp< [ @ s adls )n<db>.

For example, such MNE exists for Markov games with finite state and action spaces [36].

To avoid requiring the players to search for the MNE (7 (+|s), (7, (+|s)) at each state s € S across
the full space of probability measures, we assume that the strategies 7, and (,, are of the softmax
form

™ (dals) oc exp (fu (s, a))n(da)
and
Gu(dbls) o< exp (g (s, b))n(db),
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where f, and g, are mean-field neural networks with activation functions f, g : R?x SxA—=R,
cf. equation (T3). Thus, the goal of the players is now to find a global MNE of the game

min max V75 (). 73
vEP; (RY) peP;y (R) H72 ) (73)

Owing to the presence of the normalization constant in (I3), the value function (v, i) — V;lrf;g“ ()
is non-convex-non-concave. Consequently, convergence of gradient flows to a global MNE cannot
generally be expected without additional entropic regularization with respect to v and p (cf. (@) as
supported by our theoretical findings. In contrast, [21] considered the setting with non-parametric
policies in (72)), solving the problem by directly optimizing over the policies. This approach requires
computing the MNE at each individual state, which can be computationally infeasible for large state
spaces. By instead parametrizing the policies using the softmax form in and optimizing over these
parameters as in (73), the players are able to learn the MNE of (72) across all states simultaneously.
Proposition states that (v, u) — ng;g“ satisfies Assumption , and hence all our main results
(Theorem [B.2] Corollary [B.3] Theorem and Theorem [3.3] apply to min-max problems (6)
corresponding to energy functions F'7»>x (v, 1) := Vg‘,’;g” (v) + 0, KL(v|€) — 0, KL(p|p) for any
reference measures , p satisfying Assumption[3.2]

As in the previous subsection, we state that the value function V.
satisfies Assumption[3.1]

Proposition E.5. Let S and A be Polish spaces, ¢ € By(S x A x A), n € M4(A), and
71,70 > 0. Then for all v € P(S) the function F(v,u) = V;IVT’E“( ) satisfies Assump-
tion with constants Cp, Lr > 0 depending on 6,71,|c|p,(sxaxa): | fleo, [fler, [logn(A)],
as in Proposition and constants Cp,Lr > 0 depending in an analogous way on
5a T2, |C|Bb(S><A><A)7 |gl€07 |gl€17 | logn(A”

., in the Markov games setting

Proof. The proof follows the same argument as the proof of Proposition[E.3] O

F Additional notation and definitions

Following [6, Definition 5.43], we recall the notion of differentiability on the space of probability
measure that we utilize throughout the paper.

Definition F.1 (Flat differentiability on P;(R%)). We say a function F : P;(R?) — Ris in C!, if
there exists a continuous function %—Z : P1(R?) x R — R, with respect to the product topology
on P1(R%) x RY, called the flat derivative of F, for which there exists k > 0 such that for all
() € Pr(RY) x R, |2 (1, )‘ < k(14 |z|), and for all i’ € Py (R?),

w
F(ps) — F(p) OF

s D\ ) T AR o . € _ r
lim E o (@) (p' — p)(dz),  withp® =p+e(p' —p), (74

and [, ‘(5;—5 w, z)p(dr) =
Remark F.2. One can show that if F : P;(R?) — R? admits a flat derlvatlve , then for all

1" € Pir(RY), the function [0,1] > & — f(u°) is continuous on [0, 1] and dlﬁ‘erentmble on (0,1)
with derivative dEf( ) = Jpa ‘f;—l:(/,ts x)(p’ — p)(dx) (see [I9 Theorem 2.3]). Hence, by the

fundamental theorem of calculus, F(u' fo f]Rd 5 (1 z) (' — p)(dz)de, provided that
e [SE S (e, 2) (' — p)(da) is integrable.
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