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1 Introduction and Research Context

Automatic speech recognition (ASR) is a subfield of natural language processing
that aims to automatically transcribe spoken language into text. In this work,
we focus on the challenges of transcribing the speech of non-native speakers.
With the advent of transformer-based architectures [8], ASR performance has
significantly improved under clean conditions. However, when the data is noisy
or “non-standard”, for example, when the speaker has an accent or a speech
disorder, ASR systems still exhibit limited robustness [1]. Improving ASR for
such non-standard speech has the potential to support second language learning.

Previous studies addressed ASR for non-native speech in various ways. For
pedagogical purposes, Li et al. used ASR to detect errors and help students im-
prove their pronunciation [5]. Inceoglu et al. compared human comprehension
with ASR performance on non-native speech [4]. Researchers also investigated
model adaptation specifically for non-native productions [1, 3]. More closely re-
lated to our work, Ballier et al. evaluated Whisper’s ability to identify recurrent
pronunciation errors in English learners’ speech [2]. Our study extends this line
of research by examining French productions of Dutch-speaking secondary school
students, an audience that has received little attention in research [6].

2 Methodology

We conduct this research using a corpus provided by Dr. Ann-Sophie Noreillie [6]
at KU Leuven in Kortrijk. The corpus consists of recordings of Dutch-speaking
secondary school students with a B1 CEFR level in French, as well as recordings
of native French-speaking students. Both groups were asked the same set of
questions on two topics: a medical appointment and a job interview. In our
thesis, the productions of the native French speakers are used for comparison.

Transcriptions are obtained using Whisper, OpenAI’s model for ASR [7].
There are different versions of Whisper, varying in the amount of training data
and the number of layers. We test six versions in this study: tiny, base, small,
medium, large, and large-v2. We transcribe all data with all six versions of the
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model. We then compute the Word Error Rate (WER) and generate alignment
representations, which also enable a qualitative error analysis.

This work addresses the following three research questions: RQ1 - Which
version of Whisper provides the best results for transcribing the dialogues in
Noreillie’s corpus? RQ2 - Do Whisper models perform less effectively on non-
native speech compared to native speech? RQ3 - Which version of Whisper
achieves the best results specifically for non-native speakers’ speech?

3 Experiments and Results
We first analyze the results for all speakers combined (native and non-native).
In general, larger models (i.e., models with more layers and trained on more
data) achieve better performance. However, this initial analysis reveals that the
obtained WER values are very high compared to state-of-the-art results on other
corpora [7]. At first, we assumed this was solely due to the presence of non-native
speakers. However, further analysis of the natives’ productions shows that addi-
tional factors contribute to the high error rates. Specifically, mismatches between
our gold transcriptions and Whisper’s output introduce systematic errors. For
example, Whisper automatically adds capitalization and punctuation, whereas
our reference transcriptions do not. Moreover, because the recordings are dia-
logues, we encounter issues related to speaker diarization (attributing a speaking
slot to one of the speakers). Since Whisper does not natively handle diarization,
the presence of two speakers in each recording creates additional transcription
errors.

WER Tiny Base Small Medium Large Large-v2
NS 0.76 0.68 0.59 0.58 0.57 0.58
NNS 0.94 0.72 0.62 0.59 0.59 0.57

Table 1. WER for native speakers (NS) and non-native speakers (NNS)

Despite the relatively high WER values, the medium, large, and large-v2
models consistently outperform the others, thus answering RQ1. When compar-
ing results across speaker groups, Table 1 shows that smaller models (tiny, base,
small) perform worse on non-native speech than on native speech. By contrast,
the larger models (medium, large, large-v2 ) yield almost identical WER scores
for both groups, thereby addressing RQ2. With respect to RQ3, WER results
alone suggest that the medium, large, and large-v2 models are the most suitable.
Among them, medium represents an attractive compromise, being faster and less
resource-intensive. However, our qualitative analysis on a sample of the corpus
reveals an important limitation: the larger Whisper models tend to “overcor-
rect” learners’ productions. Instead of faithfully transcribing what was said, the
models sometimes normalize or reformulate utterances to produce grammatically
correct sentences. In certain cases, this alters the meaning by adding or modify-
ing words. For applications in language learning, where capturing learners’ errors
is crucial, this behavior suggests that Whisper, despite its strong performance in
WER, may not be the most appropriate tool for pedagogical transcription tasks.
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