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Abstract

The aim of the paper is to apply, for historical001
texts, the methodology used commonly to solve002
various NLP tasks defined for contemporary003
data, i.e. pre-train and fine-tune large Trans-004
former models. This paper introduces an ML005
challenge, named Challenging America (Chal-006
lAm), based on OCR-ed excerpts from histori-007
cal newspapers collected from the Chronicling008
America portal. ChallAm provides a dataset009
of clippings, labeled with metadata on their010
origin, and paired with their textual contents011
retrieved by an OCR tool. Three, publicly avail-012
able, ML tasks are defined in the challenge: to013
determine the article date, to detect the location014
of the issue, and to deduce a word in a text gap015
(cloze test). Strong baselines are provided for016
all three ChallAm tasks. In particular, we pre-017
trained a RoBERTa model from scratch from018
the historical texts. We also discuss the issues019
of discrimination and hate-speech present in020
the historical American texts.021

1 Introduction022

The dominant approach in the design of current023

NLP solutions consists in (pre-)training a large024

neural language model, usually applying a Trans-025

former architecture, such as GPT-2, RoBERTa or026

T5, and fine-tuning the model for specific tasks027

(Devlin et al., 2018; Raffel et al., 2019). The solu-028

tions are evaluated on benchmarks such as GLUE029

((Wang et al., 2018)) or SuperGLUE ((Wang et al.,030

2019)), which allow comparing the performance031

of various methods designed for the same purpose.032

A main feature of a good NLP benchmark is the033

clear separation between train and test sets. This034

requirement prevents data contamination, when the035

model (pre-)trained on huge data might have “seen”036

the test set.037

The expansion of digital information is proceed-038

ing in two directions on the temporal axis. In the039

forward direction, new data are made publicly avail-040

able on the Internet every second. What is less041

obvious is that, in the backward direction, older 042

and older historical documents are digitized and 043

disseminated publicly. 044

To the best of our knowledge, our paper intro- 045

duces the first benchmark which serves to use and 046

evaluate the “pre-train and fine-tune scenario” ap- 047

plied to a massive collection of historical texts. 048

The very idea of building language models on 049

historical data is not new. The Google Ngram 050

Viewer (Michel et al., 2011) is based on large 051

amounts of texts from digitized books. The cor- 052

pus as a whole is not open for the NLP commu- 053

nity – only raw n-gram statistics are available. The 054

temporal information is crude (at best, the year of 055

publication is given) and the corpus is heteroge- 056

neous (in fact, it is a dump of digitized books of 057

any origin). 058

In our research, we use one of the richest sources 059

of homogeneous historical documents, Chroni- 060

cling America, a collection of digitized newspa- 061

pers that cover the publication period of over 300 062

years (with significant coverage of 150 years), and 063

design an NLP benchmark that may open new op- 064

portunities for the modeling of the historical lan- 065

guage. 066

Recently, time-aware language models such as 067

Temporal T5 (Dhingra et al., 2021) and Tem- 068

poBERT (Rosin et al., 2021) have been proposed. 069

They focus on modern texts dated yearly, whereas 070

we extend language modeling towards both longer 071

time scales and more fine-grained (daily) resolu- 072

tion, using massive amounts of historical texts. 073

The contribution of this paper is as follows: 074

• We extracted a large corpus of English histori- 075

cal texts that may serve to pre-train historical 076

language models (Section 5). 077

These are the main features of the corpus: 078

– the corpus size is 201 GB, which is com- 079

parable with contemporary text data for 080
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training massive language models, such081

as GPT-2, RoBERTa or T5;082

– the corpus is free of spam and noisy data083

(although the quality of OCR processing084

varies);085

– texts are dated with a daily resolution,086

hence a new dimension of time (on a087

fine-grained level) can be introduced into088

language modeling;089

– the whole corpus is made publicly avail-090

able;091

• Based on selected excerpts from Chronicling092

America, we define a suite of challenges093

(named Challanging America, or ChallAm094

in short) with three ML tasks combining lay-095

out recognition, information extraction and096

semantic inference (Section 7). We hope that097

ChallAm will give rise to a historical equiva-098

lent of the GLUE (Wang et al., 2018) or Su-099

perGLUE (Wang et al., 2019) benchmarks.100

– In particular, we provide a tool for the101

intrinsic evaluation of language models102

based on a word-gap task, which calcu-103

lates the model perplexity in a compar-104

ative scenario (the tool may be used in105

competitive shared-tasks) (Section 7.3).106

• We propose a “future-proof” methodology for107

the creation of NLP challenges: a challenge is108

automatically updated whenever the underly-109

ing corpus is enriched (Section 6.3).110

• We introduce a method for data preparation111

that prevents data contamination (Section 6.3).112

• We train base Transformer (RoBERTa) mod-113

els for historical texts (Section 5). The models114

are trained on texts spanning 100 years, dated115

with a daily resolution.116

• We provide strong baselines for three117

ChronAm challenges (Section 8).118

• We take under consideration the issue of dis-119

crimination and hate speech in the historical120

American texts. To this end we have applied121

up-to date methods to filter out the abusive122

content from the data (Section 9).123

2 Chronicling America124

In 2005 a partnership between the National En-125

dowment for the Humanities and the Library of126

Congress launched the National Digital Newspa- 127

per Program, to develop a database of digitized 128

documents with easy access. The result of this 129

15-year effort is Chronicling America – a website1 130

which provides access to selected digitized news- 131

papers, published from 1690 to the present. The 132

collection includes approximately 140 000 biblio- 133

graphic title entries and 600 000 library holdings 134

records, converted to the MARCXML format. The 135

portal supports an API which allows accessing of 136

the data in various ways, such as the JSON format, 137

BulkData (bulk access to data) or Linked Data,2 or 138

searching of the database with the OpenSearch pro- 139

tocol.3. The accessibility of data in various forms 140

makes Chronicling America a valuable source for 141

the creation of datasets and benchmarks. 142

The portal serves as a resource for various re- 143

search activities. Cultural historians may track 144

performances and events of their interest in a re- 145

source which is easily and openly accessible, as 146

opposed to commercial databases or “relatively 147

small collections of cultural heritage organizations 148

whose online resources are isolated and difficult to 149

search” (Clark, 2014). The database enables search- 150

ing for the first historical usages of word terms. For 151

instance, thanks to the Chronicling America por- 152

tal, it was discovered in (Cibaroğlu, 2019) that the 153

term “fake news” was first used in 1889 in the Pol- 154

ish newspaper Ameryka. 155

The resource is helpful in research aiming to 156

improve the output of the OCR process. The au- 157

thors of (Nguyen et al., 2019) study OCR errors 158

occurring in several digital databases – including 159

Chronicling America – and compare them with 160

human-generated misspellings. The research re- 161

sults in several suggestions for the design of OCR 162

post-processing methods. The implementation of 163

an unsupervised approach in the correction of OCR 164

documents is described in (Dong and Smith, 2018). 165

Two million issues from the Chronicling America 166

collection of historic U.S. newspapers are used in 167

a sequence-to-sequence model with attention. 168

Chronicling America is a type of digitized re- 169

source that may be of wide use for both humanities 170

and computational research. We prepared datasets 171

and challenges based on the data from the Chroni- 172

cling America resource. We hope that our initiative 173

will bring about research that will facilitate the 174

1https://chroniclingamerica.loc.gov
2https://www.w3.org/standards/semanticweb/data
3https://opensearch.org/
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development of ML-based processing tools, and175

consequently increase access to digitized resources176

for the humanities.177

An example of an ML tool based on Chronicling178

America is described in (Lee et al., 2020). The task179

consisted in predicting bounding boxes around var-180

ious types of visual content: photographs, illustra-181

tions, comics, editorial cartoons, maps, headlines182

and advertisements. The training set was crowd-183

sourced and included over 48K bounding boxes for184

seven classes. Using a pre-trained Faster-RCNN185

detection object, the researchers achieved an av-186

erage accuracy of 63.4%. Both the training set187

and the model weights file are publicly available.188

Still, it is difficult to estimate the value of the re-189

sults achieved without any comparison with other190

models trained on the same data.191

In our proposal we go a step further. We provide192

and make available training data from Chronicling193

America for three ML tasks. For each task we194

develop and share baseline solutions. Alternative195

solutions can be submitted to an evaluation plat-196

form to be evaluated automatically and compares197

against the baselines.198

3 Similar Machine Learning datasets and199

challenges200

This section concerns ML challenges which de-201

liver labeled OCR documents as training data, a202

definition of the processing task, and an evalua-203

tion environment to estimate the performance of204

uploaded solutions. More often than not, such205

challenges concern either layout recognition (lo-206

calization of layout elements) or Key Information207

Extraction (finding, in a document, precisely spec-208

ified business-actionable pieces of information).209

Layout recognition in Japanese historical texts is210

described in (Shen et al., 2020). The authors use211

deep learning-based approaches to detect seven212

types of layout element categories: Page Frame,213

Text Region, Text Row, Title Region, etc. Some214

Key Information Extraction tasks are presented215

in (Stanisławek et al., 2021). The two datasets216

described there contain, respectively, NDA docu-217

ments and financial reports from charity organiza-218

tions. The tasks for the datasets consist in detect-219

ing data points, such as effective dates, interested220

parties, charity address, income, spending. The au-221

thors provide several baseline solutions for the two222

tasks, which apply up-to-date methods, pointing223

out that there is still room for improvement in the224

KIE research area. A challenge that comprises both 225

layout recognition and KIE is presented in (Huang 226

et al., 2019) – the challenge is opened for the recog- 227

nition of OCR-scanned receipts. In this competi- 228

tion (named ICDAR2019) three tasks are set up: 229

Scanned Receipt Text Localization, Scanned Re- 230

ceipt OCR, and Key Information Extraction from 231

Scanned Receipts. 232

A common feature of the above-mentioned chal- 233

lenges is the goal of retrieving information that is 234

explicit in the data (a text fragment or layout coor- 235

dinates). Our tasks in ChallAm go a step further: 236

the goal is to infer the information from the OCR 237

image rather than just retrieve it. 238

Similar challenges for two out of the three tasks 239

introduced in this paper have been proposed before 240

for the Polish language: 241

• a challenge for temporal identification (Gral- 242

iński and Wierzchoń, 2018); the challenge 243

was based on a set of texts coming from Pol- 244

ish digital libraries, dated between the years 245

1814 and 2013; 246

• a challenge for “filling the gap” (Retro- 247

Gap) (Graliński, 2017) with the same training 248

set as above. 249

The training sets for those challenges were 250

purely textual. Here, we introduce the challenges 251

with the addition of original images (clippings), 252

though we do not use graphical features in base- 253

lines yet. 254

4 Data processing 255

The PDF files were downloaded from Chronicling 256

America and processed using a pipeline primarily 257

developed for extracting texts from Polish digi- 258

tal libraries (Graliński, 2013, 2019). Firstly, the 259

metadata (including URL addresses for PDF files) 260

were extracted by a custom web crawler and then 261

normalized; for instance, titles were normalized us- 262

ing regular expressions (e.g. The Bismarck tribune. 263

[volume], May 31, 1921 was normalized to THE 264

BISMARCK TRIBUNE). Secondly, the PDF files 265

were downloaded and the English texts were pro- 266

cessed into DjVu files (as this is the target format 267

for the pipeline) using the pdf2dvju tool4. The orig- 268

inal OCR text layer was retained (the files were not 269

re-OCRed, even though, in some cases, the quality 270

of OCR was low). 271

4http://jwilk.net/software/pdf2djvu
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Table 1: Statistics for the raw data obtained from the
Chronicling America website

Documents with metadata obtained 1 877 363
. . . in English 1 705 008
. . . downloaded 1 683 836
. . . processed into DjVu files 1 665 093

Table 1 shows a summary of the data obtained272

at each processing step. Two factors were respon-273

sible for the fact that not 100% of files were re-274

tained at each phase: (1) issues in the processing275

procedures (e.g. download failures due to random276

network problems or errors in the PDF-to-DjVu277

procedure that might be handled later); (2) some278

files are simply yet to be finally processed in the279

ongoing procedure.280

The procedure is executed in a continuous man-281

ner to allow the future processing of new files282

that are yet to be digitized and made public by283

the Chronicling America initiative. This solu-284

tion requires a future-proof procedure for split-285

ting and preparing data for machine-learning chal-286

lenges. For instance, the assignment of documents287

to the training, development and test sets should not288

change when the raw data set is expanded. Such a289

procedure is described in Section 6.290

5 Data for unsupervised training291

The state of the art in most NLP tasks is obtained292

by training a neural-network language model on a293

large collection of texts in an unsupervised manner294

and fine-tuning the model on a given downstream295

task. At present, the most popular architectures for296

language models are Transformer (Devlin et al.,297

2018) models (earlier, e.g. Word2vec (Mikolov298

et al., 2013) or LSTM models (Peters et al., 2017)).299

The data on which such models are trained are300

almost always modern Internet texts. The high301

volume of texts available at Chronicling America,302

on the other hand, makes it possible to train large303

Transformer models for historical texts.304

Using a pre-trained language model on a down-305

stream task bears the risk of data contamination306

– the model might have been trained on the task307

test set and this might give it an unfair edge (see308

(Brown et al., 2020) for a study of data contamina-309

tion in the case of the GPT-3 model when used for310

popular English NLP test sets). This issue should311

be taken into account from the very beginning. In312

our case, we release a dump of all Chronicling313

America texts (for pre-training language models), 314

but limited only to the 50% of texts that would be 315

assigned to the training set (according to the MD5 316

hash). This dump contains all the texts, not just the 317

excerpts described in Section 6.2. As the size of 318

the dump is 74.0G characters, it is on par with the 319

text material used to train, for instance, the GPT-2 320

model. 321

We also release a RoBERTa Base ChallAm 322

model trained on the text corpus. The model was 323

trained from scratch, i.e. it was not based on the 324

weights of the original RoBERTa model (Liu et al., 325

2019). The BPE dictionary was also induced anew. 326

Two versions of the RoBERTa ChallAm 327

model were prepared: one was trained with 328

temporal metadata encoded as a prefix of the 329

form year: YYYY, month: MM, day: 330

DD, weekday: WD, another, for comparison, 331

without such a prefix. The ChallAm models have 332

the same numbers of parameters as the original 333

RoBERTa Base (125M). Each model was trained 334

on two Tesla V100 32GB GPUs for 9 days. 335

6 Procedure for preparing challenges 336

We created a pipeline that can generate various 337

machine learning challenges. The pipeline input 338

should consist of DjVu image files, text (OCR im- 339

age), and metadata. Our main goals are to keep a 340

clear distinction between dataset splits and to as- 341

sure the reproducibility of the pipeline. This allows 342

potential improvement to current challenges and 343

the generation of new challenges without dataset 344

leaks in the future. We achieved this by employ- 345

ing stable pseudo-randomness by calculating an 346

MD5 hash on a given ID and taking the modulo 347

remainder from integers from certain preset inter- 348

vals. These pseudo-random assignments are not de- 349

pendent on any library, platform, or programming 350

language (using a fixed seed for the pseudo-random 351

generator might not give the same guarantees as 352

using MD5 hashes), so they are easy to reproduce. 353

This procedure is crucial to make sure that chal- 354

lenges are future-proof, i.e.: 355

• when the challenges are re-generated on the 356

same Chronicling America files, exactly the 357

same results are obtained (including text and 358

image excerpts; see Section 6.2); 359

• when the challenges are re-generated on a 360

larger set of files (e.g. when new files are digi- 361

tized for the Chronicling America project), 362
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the assignments of existing items to the363

train/dev/test sets will not change.364

6.1 Dataset structure365

All three of our machine learning challenges con-366

sist of training (train), development (dev), and test367

sets. Each document in each set consists of excerpts368

from a newspaper edition. One newspaper edition369

provides a maximum of one excerpt. Excerpts in370

the datasets are available as both a cropped PNG371

file from the newspaper scan (a “clipping”) and its372

OCR text. This makes it possible to employ im-373

age features in machine learning models (e.g. font374

features, paper quality). A solution might even dis-375

regard the existing OCR text layer and re-OCR the376

clipping or just employ an end-to-end model. (The377

OCR layer is given as it is, with no manual correc-378

tion done – this is to simulate realistic conditions379

in which a downstream task is to be performed380

without a perfect text layer.)381

Sometimes additional metadata are given. For382

the train and dev datasets, we provide the expected383

data. For the test dataset, the expected data are not384

released. These data are used by the evaluation plat-385

form during submission evaluation. All newspaper386

and edition IDs are encoded to prevent participants387

from checking the newspaper edition in the Chron-388

icling America database. The train and dev data389

may consist of all documents which meet our crite-390

ria for text excerpts, so the data may be unbalanced391

with respect to publishing years and locations. We392

tried to balance the test sets as regards the years393

of publication (the year-prediction and word-gap394

challenges) or locations (the geo-prediction chal-395

lenge), though it is not always possible due to large396

imbalances in the original material.397

6.2 Selecting text excerpts398

The details of the procedure for selection of text ex-399

cerpts is given in Appendix A. A sample excerpt is400

shown in Figure 1a. Note that excerpts are selected401

using a stable pseudo-random procedure based on402

the newspaper edition ID (similarly to the way the403

train/dev/test split is done, see Section 6.3).404

6.3 Train/dev/test split405

Each newspaper has its newspaper ID (i.e. normal-406

ized title, as described in Section ), and each news-407

paper edition has its newspaper edition ID. We sep-408

arate newspapers within datasets, so for instance,409

if one newspaper edition is assigned to the dev set,410

all editions of that newspaper are assigned to the411

dev set. All challenges share common train and 412

dev datasets and no challenges share the same test 413

set. This prevents one from checking expected data 414

from other challenges. The set splits are as follows: 415

50% for train, 10% for dev, 5% for each challenge 416

test set. This makes it possible to generate eight 417

challenges with different test sets. In other words, 418

there is room for another five challenges in the fu- 419

ture (again this is consistent with the “future-proof” 420

principle of the whole endeavor). 421

7 Challenging America tasks 422

In this section, we describe the three tasks defined 423

in the challenge. They are released on an evaluation 424

platform, which enables the calculation of metrics 425

both offline and online, as well as the submission 426

of solutions. An example of text from an excerpt 427

given in those tasks is shown in Figure 1b. 428

7.1 RetroTemp 429

This is a temporal classification task. Given a nor- 430

malized newspaper title and a text excerpt, the task 431

is to predict the publishing date. The date should 432

be given in fractional year format (e.g. 1 June 1918 433

is represented as the number 1918.4137, and 31 434

December 1870 as 1870.9973). 435

Hence, solutions to the challenge should predict 436

the publication date with the greatest precision pos- 437

sible (i.e. day if possible). The fractional format 438

will make it easy to accommodate even more pre- 439

cise timestamps, for example, if modern Internet 440

texts (e.g. tweets) are to be added to the dataset. 441

Due to the regression nature of the problem, the 442

evaluation metric is RMSE (root mean square er- 443

ror). 444

The motivation behind the RetroTemp challenge 445

is to design tools that may help supplement the 446

missing metadata for historical texts (the older the 447

document, the more often it is not labeled with a 448

time stamp). Even if all documents in a collection 449

are time-stamped, such tools may be useful for 450

finding errors and anomalies in metadata. 451

7.2 RetroGeo 452

The task is to predict the place where the newspa- 453

per was published, given a normalized newspaper 454

title, text excerpt, and publishing date in fractional 455

year format. The expected format is a latitude and 456

longitude. In the evaluation the distance on the 457

sphere between output and expected data is calcu- 458

lated using the haversine formula, and the mean 459
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(a) An excerpt.

Perhaps one of the most interesting political developments

in tbe political history of California is that which has been

disclosed as a result of the quarrel of Leland Stanford and

Collis P. Hunt- ington, of the Southern and Central Pa- cific

Railways, and which has been sup- pressed as to details, after

the scandal has embraced a whole continent. It is probable

that much matter for good will ultimately result from this

and other indecent developments. Prior to the ar- rival of

Mr. Huntington on this Coast the people of California were

in danger of being deluged in a stream of adula- tion directed

towards Senator Stanford. Although Stanford notoriously pur-

chased his seat in the United States Senate, and although bis

purchase of that seat, considering his obligations to Senator

Sargent, was a matter of never to be forgottoa treachery, the

toad- eaters of the might}’ Senator are intent upon having

censers swung in his ...

(b) Fragment of a text from an excerpt.

Figure 1: An example of an excerpt

value of errors is reported.460

The motivation for the task (besides the supple-461

mentation of missing or wrong data) is to allow462

research on news propagation. Even if a news ar-463

ticle is labeled with the localization of its issue,464

an automatic tool may infer that it was originally465

published somewhere else.466

7.3 RetroGap467

This is a task for language modeling. The middle468

word of an excerpt is removed in the input docu-469

ment (in both text and image), and the task is to470

predict the removed word, given the normalized471

newspaper title, the text excerpt, and the publishing472

date in fractional year format (in other words, it is a473

cloze task). The output should contain a probability474

distribution for the removed word (not just a word475

or a single probability). The metric is perplexity;476

PerplexityHashed, to be precise, as implemented in477

the GEval evaluation tool (Graliński et al., 2019),478

the modification is analogous to LogLossHashed479

in (Graliński, 2017), its goal is to ensure proper480

evaluation in the competitive (shared-task) setup481

(i.e. avoid self-reported probabilities and ensure482

objective comparison of all reported solutions, in-483

cluding out-of-vocabulary words).484

7.4 Statistics485

The data consists of the text excerpts written be-486

tween the years 1798 and 1963. The mean publi-487

cation year of the text excerpts is 1891. Excerpts 488

between the years 1833 and 1925 make up about 489

96% of the data in the train set (cf. Figure 2a), but 490

only 85% in the dev and test sets, which are more 491

uniform (due to balancing described in Section 6.3, 492

cf. Figure 2c). There are 432 000 excerpts in the 493

train set, 10 500 in the dev set and 8 500 in the 494

test set. These numbers are consistent across the 495

challenges. The average excerpt length is 1 745 496

characters with 323.8 words, each one containing 497

from 150 words up to 583 words. 498

The length of each text in the excerpts seems to 499

have a negative correlation with publication date – 500

the later the text was published, the shorter snippet 501

text (on average) it contains (see Figure 2b and 2d). 502

8 Baselines 503

Baselines for all three tasks are available at the 504

evaluation platform.5 The baselines (see Tables 2 505

and 3) include, for each model, its score in the ap- 506

propriate metric as well as the Git SHA1 reference 507

code (in curly brackets).6 508

We distinguish between self-contained submis- 509

sions, which use only data provided in the task, and 510

non-self-contained submissions, which use external 511

data, e.g. publicly available pre-trained transform- 512

5To be revealed after review
6The outputs and some of the scripts used are available in

supplementary materials, later to be revealed at the evaluation
platform.
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(a) Excerpt counts vs. publication dates in train set.
(b) Average excerpt length vs. publication dates in train
set.

(c) Excerpt counts vs. publication dates in dev/test set.
(d) Average excerpt length vs. publication dates in dev/test
set.

Figure 2: Statistics for the RetroTemp challenge

ers. Our baselines take into account only textual513

features.514

More detailed analysis of the baseline perfor-515

mance is given in Appendix C. The current top516

performing models have the most difficulty with517

texts which (1) are older, (2) contain OCR noise,518

(3) come from less popular locations (especially, in519

the west).520

8.1 RetroTemp and RetroGeo521

The baseline solutions for RetroTemp and Retro-522

Geo were prepared similarly. RetroGeo requires523

two values (latitude and longitude) – we treat them524

separately and train two separate models for them.525

For the self-contained models we provide the526

mean value from the train test, the linear regression527

based on TF-IDF and the BiLSTM (bidirectional528

long short-term memory) method.529

For non-self-contained submissions, we incorpo-530

rate RoBERTa (Liu et al., 2019) models released531

in two versions: base (125M params) and large532

(355M params). The output features are averaged,533

and the linear layer is added on top of this. Both534

RoBERTa and the linear layer were fine-tuned dur-535

ing training.536

The best self-contained models are BiLSTM537

submissions in both tasks. Non-self-contained538

submissions result in much higher scores than539

self-contained models. In both tasks, RoBERTa-540

large with linear layer provides better results than 541

RoBERTa-base. 542

For the RetroTemp challenge we also provide 543

results obtained with the RoBERTa model pre- 544

trained from scratch (see Section 5). Even though 545

the model without time-related prefix was used, 546

the results are significantly better than the origi- 547

nal RoBERTa Base: the confidence intervals ob- 548

tained with bootstrap sampling are, respectively, 549

10.81±0.21 and 12.10±0.22 (single runs are re- 550

ported). 551

Hyperparameter setup is described in Ap- 552

pendix B. 553

8.2 RetroGap 554

For non-self-contained submissions, we applied 555

RoBERTa in base and large version without any 556

fine-tuning. Since standard RoBERTa training does 557

not incorporate any data, but text, we didn’t include 558

temporal metadata during inference. 559

For self-contained submissions, we applied 560

RoBERTa Challam base both in version with a 561

date and without a date. 562

RoBERTa ChallAm base with date is better than 563

RoBERTa ChallAm base without date. This means 564

the incorporation of temporal metadata has a pos- 565

itive impact on MLM task. Both self-contained 566

submissions are better than the standard RoBERTa 567

base, so our models trained on historical data per- 568

7



Table 2: Baseline results for the RetroTemp/Geo challenges. * indicates non-self-contained models.

Model RetroTemp RetroGeo
git ref RMSE git ref Haversine

mean from train {fbf19b} 31.50 {766824} 1321.47

tf-idf with linear regression {63c8d4} 17.11 {8acd61} 2199.36

BiLSTM {f7d7ed} 13.95 {d3d376} 972.71

RoBERTa Base + linear layer* {1159e6} 12.07 {08412c} 827.13
RoBERTa Large + linear layer* {2e79c8} 8.15 {7a21dc} 651.20

RoBERTa ChallAm Base + linear layer* {d0ddf4} 10.80 —

Table 3: Baseline results for the RetroGap challenge. * indicates non-self-contained models.

Model git ref Perplexity

RoBERTa base (no fine-tune) {166e03} 72.10
RoBERTa large (no fine-tune) {bf5171} 52.58

RoBERTa ChallAm Base (without date)* {f96da0} 56.64
RoBERTa ChallAm Base (with date)* {3ebfc0} 53.76

forms better than model trained on regular data569

if the same base model size is considered. Since570

we didn’t train RoBERTa ChallAm large, we can’t571

confirm this holds true, when it comes to large572

RoBERTa models. The standard RoBERTa large is573

the best performing model, so in this case, a larger574

model is better even if not trained on the data from575

different domain.576

9 Ethical issues577

We share the data from Chronicling America, fol-578

lowing the statement of the Library of Congress:579

“The Library of Congress believes that the news-580

papers in Chronicling America are in the public581

domain or have no known copyright restrictions.”7582

Historical texts from American newspapers may583

be discriminatory, either explicitly or implicitly,584

particularly regarding race and gender. Recent585

years have seen research on the detection of dis-586

criminatory texts. In (Xia et al., 2020) adversarial587

training is used to mitigate racial bias. In (Field and588

Tsvetkov, 2020) the authors “take an unsupervised589

approach to identifying gender bias against women590

at a comment level and present a model that can591

surface text likely to contain bias.” The most re-592

cent experiments on the topic ((Caselli et al., 2021),593

(Aluru et al., 2020)) result in re-trained BERT mod-594

7https://chroniclingamerica.loc.gov/about

els for abusive language detection in English. We 595

use one of them, DeHateBERT (Aluru et al., 2020), 596

to filter out the abusive texts in the ChallAm dataset. 597

We filtered out items that either (1) are marked as 598

abusive speech by DeHateBERT with the probabil- 599

ity greater than 0.75 or (2) contain words from a 600

list of blocked words. The fraction of filtered out 601

texts was 2.04-2.40% (depending on the challenge 602

and set). 603

10 Conclusions 604

This paper has introduced a challenge based on 605

OCR excerpts from the Chronicling America portal. 606

The challenge consists of three tasks: guessing the 607

publication date, guessing the publication location, 608

and filling a gap with a word. We propose baseline 609

solutions for all three tasks. 610

Chronicling America is an ongoing project, as 611

we define our challenge in such a way that it can 612

easily evolve in parallel with the development of 613

Chronicling America. Firstly, any new materials 614

appearing on the portal can be automatically incor- 615

porated into our challenge. Secondly, the challenge 616

is open for five yet undefined ML tasks. 617
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A Procedure for selecting text excerpts754

The OCR text follows the newspaper layout, which755

is defined by the following entities: page, column,756

line. Each entity has x0, y0, x1, y1 coordinates of757

text in the DjVu document. Still, various errors758

may occur in the OCR newspaper layout (e.g. two759

columns may be split into one). We intend to select760

only excerpts which preserve the correct output.761

To this end, we select only excerpts that fulfill the762

following conditions:763

1. There are between 150 and 600 text tokens in764

the excerpt. The tokens are words separated765

by whitespaces.766

2. The y coordinates of each line are below the767

y coordinates of the previous line.768

3. The x0 coordinate of each line does not differ769

by more than 15% from the x0 coordinate of770

the previous line.771

4. The x1 coordinate is not shifted to the right772

more than 15% from the x1 coordinate of the773

previous line.774

If the newspaper edition contains no such ex-775

cerpts, we reject it. If there is more than one776

such excerpt, we select one excerpt using a stable777

pseudo-random procedure based on the newspaper 778

edition ID. 779

This procedure produces text excerpts with im- 780

ages consisting of OCR texts only. The excerpts 781

are downsized to reduce the size to an appropri- 782

ate degree to maintain good quality. We do not 783

pre-process images in any other way, so excerpts 784

may have different sizes, height-to-width ratios, 785

and colors. 786

B Hyperparameter setup 787

Hyperparameters were determined on the develop- 788

ment set, training on a limited number of examples. 789

In particular, for fine-tuning RoBERTa models the 790

following hyperparameters were used: 791

• optimizer: AdamW 792

• learning rate: 0.000001 793

• batch size: 4 794

• early-stopping patience: 3 795

• warm-up steps: 10000 796

C Analysis of the best baselines 797

See Table 4 and 5 for the list of top 30 features cor- 798

relating most with, respectively, the worst and bad 799

results in ChallAm challenges (as returned by the 800

GEval tool with the option -worst-features 801

-numerical-features (Graliński et al., 802

2019)). The features are tokens within the input 803

(in:), expected output (exp:) and the actual 804

output (out:), or numerical features such as 805

high/low value (:=+/:=-) or length/shortness of a 806

text (:+#/:-#). 807

As can be seen the bottleneck for the current best 808

model is due to: 809

• old texts (:=- in RetroTemp), 810

• OCR noise (cf. short words such ni, ol, j or 811

punctuation marks likely to be introduced by 812

OCR misrecognitions), 813

• less popular publication locations (especially 814

far west). 815

Obviously, year references (1902, 1904) make it 816

easy to guess the publication texts (in RetroTemp), 817

whereas in RetroGap some non-content words such 818

as the, and, of are easy to guess for the language 819

model (even if their garbaged form, e.g. ot, ol, 820

needs to be accounted for in the probability distri- 821

bution). 822
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Table 4: Features highly correlating with bad results

RetroTemp RetroGeo RetroGap

exp:=- exp:=#+ exp:=#+
in<Text>:; in<Text>:=+ exp:,
in<Text>:nold exp:-100.445882 exp:.
in<Text>:ni exp:39.78373 out:.
in<Text>:she exp:-115.763123 out:-
out:=- exp:40.832421 in<LeftContext>:n
in<Text>:” exp:-93.101503 out:,
in<Text>:aim exp:44.950404 out:;
in<Text>:sav- exp:-112.730038 out:’
in<Text>:ii exp:46.395761 out:*
in<Text>:rifle exp:-97.337545 in<RightContext>:*
in<Text>:hut exp:37.692236 in<LeftContext>:>
in<Text>:! exp:-76.062727 out:=#-
in<Text>:guilt exp:39.697887 in<RightContext>:>
in<Text>:nLeave exp:-106.487287 in<LeftContext>:i
in<Text>:ol exp:31.760037 out:!
in<Text>:cold exp:-81.772437 exp:;
in<Text>:contemplate exp:24.562557 in<LeftContext>:*
in<Text>:nI exp:-71.880373 in<RightContext>:l
in<Text>:thee exp:44.814771 out:"
in<Text>:Ben- out:=#+ out:|
in<Text>:1945 exp:-135.313889 in<LeftContext>:l
in<Text>:God exp:59.458333 out:1
in<Text>:it exp:-112.077346 exp:"
in<Text>:noi exp:33.448587 in<LeftContext>:<
in<Text>:man’s exp:-122.330062 in<LeftContext>:-
in<Text>:Roman exp:47.603832 in<RightContext>:|
in<Text>:I exp:-112.942369 out:i
in<Text>:Henry exp:46.128794 out:j
in<Text>:nford exp:-90.184225 in<LeftContext>:e
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Table 5: Features highly correlating with good results

RetroTemp RetroGeo RetroGap

in<Text>:Democratic exp:44.007274 out:Of
in<Text>:defeat exp:-80.85675 out:The
in<Text>:Secretary exp:40.900892 out:ana
in<Text>:notice exp:-77.804161 out:aud
in<Text>:July exp:39.4301 out:by
in<Text>:General exp:-79.96021 out:cf
in<Text>:1904 exp:37.274532 out:end
in<Text>:cent exp:-82.137089 out:for
in<Text>:of exp:38.844525 out:he
in<Text>:are exp:-77.859581 out:in
in<Text>:will exp:39.289184 out:io
in<Text>:1902 exp:-80.344534 out:lo
in<Text>:against exp:39.280645 out:mat
in<Text>:nbeen exp:-81.929558 out:of
in<Text>:Minnesota exp:33.789577 out:ol
in<Text>:1903 exp:-77.321601 out:or
in<Text>:Judicial exp:37.506699 out:ot
in<Text>:President exp:-73.986614 out:tc
in<Text>:June exp:-77.036646 out:te
in<Text>:to exp:-77.047023 out:th
in<Text>:for exp:-77.090248 out:tha
in<Text>:hereby exp:-77.43428 out:that
in<Text>:States exp:-80.720915 out:the
in<Text>:United exp:37.538509 out:this
in<Text>:nLouisiana exp:38.80511 out:tho
in<Text>:county exp:38.81476 out:tie
in<Text>:State exp:38.894955 out:tile
in<Text>:Is exp:40.063962 out:to
in<Text>:cash exp:40.730646 out:tu
in<Text>:In out:-158.09514 out:und
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