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Abstract

Successful unsupervised domain adaptation is guaranteed only under strong assumptions
such as covariate shift and overlap between input domains. The latter is often violated in
high-dimensional applications like image classification which, despite this limitation, con-
tinues to serve as inspiration and benchmark for algorithm development. In this work, we
show that training-time access to side information in the form of auxiliary variables can
help relax restrictions on input variables and increase the sample efficiency of learning at
the cost of collecting a richer variable set. As this information is assumed available only
during training, not in deployment, we call this problem unsupervised domain adaptation
by learning using privileged information (DALUPI). To solve this problem, we propose a
simple two-stage learning algorithm, inspired by our analysis of the expected error in the
target domain, and a practical end-to-end variant for image classification. We propose three
evaluation tasks based on classification of entities in photos and anomalies in medical im-
ages with different types of available privileged information (binary attributes and single or
multiple regions of interest). We demonstrate across these tasks that using privileged infor-
mation in learning can reduce errors in domain transfer compared to baselines, be robust to
spurious correlations in the source domain, and increase sample efficiency.

1 Introduction

Deployment of machine learning (ML) systems relies on generalization from training samples to new instances
in a target domain. When these new instances differ in distribution from the source of training data,
performance tends to degrade and guarantees are often weak. For example, a supervised ML model trained
to identify medical conditions in X-ray images from one hospital may work poorly in another hospital if
the two sites have different equipment or examination protocols (Zech et al., 2018). In the unsupervised
domain adaptation (UDA) problem (Ben-David et al., 2006), no labeled examples are available from the
target domain and strong assumptions are needed for success. In this work, we ask: How can access to
auxiliary variables during training help solve the UDA problem and weaken the assumptions necessary to
guarantee domain transfer?

In standard UDA, a common assumption is that the object of the learning task is identical in source and
target domains but that input distributions differ (Shimodaira, 2000). This “covariate shift” assumption is
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plausible in our X-ray example above: Doctors are likely to give the same diagnosis based on X-rays of the
same patient from similar but di�erent equipment. However, guarantees for consistent domain adaptation
also require either distributional overlap between inputs from source and target domains or known parametric
forms of the labeling function (Ben-David & Urner, 2012; Wu et al., 2019; Johansson et al., 2019). Without
these, adaptation cannot be veri�ed or guaranteed by statistical means.

Input domain overlap is implausible for the high-dimensional tasks that have become standard benchmarks
in the UDA community, including image classi�cation (Long et al., 2013; Ganin et al., 2016) and sentence
labeling (Orihashi et al., 2020). If hospitals have di�erent X-ray equipment, the probability of observing
(near-)identical images from source and target domains is zero (Zech et al., 2018). Even when covariate shift
and overlap are satis�ed, large domain di�erences can have a dramatic e�ect on sample complexity (Breitholtz
& Johansson, 2022). Despite promising developments (Shen et al., 2022), realistic guarantees for practical
domain transfer remain elusive.

In supervised ML without domain shift, incorporating auxiliary variables in the training of models has
been proposed to improve out-of-sample generalization. For example, learning usingprivileged informa-
tion (Vapnik & Vashist, 2009; Lopez-Paz et al., 2016), variables available during training but unavailable in
deployment, has been proven to require fewer examples compared to learning without these variables (Karls-
son et al., 2021). In X-ray classi�cation, privileged information (PI) can come from graphical annotations
or clinical notes made by radiologists that are unavailable when the system is used. While PI has begun to
see use in domain adaptation, see e.g., Sara�anos et al. (2017) or Vu et al. (2019), and a theoretical analysis
exists for linear classi�ers (Xie et al., 2020), the literature has yet to fully characterize the bene�ts of this
practice.

We introduce unsupervised domain adaptation by learning using privileged information(DALUPI), in which
auxiliary variables, related to the outcome of interest, are leveraged during training to improve test-time
adaptation when the variables are unavailable. We summarize our contributions below:

ˆ We formalize the DALUPI problem and give conditions under which it is possible to solve it con-
sistently, i.e., to learn a model using privileged information that predicts optimally in the target
domain. Importantly, these conditions do not rely on distributional overlap between source and
target domains in the input variable (Section 2.1), making consistent learning without privileged
information (PI) generally infeasible.

ˆ We propose practical learning algorithms for image classi�cation in the DALUPI setting (Section 3),
designed to handle problems with three di�erent types of PI, see Figure 1 for examples. As common
UDA benchmarks lack auxiliary variables related to the learning problem, we propose three new
evaluation tasks spanning the three types of PI using data sets with real-world images and auxiliary
variables.

ˆ On these tasks, we compare our methods to supervised learning baselines and well-known methods for
unsupervised domain adaptation (Section 4). We �nd that our proposed models perform favorably
to the alternatives for all types of PI, particularly when input overlap is violated and when training
sets are small.

2 Privileged Information in Domain Adaptation

In unsupervised domain adaptation (UDA), the goal is to learn a hypothesish to predict outcomes (or
labels) Y 2 Y for problem instances represented by input covariatesX 2 X , drawn from a target domain
with density T (X; Y ). During training, we have access to labeled samples(x; y) only from a source domain
S(X; Y ) and unlabeled samples~x from T (X ). As a running example, we think of S and T as radiology
departments at two di�erent hospitals, of X as the X-ray image of a patient, and ofY as the diagnosis made
by a radiologist after analyzing the image.
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Figure 1: Examples of domain adaptation tasks with di�erent types of privileged information (PI). During
training, input samples X and PI W are drawn from both source and target domains. LabelsY are only
available from the source domain. At test time, a target sampleX is observed. We consider three types of
PI: binary attribute vectors, a single region of interest, and multiple regions of interest.

We aim to learn a hypothesish 2 H from a hypothesis setH that minimizes the expected target-domain
prediction error (risk) RT , with respect to a loss function L : Y � Y ! R+ , i.e., to solve

min
h2H

RT (h), RT (h) := ET (X;Y ) [L (h(X ); Y )] ; (1)

where we use the subscript conventionEp(X ) [f (X )] =
R

x 2X p(x)f (x)dx to denote an expectation of some
function f over a densityp on the domain X . A consistent solution to the UDA problem returns a minimizer
of Equation 1 without ever observing labeled samples fromT . However, if S and T are allowed to di�er
arbitrarily, �nding such a solution cannot be guaranteed (Ben-David & Urner, 2012). To make the problem
feasible, we assume thatcovariate shift (Shimodaira, 2000) holds�that the labeling function is the same in
both domains, but the covariate distributions di�er.

Assumption 1 (Covariate shift) . For domains S; T on X � Y , covariate shift holds with respect toX if

9x 2 X : T (X = x) 6= S(X = x) and 8x 2 X : T (Y j x) = S(Y j x) :

In our example, covariate shift means that radiologists at either hospital would diagnose two patients with
the same X-ray in the same way, but that the radiologists may encounter di�erent distributions of patients
and images. To guarantee consistent learning without further assumptions, these distributions cannot betoo
di�erent�the source input domain S(x) must su�ciently overlap the target input domain T (x).

Assumption 2 (Domain overlap). A domain S overlaps another domainT with respect to X on X if

8x 2 X : T (X = x) > 0 =) S (X = x) > 0 :
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