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Abstract

Monocular Depth Estimation (MDE) enables the prediction of scene depths from
a single RGB image, having been widely integrated into production-grade au-
tonomous driving systems, e.g., Tesla Autopilot. Current adversarial attacks to
MDE models focus on attaching an optimized adversarial patch to a designated
obstacle. Although effective, this approach presents two inherent limitations: its
reliance on specific obstacles and its limited malicious impact. In contrast, we
propose a pioneering attack to MDE models that decouples obstacles from patches
physically and deploys optimized patches on roads, thereby extending the attack
scope to arbitrary traffic participants. This approach is inspired by our ground-
breaking discovery: various MDE models with different architectures, trained for
autonomous driving, heavily rely on road regions when predicting depths for dif-
ferent obstacles. Based on this discovery, we design the Adversarial Road Marking
(AdvRM) attack, which camouflages patches as ordinary road markings and deploys
them on roads, thereby posing a continuous threat within the environment. Experi-
mental results from both dataset simulations and real-world scenarios demonstrate
that AdvRM is effective, stealthy, and robust against various MDE models, achieving
about 1.507 of Mean Relative Shift Ratio (MRSR) over 8 MDE models. The code
is available at this Github Repo.

1 Introduction

Monocular Depth Estimation (MDE) [6, 7, 8, 9] is a technology that extracts depth information from
monocular RGB images, enabling the projection of pixels from a 2D image into a 3D space. Due to
its commendable efficiency and performance, MDE has been successfully employed in autonomous
driving [10], e.g., Tesla’s production-grade Autopilot system [11, 12, 13].

Recent studies [5, 14, 15] have demonstrated that MDE models are vulnerable to adversarial attacks,
leading to erroneous depth predictions. Unlike global imperceptible adversarial perturbations [14, 15],
which are effective only in the digital domain, adversarial patches [1, 2, 3, 4, 5, 16, 17] exhibit robust
performance in the physical world, thus garnering significant attention. To our knowledge, existing
patch attacks focus on single obstacle scenarios. They deploy an obstacle-dependent patch on a
specific obstacle to attack the victim vehicle behind this obstacle, as illustrated in Fig. 1. These
obstacle-dependent patches have two inherent limitations: 1) limited impact: the patch is only
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Figure 1: The difference between previous attacks (top) on MDE models and AdvRM (bottom).
Previous attacks [1, 2, 3, 4, 5] are limited to single obstacle scenarios due to their obstacle-dependent
patches. In contrast, the most significant advantage of AdvRM is obstacle-agnostic. This allows AdvRM
to induce an MDE model to predict a false depth for any obstacle that appears in front of it, thereby
being more suitable for complex multi-obstacle scenarios. Moreover, AdvRM strategically places
unobtrusive patches on the road, exploiting the road dependency phenomenon we discovered in
various mainstream MDE models, thereby making AdvRM both interpretable and applicable across
different MDE models.

effective for the designated obstacle and cannot influence other unknown obstacles, making it
challenging to adapt to complex traffic scenarios with multiple obstacles; and 2) unstableness: the
effectiveness of these patches depends on the presence of the specific obstacles in the scene, rendering
them unreliable for providing sustained threats, particularly those affixed on dynamic obstacles such
as pedestrians. Table 1 reports more shortcomings of existing methods across various aspects.

Completely different from previous attacks against MDE, we make the FIRST attempt to decouple
patches from obstacles physically, producing obstacle-independent adversarial patches and deploying
them on roads (Fig. 1). By decoupling patches from obstacles, our road patches are no longer
confined to altering the depth of specific known obstacles. Instead, the deployed road patch can
mislead passing vehicles into changing the predicted depth of any obstacle that appears in front of
it, even if the obstacle is unknown (Table 3), making it more suitable for complex traffic scenarios.
Additionally, road patches typically maintain stability within a scene, thereby posing a persistent
threat. Deploying patches on roads is inspired by our critical discovery: MDE models trained for
autonomous driving exhibit a strong dependency on roads when predicting depths for various
obstacles (Section 4). This suggests that road areas can serve as general patch areas for most MDE
models. Moreover, we employ style transfer techniques [18] to disguise our road patches as visually
innocuous road markings (Fig. 1), reducing suspicion while further increasing the patch’s lifespan.
Therefore, we call our attack Adversarial Road Marking (AdvRM).

Our main contributions can be summarized as follows:

• We conduct a comprehensive saliency analysis on various mainstream MDE models with
different architectures and find that these models’ predictions are road-dependent. We also
provide a reasonable analysis of this phenomenon.

• We propose AdvRM which produces new road patches according to our observation and
disguises them as ordinary road markings, misleading the passing victim vehicle’s depth
predictions for any possible obstacle.

• We conduct large-scale evaluations of the vulnerabilities of AdvRM across 3 CNN-based
MDE models and 5 ViT-based MDE models in experiments.

2 Background and Related Works

2.1 Monocular Depth Estimation (MDE)

Existing MDE models can be divided into two categories according to their backbone architectures:
CNN-based and ViT-based. CNNs were the preferred backbone for previous MDE studies [6, 7, 19,
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Table 1: Comparisons between different patch attacks to MDE models. Obstacle independent:
patches are independent of specific obstacles; Semantic: patches’ appearance fit the context; Stability:
patches pose a long-term threat; Interpretability: explanation for the selection of patch location

Attack Patch Location Obstacle Independence Multiple Obstacle Affected Area Semantic Stability Interpretability

[2] ✘ ✘ ✘ ✘ ✘

[3] ✘ ✘ ✘ ✘ ✘

[4] ✘ ✘ ✔ ✘ ✘

[1] ✘ ✘ ✔ ✘ ✘

[5] ✘ ✘ ✔ ✘ ✘

AdvRM (ours) ✔ ✔ ✔ ✔ ✔

Obstacle Partial areas of the 2D projection of obstacles are affected in depth maps.
Road All areas of the 2D projection of obstacles are affected in depth maps.

20, 21, 22]. However, Ranftl et al. [23] pointed out that the downsampling operations in CNNs limit
dense predictions due to the resolution and granularity loss during the forward process. Therefore,
many recent studies [8, 9, 24, 25, 26] start to adopt ViTs as the backbone, as they maintain feature
resolution and enable global receptive fields through self-attention mechanisms. We notice that prior
research on attacking MDE [1, 2, 3, 4, 4, 14, 15, 27] only focused on CNN-based MDE models,
while largely neglecting ViT-based models. We fill this gap by demonstrating that ViT-based MDE
models are also vulnerable to adversarial attacks.

2.2 Related Works and Comparisons

An attacker can employ carefully crafted adversarial perturbations (global perturbations or local
patches) to alter the MDE models’ predictions for targeted obstacles [1, 2, 3, 4, 5, 14, 15], compromis-
ing the depth perception of autonomous vehicles. Considering that adversarial patches [1, 2, 3, 4, 5]
show better practicality in the physical world, we focus on patch attacks in this study. In Table 1,
we show the major differences or advantages over the latest representative patch attacks targeting
MDE. Evidently, our AdvRM exhibits several advantages. ❶ Obstacle independence. As AdvRM
decouples patches from obstacles, the generation and deployment of patches are independent of
specific obstacles, significantly increasing the adaptability of AdvRM in complex traffic scenarios,
rendering it capable of changing the depth of unknown obstacles. In contrast, existing attacks focus
on producing obstacle-dependent patches, which are less efficient or less effective in multi-obstacle
scenarios, as shown in Fig. 1. ❷ Stability. In a traffic scene, obstacles are typically transient, with
pedestrians and vehicles frequently entering and exiting, and even fixed roadblocks are generally
temporary and eventually removed. Therefore, the life cycle of patches applied to specific obstacles
is short-lived. On the contrary, our road patches, due to their natural appearance, are more likely to
persist in traffic scenes for a longer period, posing a steady threat to passing vehicles and pedestrians.
❸ Interpretability. Previous attacks selected patch placement locations, such as the central region
of the obstacle’s 2D projection, without explaining the rationale. Cheng et al. [1] demonstrated that
placing patches in different areas within the obstacle affects the attack’s performance, yet failed to
elucidate the optimal region choice from an interpretability perspective. In contrast, we conduct
saliency analysis to identify the sensitivity of various mainstream MDE models to different regions
of the environment (Section 4). Our findings reveal a consistent optimal patch region, i.e., the road,
thereby providing good interpretability for our attack.

3 Preliminaries

3.1 Threat Model

We follow a similar adversarial scenario shown in [1, 2, 3], wherein an autonomous vehicle travels at
a stable speed on lanes and uses an MDE model to perceive the depths of surrounding objects. To
attack such an autonomous vehicle, an attacker carefully crafts an adversarial patch that looks like an
ordinary road marking and places it in the path of a vehicle. This malicious patch forces the vehicle
to estimate incorrect distances to obstacles in its front. The obstacles can be any traffic participants
(e.g., cars, pedestrians) appearing there or static obstacles (e.g., roadblocks) placed in advance by the
attacker. Incorrect depth information increases the likelihood of collisions.
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We consider two specific goals for the attacker: (1) increasing the estimated depth of an obstacle,
which may lead to delayed braking responses and potentially cause collisions with the obstacle. (2)
Decreasing the estimated depth of an obstacle, which can result in phantom braking by the vehicle.
Considering that the first goal has more serious consequences than the second, we mainly focus on
increasing the estimated depth in the subsequent investigation. Nevertheless, our attack method can
easily achieve a depth decrease as well.

Consistent with prior studies [1, 2, 3, 4, 15], we assume that the attacker possesses comprehensive
knowledge regarding the target MDE model. It is practical because the attacker can rent a vehicle of
the same model as the victim vehicle and engage in reverse engineering of the MDE model [12, 28].

3.2 Problem Formulation

Let x ∈ R3×h×w be a benign frame captured by a monocular camera. It can be represented as
x = b ⊗ (1 − Mo) + o ⊗ Mo, where o denotes obstacle, b is environment (other areas besides o
within the frame), ⊗ is element-wise multiplication, and Mo ∈ Rh×w is a binary mask, in which
the obstacle area is filled with 1 and others are filled with 0. f is an MDE model that outputs a
depth map f(x), representing relative depths rather than absolute depths. δ represents an adversarial
patch capable of converting a benign environment b into an adversarial environment b̂ after being
inserted into b. Let Ao and Aδ represent two algorithms that insert given elements (o or δ) into the
environment (b or b̂) according to the insertion parameters (θo or θδ). We have: x = Ao(b, o, θo),
x̂ = Ao(b̂, o, θo), and b̂ = Aδ(b, δ, θδ). For any o and its θo, we want to seek for an optimal δ and its
θδ , satisfying

mean(f(x̂)⊗Mo) > mean(f(x)⊗Mo), (1)
where mean(·) indicates average function. We denote f(x) ⊗ M as fM (x) for simplification in
subsequent descriptions, where M represents arbitrary binary mask. In our study, θδ is determined
based on the characteristics of MDE models (Section 4.2). Therefore, given b and θδ, we find a
satisfactory δ by solving the following optimization:

min
δ

Eo∼p(o),θo∼p(θo) [La(fMo
(x̂), fMo

(x)) + λ× Lst(δ)] , (2)

where p(o), p(θo), La, and Lst denote the distributions of o and θo, adversarial loss, and stealthiness
loss, respectively. λ ≥ 0, balancing the attack effectiveness and stealthiness.

4 Saliency-driven Analysis for Patch Regions

4.1 Saliency Maps for MDE

Previous attacks propose placing patches at the center of obstacles [2, 3] or determining the patch
position within the obstacle through optimization [1]. However, it remains an unsolved question where
the optimal patch regions in environments is. Past works [29, 30] show that adding perturbations to
regions that exert salient influence on the model predictions can increase the chance of successful
attacks. We refer to these regions as salient regions, which can serve as candidates for deploying
patches. Inspired by this, we employ saliency methods [31] to mark the salient regions of various
MDE models and make a crucial observation. Saliency methods have emerged as popular tools to
highlight features in an input that are closely related to the output, with gradient interpretation [32]
serving as the foundation for many of these methods [33, 34, 35, 36]. Therefore, we employ gradient
interpretation to define saliency maps S in our study:

S =

∑
i∈{R,G,B}

∣∣∣∂ mean(fM (x))
∂ x[i]

∣∣∣
3

, (3)

where M here represents a binary mask, in which the designated local area is filled with 1 and others
are filled with 0. x[i] is one channel of RGB. A greater value in S indicates that the predictive depth
of the specified region is more responsive to the corresponding pixel in x.

4.2 Experiment Results

We use 8 state-of-the-art models as the target MDE models, including 3 CNN-based models (De-
hin [20], Mono2 [6], Mande [7]) and 5 ViT-based models (Midas [8], Ada [37], GLPN [25],
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Mono2 GLPNDPT

Designated regions Salient regions when the model predicts depth of the designated regions

Figure 2: Saliency maps of different MDE models. The white points in the red box indicate that the
depth prediction regarding the blue box strongly responds to the corresponding pixels.

DeAny [9], DPT [26]). All these models are trained on the KITTI dataset [38] or a hybrid dataset
(consisting of various datasets). We randomly select 100 environment images from KITTI and gather
obstacle images of cars, pedestrians, and roadblocks from Google Images.

We make an important finding from all generated S: all these MDE models are road-dependent
when predicting depths for various objects. Fig. 2 illustrates this phenomenon, wherein we
normalize the saliency maps within [0, 1] and combine them with their input images by x+ α× S
(α = 2.5), thereby salient regions are filled with white points. We observe that white points
consistently appear within the road areas (red boxes) close to the designated regions (blue boxes)
despite the spatial separation between the road and the designated region (the second row in Fig. 2).
This result indicates the significance of the road regions close to the designated area. Consequently,
we decide to deploy patches on the roads between the victim vehicles and obstacles strategically.

4.3 Analysis

Before explaining the road-dependency, we first emphasize the significance of perspective in depth
estimation. As widely acknowledged, perspective is a fundamental technique in artistic creation to
imbue 2D images with a sense of depth, wherein distant objects appear smaller while nearer ones
appear larger. Based on this principle, experienced individuals, e.g., snipers, can infer the distance of
objects based on their observed scales and actual scales. This is also commonly presumed to be one
of the underlying reasons why MDE models can estimate depths from monocular images [39, 40].

Most images from KITTI or similar datasets depict similar driving scenes wherein a lane occupies a
central position, extending towards a central vanishing point, flanked by buildings, trees, or other
objects along its periphery. Therefore, roads serve as natural vanishing points in these similar scenes
akin to the auxiliary lines employed in artistic compositions, delineating the perspective relationships
throughout the scene. All objects on the lane and those distributed along its peripheries conform
to the perspective relationship delineated by the lane. So, roads are the crucial cues to perspective.
Moreover, roads possess consistent widths across varying distances. Consequently, the width of the
road can serve as a reliable reference for inferring the actual scale of different objects present on or
near the road, enabling MDE models to estimate distances like an experienced sniper.

5 Methodology

5.1 Design Overview

Inspired by the road-dependent property we observed, we propose a new attack named Adversarial
Road Marking (AdvRM), which strategically places unobtrusive adversarial patches on the road. Fig. 3
shows the overview of AdvRM. It mainly consists of three distinct steps: ❶ patch insertion, ❷ obstacle
insertion, and ❸ patch optimization. In ❶, our proposed patch insertion algorithm Aδ inserts δ into b
in a realistic manner based on four lane points (Fig. 4), which can be automatically annotated by lane
detection methods [41]. In ❷, another insertion algorithm Ao randomly selects an obstacle image

5



+ +

Compute 𝑳𝒔𝒕
Compute 𝑳𝒂

𝓐𝜹

+𝓐𝒐

∑
Update

Image synthesis Patch optimization

⋯

⋯

𝜃&
𝑏 '𝑏

𝜃'

𝑜

𝛿

𝑓

⋯

𝛿
&

𝑀'

,𝑥𝑓( ,𝑥)
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Figure 4: Insertion of patch. d1, d2, and d3 are the distance from the upper and lower sides of the
patch region and the lower edge of the object region to the top of the sketch. Mδ and δF are the same
size as b.

from images of three kinds of common obstacles (cars, pedestrians, and roadblocks) and inserts
it into b̂, ensuring the patch applicability across diverse obstacles. Note that we can employ some
predefined random image transformations (e.g., brightness, shifting, and rotation) in both ❶ and ❷ to
process δ and o to enhance the robustness of our attack. In ❸, we simultaneously minimize La and
Lst, balancing the effectiveness and stealthiness of our attack.

5.2 Image Synthesis

Image synthesis involves patch insertion and obstacle insertion, which requires reasonable perspective
transformation and scaling for authentic synthesis. The necessary parameters for the two transfor-
mations can be calculated if both intrinsic and extrinsic camera parameters (e.g., the camera’s focus
length, height, and rotation) are known. Please refer to [1] for the details of the calculation.

We here introduce another effective way to complete authentic synthesis even if these intrinsic and
extrinsic camera parameters are unclear. Our proposed insertion method relies on four key points of
the central lane, as shown in Fig. 4. These key points can be annotated manually or automatically
through lane detection [41]. We also manually check the annotation results and correct obvious errors.
Based on these lane points, it is easy to sketch out the insertion (see the sketch in Fig. 4) according to
the specified parameters (d1, d2, and d3 in the sketch) using simple knowledge of analytic geometry.
This sketch drives our two insertions (Aδ and Ao) to complete subsequent insertion. Specifically,
Aδ firsts employ a perspective function2 to transform δ and its mask mδ based on the vertices of the
patch region in the sketch. The coordinates of the vertices can be easily calculated based on the lane
points, d1, and d2. After that, Aδ pads the transformed result with 0 to fit the dimensions of the input
image. Finally, Aδ synthesizes b̂ by b̂ = b⊗ (1−Mδ) + δF ⊗Mδ. In the same way, Ao inserts o

2https://pytorch.org/vision/main/generated/torchvision.transforms.functional.perspective.html
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into b̂ according to lane points and d3, producing x̂ by x̂ = b̂⊗ (1−Mo) + oF ⊗Mo, where oF and
Mo, similar to δF and Mδ in Fig. 4, represent the padding results of the resized o and its mask. For
multi-obstacle scenarios, we mainly consider crowds (e.g., 3 pedestrians) crossing the road and apply
a random horizontal offset to each inserted pedestrian. As for cars and roadblocks, we still focus on
the case of a singular obstacle as they typically appear alone within a lane.

5.3 Robustness Enhancement

To enhance the robustness of AdvRM in the physical world, we can employ random transformations to
process patches and obstacles during the insertion, which is known as Expectation of Transformation
(EoT) [42]. Like most existing attacks [1, 3], we consider common brightness adjustments (±0.2),
contrast adjustments (±0.1), and saturation adjustments (±0.1). Additionally, to address the issue
of road patches being obscured by fallen leaves or discarded plastic bags, we specifically introduce
random pixel masking during the optimization to simulate this scenario.

5.4 Patch Optimization

As described in Eq. (2), we design loss function L with the considerations of effectiveness and
stealthiness, i.e., L = La + λ × Lst. Adversarial loss La ensures the capability of our deployed
patch in manipulating depth maps, while stealthiness loss Lst enhances stealthiness.

Adversarial loss. Most previous attacks [1, 2, 4, 5] focus solely on altering the depth of partial
obstacle pixels within their adversarial loss, particularly those pixels overlapped by the patch. Such a
design of adversarial loss results in limited effectiveness [3] and compromises attack stealthiness, as
the depth variations within different parts of the same obstacle become conspicuously inconsistent,
raising suspicion. Although Guesmi et al. [3] expands the affected area to the entire obstacle area
using two loss terms corresponding to patch and non-patch regions, their method is not applicable
here since all obstacle pixels are non-patch pixels in our attack scenario. Thus, we must revisit the
design of adversarial loss.

To globally alter the depth of the obstacle and reduce the difference in depth changes across different
obstacle regions, we categorize all obstacle pixels into two parts, easily affected pixels (EP) and less
easily affected pixels (LEP), and pay more attention to LEP. EP and LEP are adaptively determined
by the average change in the depth over all obstacle pixels. When the depth change exceeds the
current average level, the corresponding pixels are regarded as EP; otherwise, the pixels are LEP. It
is easy to understand that LEP should be given more attention to reduce the disparity with EP. We
finally define our adversarial loss La as

La = β × LLEP + LEP , where
L⋆ = −mean(fMo

(x̂)⊗M⋆), ⋆ ∈ {LEP ,EP},

M⋆ =

{
1(fMo

(x̂) < (fMo
(x)× η)), ⋆ = LEP

1(fMo
(x̂) ≥ (fMo

(x)× η)), ⋆ = EP
,

η = max

(
1.14,mean

(
fMo(x̂)

fMo
(x)

))
.

(4)

We have β > 1, and 1 is an index function and returns a mask filled with 0 and 1 according to the
given condition. MLEP and MEP respectively identify LEP and EP. η ≥ 1.14 where 1.14 is the
minimum acceptable attack effectiveness of increased depth. Note that, we do not specify a target
depth map in La as in previous studies [1, 2, 3], opting instead to maximize the obstacle depth as
much as possible due to our intention to explore the maximal efficacy of our new road patch.

Stealthiness loss. We consider attack stealthiness from two aspects: natural patch appearance and no
noticeable change in the depth of the patched road area. To ensure the optimized patch looks like
an ordinary road marking, we refer to [1] to build an appearance loss Lap using a deep photo style
transfer proposed in [18]. Lap consists of four terms, i.e., Lap = Ls + Lc + Lt + Lr, where Ls, Lc,
Lt, and Lr represent style loss, content loss, smoothness loss, and photorealism regularization loss,
respectively. Please refer to Appendix for a detailed explanation of the four terms. On the other hand,
a significant change in the depth of the patched road area will directly expose the existence of the
malicious patch. Therefore, we employ another loss Lma = mean(|fMδ

(x̂)− fMδ
(b)|) to maintain

the depth of the patch area. Ultimately, our stealthiness loss Lst is expressed as
Lst = Lap + σ × Lma, (σ ≥ 0). (5)
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Table 2: Performance of AdvRM when attacking different MDE models

Metric Obstacle CNN ViT
Dehin Mono2 Mande Midas Ada GLPN DeAny DPT

ξr

PE 1.319 2.431 0.977 0.329 2.151 0.649 0.518 5.589
CA 0.941 1.868 0.583 0.240 1.008 0.245 0.469 3.562
RO 1.108 3.157 1.211 0.370 2.334 0.300 0.505 4.314

Average 1.123 2.485 0.924 0.313 1.831 0.398 0.497 4.488

ξa

PE 0.954 0.960 0.954 0.817 0.999 0.918 0.946 0.999
CA 0.948 0.969 0.873 0.729 0.998 0.793 0.984 0.998
RO 0.929 0.999 0.997 0.953 1.000 0.805 0.989 1.000

Average 0.944 0.976 0.942 0.833 0.999 0.839 0.973 0.999

6 Experiments

6.1 Setup

Dataset. We randomly sample 100 images from KITTI [38] with different scenarios, which remains
consistent with the previous study [1]. We manually annotate the lane points within these environment
images to realize image synthesis. Additionally, we collect a total of 150 obstacle images of cars
(CA), pedestrians (PE), and roadblocks (RO). We randomly split them into a training set (90 images)
for optimizing patches and a test set (60 images) for evaluation. All synthesized input images are
finally resized to a size of 320× 1024.

Implementation. We align the patch’s upper boundary with the obstacle’s lower boundary, whose
vertical positions are 230 ( the coordinate origin at the upper left corner of x̂). In KITTI, this height
corresponds to an approximate distance of 12 meters (m), the stopping distance requisite for a speed
of 50 km/h [43], which is frequently employed in urban driving. We set the patch height to 70 pixels
within x̂, roughly equivalent to 4.5 m in the real world, while its width is set to the lane width. We set
λ = 100 and σ = 0.01 when the target models are Dehin, Mono2, Mande, and DPT, and λ = 50 and
σ = 0.02 otherwise. We set β = 2 for all MDE models. We choose BIM [44] to update δ with step
size 0.01. The maximum number of iterations is 1000 when the target models are Midas and DPT;
and 500 otherwise. All experiments are performed on a single GPU NVIDIA GeForce RTX 4090.

Evaluation metrics. All the selected models output relative depth maps instead of absolute depth
maps. The scale of relative depth values varies heavily across different models. To address the scale
problem and obtain comparable results, we design the Mean Relative Shift Ratio (MRSR) ξr to
measure the change in the obstacle depth before and after attacks. ξr is defined as

ξr =
sum(fMo

(x̂)− fMo
(x))

sum(fMo(x))
. (6)

A positive ξr means a farther predictive distance after attacks, while a negative ξr indicates a closer
depth. In our investigation, larger values of ξr correspond to better attack performance. We also
use Affect Region Ratio (ARR) [1], denoted as ξa, to measure the ratio of obstacle pixels whose ξr
exceeds a designated threshold. ξa is defined as

ξa =
sum (1 (fMo(x̂) > (fMo(x)× η0)))

sum(Mo)
. (7)

When ξa approaches 1, we consider the attack’s impact on obstacles to be global. Conversely, a low
ξa indicates a local depth alteration. We set η0 = 1.14.

6.2 Dataset Simulation

Effectiveness.

Table 2 shows that AdvRM pose a significant security threat to these mainstream MDE models as it
achieves high ξr and ξa. Particularly, the average ξr over all models is 1.507, indicating that an
obstacle located at 12 m will be considered to be at 30 m, which is enough to delay braking and
cause a serious collision. Fig. 5 confirms that AdvRM balances effectiveness and stealthiness well,
where darker colors in the depth maps denote shorter distances while lighter colors correspond to
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Table 3: Transferability of AdvRM across obstacles.

Generation
Test Dehin Mono2 Mande Midas

PE CA RO PE CA RO PE CA RO PE CA RO
PE 1.178 0.330 0.419 3.174 1.312 2.626 1.426 0.362 0.660 0.320 0.180 0.263
CA 0.513 0.657 0.551 1.909 2.442 3.284 0.728 0.650 0.975 0.295 0.242 0.325
RO 0.930 0.732 1.030 2.694 2.204 4.559 1.184 0.680 1.617 0.296 0.237 0.337

Generation
Test Ada GLPN DeAny DPT

PE CA RO PE CA RO PE CA RO PE CA RO
PE 3.366 1.000 2.072 1.188 0.057 -0.011 0.471 0.419 0.461 6.954 1.460 3.219
CA 1.342 1.196 2.004 0.306 0.367 0.125 0.429 0.471 0.454 3.509 3.856 3.534
RO 1.903 1.072 2.646 0.320 0.226 0.457 0.191 0.293 0.452 4.216 2.593 5.221

Obstacle regions

𝑓(
𝑥)

𝑓(
%𝑥)

%𝑥

Figure 5: Patches on the road successfully change the predictive depth for different categories of
obstacles. The color of the obstacle regions in f(x̂) becomes lighter than that in f(x), indicating
larger predictive depths in f(x̂).

longer distances. Meanwhile, AdvRM also performs well in situations of multiple obstacles because it
makes the predicted depths of the three pedestrians farther simultaneously in Fig. 5.

Robustness. Fig. 6(a) reports the relative increments (%) in MRSR when employing EoT compared
to its absence. The relative increment is defined as ξwr −ξwo

r

ξwo
r

× 100%, where ξwr and ξwo
r denote the

MRSR values of AdvRM when operating with and without EoT. All these increments confirm that EoT
makes AdvRM more robust. Particularly, Fig. 6(b) shows that the optimized patches remain effective
even when subjected to random masking, such as being partially covered by leaves or plastic bags
(Fig. 6(c)).

Obstacle transferability. In this evaluation, we choose obstacles from one known category for patch
generation, while the remaining two categories are unknown. Table 3 reports ξr tested on known
and unknown obstacles, confirming that AdvRM possesses a high transferability across obstacles.
Therefore, our patches are capable of affecting whatever obstacles appear in front of it.

6.3 Real-world Experiments

We also conduct physical experiments to demonstrate the robustness of AdvRM using printed roads,
printed patches, and car models. Due to the limitations of testing environments, such a physical
simulation is common in previous works [5].

Sizes. In the real world, a typical road width is 3.5 m, and the size of a Toyota Land Cruiser, a sport
utility vehicle, is 4.95 m × 1.97 m × 1.905 m corresponding to length, width, and height. In the
physical simulation, we scale these dimensions to approximately 1:50. Specifically, the printed lane
width is scaled to 0.07 meters, with the patch dimensions measuring 0.06 meters in height and 0.07
meters in width. The dimensions of the scaled-down car model are 0.087 m × 0.035 m × 0.034 m.

Results. In this evaluation, we adopt LBFGS [45] to update the patch and use Mono2 [6] as the
target model. As shown in Fig. 7, the difference between the farthest and closest distance is 0.06 m,
corresponding to 3 m in the real world, and printed patch works for all frames, achieving an average ξr
of 1.088. Note that, the black stripes in the patch are only for ease of printing and pasting, containing
no adversarial perturbations.
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(a) (b) (c)

Figure 6: EoT enhances the robustness of AdvRM. (a) Increment on ξr after adopting EoT. (b) Average
ξr of AdvRM when facing different numbers of covers, where 10L means 10 leaves, and 2P means 2
plastic bags. (c) Illustration of partial cover caused by leaves and plastic bags.

Obstacle regions

Frame 1 Frame 2 Frame 3 Frame 4

𝑓(
𝑥)

𝑓(
%𝑥)

%𝑥

Figure 7: Testing results in the physical world. Our optimized patch simultaneously increases the
predicted depth of the white car in all frames.

7 Limitations

Table 4: Transferability across models
measured by ξr. Values close to 0 indi-
cate negligible model transferability.

Obstacle AdvRM AdvRM-ENS AdvRM-GS AdvRM-GR
PE 0.009 0.011 0.011 0.006
CA -0.023 -0.014 -0.018 -0.023
RO -0.067 -0.064 -0.046 -0.041

Similar to existing works [5, 14, 15], AdvRM is also limited
to white-box scenarios. In Table 4, we generate patches
on surrogate models (e.g., DPT [26]) and use three state-
of-the-art transferability enhancement methods, i.e., model
ensemble [46] (ENS), gradient skipping [47] (GS), and
gradient regularization [48] (GR), to improve the attack
effectiveness on unknown victim models. However, it does
not show obvious transferability across models. Indeed,
the transferability across MDE models remains an open problem, which will be a focal point for
future research. Besides, AdvRM is currently only applicable to road scenarios. It is unclear whether
the MDE models trained for other scenes (e.g., indoor) have similar road-dependent characteristics to
support the decoupling of patches and obstacles.

8 Conclusion

We present a pioneering patch attack against MDE models that decouples adversarial patches from
specified obstacles physically to broaden the applicability of attacks. This design is inspired by our
crucial finding that current MDE models are road-dependent when predicting depths for obstacles.
Based on this finding, we propose a new adversarial attack that places patches on the road between the
vehicle and obstacles and disguises it as an ordinary road marking for high stealthiness. Experimental
results from both dataset simulation and the physical world demonstrate AdvRM poses a serious
threat to various MDE models as it significantly alters the depth predictions across different obstacle
categories. Thus, we call on the community to pay more attention to the security issues of MDE
models and actively propose measures to improve the robustness of MDE models.
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Appendix

A Obstacle Images Collection

We collect obstacle images of cars, pedestrians, and roadblocks, ensuring diversity within each
category. For instance, our car images encompass various vehicle types (sedans, SUVs, trucks, etc.)
and a range of colors. Fig. 8 illustrates a subset of the collected obstacle images.

Figure 8: Collocted obstacle images.

B Stealthiness Loss

We detail the four items in the stealthiness loss Lap. Let H denote VGG19 trained on ImageNet, used
for feature extraction. Is and Id represent a source image and a designated style image, respectively.
In experiments, Is denotes the current patch which is initialized with Id.

Style loss. The style loss is defined as:

Ls =
∑
l∈K

∥G(Hl(Is))−G(Hl(Id))∥22, (8)

where Hl is the features at the l-th layer within H , G represents the Gram matrix of the ex-
tracted features, and K denotes the set of indexes of all selected layers. Specifically, K =
{conv1_1, conv2_1, conv3_1, conv4_1, conv5_1} when calculating Ls. The smaller the value of
Ls, the closer the style between the two images is.

Content loss. Similarly, the content loss is also defined based on the extracted features by H:

Lc =
∑
l∈K

∥Hl(Is)−Hl(Id)∥22. (9)

Different from Ls, Lc is calculated based on the Euclidean distance between the feature maps of Is
and Id. K = {conv4_2} when calculating Lc

Smoothness loss. This item encourages a locally smooth image, which improves stealthiness while
also increasing patch robustness [49]. The smoothness loss is defined as:

Lt =
∑
i,j

(
(Is[i, j + 1]− Is[i, j])

2 + (Is[i+ 1, j]− Is[i, j])
2
) 1

2 , (10)

where Is[i, j] denotes a pixel corresponding to the coordinate (i, j).

14



Photorealism regularization loss. This loss is proposed in [18] for imposing certain constraints on
color transfer, thereby preventing color distortions. It is defined as follows:

Lr =
∑

c∈{R,G,B}

Vc(Is)
⊤M(Is)Vc(Is), (11)

where c denotes one channel of RGB, Vc reshapes its input into a shape of N × 1 (N represents the
number of pixels in Is), M(Is) ∈ RN×N represents a standard linear system that can minimize a
least-square penalty function described in [50].

C Experiments

C.1 Comparison With The State-Of-The-Art Attack

We compare AdvRM with [1] in single (one car) and multiple obstacles (three pedestrians) scenarios.
Table 5 show the comparison results, in which AdvRM has higher MRSR and ARR than [1] in both
scenarios. The reasons are that (a) [1] mainly affects the depth of the patch region while AdvRM
affects all obstacle pixels, and (b) the patch in [1] only works for the known obstacle due to its
obstacle-dependency while AdvRM is obstacle-agnostic.

Table 5: Comparison between AdvRM and [1] in single and multiple obstacles scenarios.
Method Metric Single Multiple

[1] ξr 1.019 0.136
ξa 0.887 0.168

AdvRM ξr 1.868 2.417
ξa 0.969 0.958

C.2 Evaluation Of Other Patching Regions

We further conduct ablation studies to show that MDE models rely significantly more on roads than
other nearby areas. Specifically, we compare the attack performance of patches pasting onto different
regions: (a) our patch on the road area as shown in Fig. 1; (b) a rectangular patch to the right of the
obstacle, adjacent to but not occupying the center lane, like a roadside billboard; (c) a rectangular
patch above the obstacle. The size of the right patch and top patch is (p+ 20)× 70, where p is the
width of the center lane, ensuring their sizes are similar to our road patch. For fair comparisons,
we randomly choose Mono2 as the target model and keep other hyper-parameters the same. The
experimental results are given in Table 6. We observe that the top and right patches are less effective
than our road patch in altering the predicted depth, further supporting our insights regarding the
road-dependent nature of MDE models.

Table 6: MRSR values when we place patches in different areas
Obstacle Top Right Road

PE 0.272 0.214 2.431
CA 0.411 0.292 1.868
RO 0.513 0.433 3.157

C.3 Ablation Study

We employ three representative models, namely Midas [8], GLPN [25], and DeAny [9], to study the
effect of patch sizes, spatial distance between patches and obstacles, and patch style.

Threshold η0. We set η0 ≥ 1.14 based on our experimental setup to ensure that the prediction errors
are sufficient to cause collisions. Specifically, means the model’s predicted depth is off by at least
2.7 m when the ground truth is 12 m. Delayed braking caused by this error is enough to cause a
minor collision at a vehicle speed of 50 km/h. Table 7 shows that AdvRM indeed realizes a high ARR
since we do not limit the attack cap.
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Table 7: ARR values of AdvRM under various η0.
η0 1.14 1.2 1.3 1.4 1.5

ARR 0.976 0.974 0.965 0.951 0.887

Patch size. We vary the pixel height of patches between 30 and 70 in Fig. 4 while keeping the width
consistent. In Fig. 9(a), despite the decline in patch size leading to a reduction in attack performance,
AdvRM still achieves approximately 0.25 of ξr at a patch height of 40.

Spatial distance. We introduce an upward offset, from 0 to 20 pixels, upon obstacles when inserting
them. In Fig. 9(b), as the distance between the patch and obstacle increases, both ξr and ξa decline
when attacking Midas and DeAny; however, they consistently maintain a satisfactory level when
attacking GLPN.

Patch style. Fig. 10 shows four styles of patches, where P1, P2, and P3 are common road markings,
and P4 is graffiti used as zebra crossings. Graffiti-style zebra crossings have appeared in many cities3,
providing attackers with exploitable opportunities because the variability in graffiti styles further
enhances the stealthiness of attacks. Fig 9(c) exhibits that richly textured patches can improve attack
performance.

(a) Patch size (b) Spatial distance (c) Patch style

Figure 9: The impact of different factors on our attack.

P1 P2 P3 P4

Figure 10: Other optional patch styles.

3https://www.washingtonpost.com/lifestyle/2022/06/08/crosswalk-art-safety-bloomberg/
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made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
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sions to provide some reasonable avenue for reproducibility, which may depend on the
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to reproduce that algorithm.
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the architecture clearly and fully.
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either be a way to access this model for reproducing the results or a way to reproduce
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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• The instructions should contain the exact command and environment needed to run to
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• The authors should provide instructions on data access and preparation, including how
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
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7. Experiment Statistical Significance
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Answer: [No]
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the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: This paper provides sufficient information on the type of compute workers.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted and presented in this paper complies fully with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper discusses potential risks to autonomous vehicles arising from the
proposed approach.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external assets such as datasets and code libraries used in the study are
properly credited, and their licenses and usage terms are clearly stated and adhered to.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: This paper releases the source code.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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