
SciRAGBench: Benchmarking Large Language Models for
Retrieval-Augmented Generation in Scientific Domains

Anonymous ACL submission

Abstract001

Retrieval-Augmented Generation (RAG) en-002
hances the performance of Large Language003
Models (LLMs) by integrating external knowl-004
edge, which is particularly crucial in scientific005
domains that demand precision and up-to-date006
information. However, there is currently a007
lack of a comprehensive framework for sys-008
tematically evaluating RAG in these special-009
ized contexts, as most existing benchmarks010
focus on general domains and overlook the011
complexities of scientific data. To address012
this gap, we propose SciRAGBench, the first013
benchmark designed to assess the RAG ca-014
pabilities of LLMs in scientific contexts. It015
comprises ten datasets spanning diverse scien-016
tific domains, incorporating structured tables,017
knowledge graphs, and unstructured text as018
external knowledge sources. SciRAGBench019
systematically assesses four key competencies:020
Noise robustness, Negative rejection, Informa-021
tion integration, and Reasoning, with diverse022
question formats. Through extensive evalu-023
ation of state-of-the-art LLMs on SciRAG-024
Bench, we benchmark their capabilities across025
these four dimensions, revealing their limita-026
tions in processing various scientific data.027

1 Introduction028

Large Language Models (LLMs) have demon-029

strated impressive capabilities across a variety of030

tasks, yet they often struggle with domain-specific031

knowledge, particularly in the scientific domain032

(Mann et al., 2020). While general-purpose LLMs033

can generate coherent and plausible answers, their034

inherent limitations in accessing and leveraging035

precise and up-to-date scientific knowledge neces-036

sitate the use of Retrieval-Augmented Generation037

(RAG) (Guu et al., 2020; Izacard and Grave, 2020;038

Khattab et al., 2021; Borgeaud et al., 2022; Ren039

et al., 2023; Shi et al., 2023). By integrating exter-040

nal corpora, RAG provides the potential to bridge041

the knowledge gaps of LLMs and significantly en-042

hance the quality and reliability of generated an- 043

swers (Lee et al., 2019). 044

Despite these advancements, RAG faces signifi- 045

cant challenges when applied to scientific domains. 046

Unlike general-domain corpora, scientific corpora 047

often exhibit highly technical language, diverse 048

data modalities, and complex interdependencies 049

between data points (Beltagy et al., 2019). Further- 050

more, RAG systems are susceptible to issues such 051

as inaccurate retrieval, noise amplification, and er- 052

ror propagation, which can significantly degrade 053

the performance of LLMs (Maynez et al., 2020; 054

Gao et al., 2023; Liu et al., 2023). These chal- 055

lenges are particularly critical in scientific fields, 056

where even small inaccuracies can lead to signifi- 057

cant misinterpretations and diminished credibility 058

of the outputs. 059

Existing RAG benchmarks (Lyu et al., 2024; 060

Saad-Falcon et al., 2023; Es et al., 2023; Gao et al., 061

2023; Trivedi et al., 2022; Li et al., 2022) are pri- 062

marily tailored to general domains, making them 063

ill-suited for evaluating and improving the perfor- 064

mance of LLMs in scientific contexts. They also 065

fail to reflect the heterogeneous nature of scientific 066

data, which spans across structured tables, knowl- 067

edge graphs, and textual descriptions. This gap 068

highlights the urgent need for a dedicated bench- 069

marking framework that can rigorously assess the 070

RAG capabilities of LLMs in handling scientific 071

corpora. 072

To address this need, we propose SciRAG- 073

Bench, the first comprehensive benchmarking suite 074

specifically designed to evaluate the RAG perfor- 075

mance of LLMs in scientific domains. As illus- 076

trated in Figure 1, SciRAGBench incorporates 077

ten curated datasets from a wide range of scien- 078

tific fields, including biology, chemistry, physics, 079

biomedicine, and materials science. These datasets 080

are sourced from diverse data types, such as plain 081

text, tables, and knowledge graphs, ensuring com- 082

prehensive coverage of the data modalities encoun- 083
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(a)Scientific Domains

(d) Evaluation Competencies

Question Types

Question&Answer

Multiple-choice

Content completion

True/False

Noise Robustness
Question: 
For the material with CID 13182, what is its 
inchikey?

CID-13182 ····································  √

CID XXXXX  ··················································· ×

CID XXXXX  ··················································· ×

CID XXXXX  ··················································· ×

Answer: 
ARBSJUHHKXRHAD-UHFFFAOYSA-N

context contains   noise

Negative Rejection
Question: 
How are the genes “nbc 1” and “nbc 3” related?

 XXXXX  ··················································· ×

XXXXX  ··················································· ×

XXXXX  ··················································· ×

Answer: 
I cannot answer the question due to 
insufficient information in the data.

context without correct information

Information Integration
Question: 
Given the ID: NDS-54874, NDS-69167,NDS-
58315,  which isotopes has the largest energy?

NDS-54874  ··············································  √

NDS XXXXX  ··················································· ×

NDS XXXXX  ··················································· ×

Answer: 
NDS-69167

context contains   noise

Reasoning
Question: 
What intermediate nodes connect 
'interleukin 1 receptor like 2' to 
'prostaglandin g h synthase 2' ?

interleukin 1 receptor like 2         U      uuo 

Node1                       Relationship              Node2

XXXXXXXX             XXXXXXXX        XXXXXXXX

prostaglandin g h synthase 2         J       uuo

Answer: 
uuo

context contains   noise

(c) Question Types

Chemistry

Material

Biology

Biomedicine

Physics

Structured Table

Knowledge Graph

Unstructured Text

(b) Data Modalities

XXXXX  ··················································· ×

NDS-58315  ··············································  √

Figure 1: Overview of SciRAGBench, illustrating its data sources, modalities, question types, and evaluation
competencies. Our benchmark covers multiple scientific domains, including chemistry, biology, materials science,
biomedicine, and physics. It incorporates structured tables, knowledge graphs, and unstructured text as external
knowledge sources. SciRAGBench supports diverse question types such as Q&A, multiple-choice, content
completion, and true/false validation. Finally, it assesses four key competencies in RAG: noise robustness, negative
rejection, information integration, and reasoning.

tered in scientific research. SciRAGBench eval-084

uates four key dimensions of RAG performance:085

Noise Robustness (handling noisy or irrelevant in-086

formation), Negative Rejection (rejecting incorrect087

information), Information Integration (synthesiz-088

ing data from multiple sources), and Reasoning089

(answering queries through thinking and reason-090

ing). Moreover, SciRAGBench supports a variety091

of question types, including Q&A, multiple-choice,092

content completion, and true/false validation, pro-093

viding a holistic evaluation of LLM capabilities in094

scientific tasks.095

The contributions of this paper can be summa-096

rized as follows:097

• Establishing the first scientific RAG bench-098

mark: We introduce the first benchmark099

specifically designed to evaluate RAG capa-100

bilities of LLMs in scientific domains, serving101

as a standardized evaluation suite for assess-102

ing the performance of RAG-based LLMs.103

• Developing a diverse set of domain-specific104

RAG datasets: We construct ten RAG105

datasets spanning multiple disciplines, encom- 106

passing various data modalities and a wide 107

range of question types to ensure comprehen- 108

sive evaluation. 109

• Comprehensive evaluation and analysis of 110

LLMs: We systematically evaluate and an- 111

alyze the performance of various state-of- 112

the-art LLMs on SciRAGBench, highlighting 113

their strengths and limitations, and offering 114

insights for improvement. 115

2 Related Works 116

Retrieval-Augmented Generation Large lan- 117

guage models (LLMs) sometimes generate hallu- 118

cinations (Cao et al., 2020; Raunak et al., 2021; Ji 119

et al., 2023), producing responses that appear plau- 120

sible but are ultimately factually incorrect (Xiong 121

et al., 2024), and they also face challenges with out- 122

dated knowledge (He et al., 2022). To address these 123

issues, Retrieval-Augmented Generation (RAG) 124

(Lewis et al., 2020) was introduced to incorporate 125

external, retrieved knowledge, enhancing the per- 126

formance of LLMs on knowledge-intensive tasks 127
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(Shuster et al., 2021; Huo et al., 2023). Further-128

more, RAG strengthens LLMs’ transparency by129

firmly establishing their arguments in the docu-130

ments that were obtained (Mialon et al., 2023;131

Xiong et al., 2024). However, in real-world ap-132

plications, the RAG process faces challenges such133

as inaccurate retrieval and noise, which can neg-134

atively impact the quality of the model’s output.135

In this study, we systematically assess the perfor-136

mance of retrieved-augmented generation in LLMs,137

particularly in the field of science discovery.138

Retrieval-Augmented Generation Benchmarks139

The development of robust and comprehensive140

benchmarks for evaluating RAG systems has141

gained increasing attention in recent research142

(Chen et al., 2024; Friel et al., 2024; Lyu et al.,143

2024; Saad-Falcon et al., 2023; Wang et al., 2024;144

Xiong et al., 2024; Yang et al., 2024; Pipitone and145

Alami, 2024). For instance, ARES (Saad-Falcon146

et al., 2023) presents a framework using LLMs147

and statistical methods to efficiently evaluate RAG148

systems, minimizing human annotations while en-149

suring robust assessment. CRUD-RAG (Lyu et al.,150

2024) establishes a Chinese benchmark for evalu-151

ating RAG systems across CRUD operations, uti-152

lizing large datasets and multi-dimensional met-153

rics for performance evaluation. Beyond general-154

purpose RAG evaluation, domain-specific bench-155

marks have also emerged. OmniEval (Wang et al.,156

2024) offers an automated benchmark for evalu-157

ating RAG systems in the banking industry, con-158

centrating on domain-specific retrieval and gener-159

ation difficulties. MIRAGE (Xiong et al., 2024)160

assesses medical RAG systems utilizing a dataset161

of 7,663 questions from medical QA sources and162

the MEDRAG toolkit, which integrates several cor-163

pora, retrievers, and LLMs for performance mea-164

surement. However, assessing the RAG perfor-165

mance of LLMs in scientific domains (e.g., biology,166

chemistry, and physics) remains underexplored.167

To fill this gap, this work introduces a systematic168

benchmark for scientific RAG evaluation.169

3 Datasets170

This section presents the dataset construction pro-171

cess in SciRAGBench, which involves formulating172

evaluation competencies, collecting scientific data,173

generating a wide range of questions, and conduct-174

ing rigorous human verification.175

3.1 Evaluation Competencies 176

Inspired by the RAG ability definition in (Chen 177

et al., 2024), we formulate four capabilities essen- 178

tial for evaluating RAG-based LLMs in scientific 179

contexts: 180

• Noise Robustness: LLMs must effectively 181

distinguish between relevant information and 182

extraneous noise in retrieved scientific data. 183

In real-world scenarios, retrievers often in- 184

troduce contextually related but non-essential 185

data. Robust models should filter out such 186

noise to ensure correct responses. 187

• Negative Rejection: The ability to abstain 188

from responding when all retrieved data is ir- 189

relevant or unreliable. Scientific queries often 190

require precise evidence, and when no valid 191

information is retrieved, LLMs should refrain 192

from generating speculative or hallucinated 193

responses. 194

• Information Integration: Scientific queries 195

often require synthesizing data from multiple 196

sources. LLMs must aggregate and compare 197

information across different retrieved entries 198

to generate precise and contextually grounded 199

answers. 200

• Reasoning: The capability to perform logical 201

inference based on retrieved data. Since re- 202

trieved information in scientific domains may 203

be fragmented or incomplete, LLMs need to 204

analyze relationships, deduce implicit knowl- 205

edge, and generate accurate answers. 206

These four competencies form the foundation of 207

SciRAGBench and provide a systematic evalua- 208

tion framework for RAG performance in scientific 209

domains. 210

3.2 Source Data Collection 211

Scientific Domains To comprehensively eval- 212

uate RAG in scientific contexts, we curate data 213

from diverse scientific domains, including Biology, 214

Chemistry, Physics, Biomedicine, and Materials 215

Science. These disciplines are fundamental to mod- 216

ern science, encompassing a wide range of knowl- 217

edge from theoretical principles to experimental 218

data, ensuring a broad and representative assess- 219

ment of RAG capabilities in scientific applications. 220
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Data Modalities To support a broad evaluation221

of RAG capabilities, we consider three distinct data222

modalities: (1) Unstructured Text, (2) Structured223

Tables, and (3) Semi-structured Knowledge Graphs224

(KGs). Each modality presents unique challenges,225

enabling a holistic assessment of LLMs’ retrieval,226

synthesis, reasoning, and integration capabilities227

in scientific domains.228

Specifically, unstructured text corpora consist229

of scientific literature, allowing LLMs to retrieve,230

synthesize, and infer domain knowledge from tex-231

tual sources. We collect thousands of recent re-232

search papers and experimental protocols from233

open-access repositories such as arXiv1. Struc-234

tured tables contain numerical and categorical235

data, testing LLMs’ capacity to interpret struc-236

tured knowledge, recognize contextual dependen-237

cies, and perform quantitative reasoning. We col-238

lect nuclear data from IAEA2, material proper-239

ties from Material Project3, and molecular and240

protein properties from PubChem4. Knowledge241

graphs encode scientific knowledge as intercon-242

nected entities and relational networks, enabling243

the assessment of LLMs’ abilities in relational244

reasoning, hierarchical knowledge traversal, and245

cross-domain knowledge synthesis. We collect246

well-established scientific KGs, including Gene247

Ontology5 for gene-function relationships, HIPPIE248

(Alanis-Lobato et al., 2016) for protein-protein in-249

teractions, PharmKG (Zheng et al., 2021) for drug-250

target interactions, and PrimeKG (Chandak et al.,251

2023) for clinical entity relationships.252

3.3 Test Data Generation253

Building on the collected source data, we construct254

corresponding datasets tailored to assess the pro-255

posed four RAG competencies outlined in Sec. 3.1.256

Our data generation pipeline involves (1) question257

generation, (2) noise injection, and (3) answer ver-258

ification.259

Question Generation To generate high-quality260

evaluation questions and corresponding answers,261

we employ cutting-edge LLMs (e.g., GPT-4o) to262

automate question generation, incorporating man-263

ual prompt engineering to ensure the questions are264

reasonable and aligned with the required compe-265

tencies. The detailed prompts are provided in Ap-266

1https://arxiv.org
2https://www-nds.iaea.org
3https://next-gen.materialsproject.org
4https://pubchem.ncbi.nlm.nih.gov
5https://geneontology.org

pendix B. We define distinct question generation 267

strategies for each of the four RAG competencies. 268

Specifically, the noise robustness questions are gen- 269

erated based on isolated database entries to assess 270

whether LLMs can extract relevant information 271

while filtering out irrelevant or misleading noise. 272

The negative rejection questions are achieved by 273

removing correct contextual information from pre- 274

viously generated noise robustness questions, cre- 275

ating scenarios where the retrieved data is entirely 276

irrelevant. The information integration questions 277

are designed to require the synthesis of multiple 278

database entries, focusing on comparative or sta- 279

tistical analysis. The reasoning questions are con- 280

structed by retrieving one or more data entries that 281

contain implicit relationships, challenging LLMs 282

to perform thinking beyond direct text extraction. 283

Moreover, these generated questions span various 284

formats, including Q&A, multiple-choice, content 285

completion, and true/false validation, offering a 286

robust assessment of RAG abilities. 287

Noise Injection Following question generation, 288

we extract relevant contextual information from 289

the source data. To simulate real-world retrieval 290

challenges, we strategically inject noise into the 291

context. Noise is sampled from semantically simi- 292

lar but unrelated database entries, ensuring that the 293

benchmark reflects the imperfections of retrieval 294

systems. 295

Answer Verification To maintain the rigor of 296

the benchmark, all generated answers must be ei- 297

ther explicitly extractable or logically deducible 298

from the provided contexts. We implement a two- 299

stage verification process to ensure data quality: 300

(1) LLM as a Judge, where generated answers are 301

validated against source data using LLMs as eval- 302

uators, and (2) Human Expert Validation, where 303

all data are manually reviewed by domain experts 304

to confirm factual correctness and alignment with 305

competency requirements. Detailed information 306

about data quality verification can be found in Ap- 307

pendix C. 308

3.4 The SciRAGBench Dataset 309

Based on the data collection, construction, and 310

quality control processes described above, we con- 311

struct the SciRAGBench dataset, encompassing 312

ten distinct sub-datasets (two unstructured text 313

datasets, four structured table datasets, and four 314

knowledge graph datasets), covering diverse sci- 315

entific fields. Each sub-dataset contains approx- 316
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imately a thousand high-quality questions, lead-317

ing to a total of 11,343 questions across the entire318

benchmark. An overview of the dataset composi-319

tion is presented in Table 1, summarizing the sci-320

entific data source, modality, and question distribu-321

tion for each sub-dataset. Additionally, representa-322

tive question examples for each RAG competency323

are provided in Appendix D.324

4 Experiments325

In this section, we evaluate the performance of326

various LLMs on SciRAGBench, and provide a327

thorough analysis that summarizes these LLMs’328

capabilities in leveraging external knowledge in329

scientific domains.330

4.1 Experimental Setup331

Models We select 14 advanced LLMs, includ-332

ing 3 proprietary models (GPT-4o (OpenAI et al.,333

2024), Claude-3.5-Sonnet (Anthropic, 2024), GPT-334

4o-mini (OpenAI et al., 2024)), 7 open-source335

general-purpose models (Deepseek-V3 (DeepSeek-336

AI et al., 2024), Qwen2.5-7B-Instruct (Qwen337

et al., 2025), Llama3.1-8B-Instruct (Dubey et al.,338

2024), Llama3.1-70B-Instruct (Dubey et al., 2024),339

Ministral-8B-Instruct (Jiang et al., 2023), GLM4-340

9B-Chat (GLM et al., 2024)), Gemma2-9B-it341

(Team et al., 2024), 4 open-source scientific mod-342

els (SciGLM-6B (Zhang et al., 2024a), LlaSMol-343

Mistral-7B (Yu et al., 2024), ChemLLM-7B-Chat344

(Zhang et al., 2024b), ChemDFM-v1.5-8B (Zhao345

et al., 2024)). The proprietary models are accessed346

via their official APIs. The open-source models are347

deployed on a server equipped with two NVIDIA348

GeForce RTX 3090 GPUs. Detailed information349

about the models is provided in Appendix F.350

Settings To ensure a fair evaluation across all351

models, we adopt a unified prompting template that352

standardizes input formatting. Specifically, each353

input consists of a system prompt that specifies the354

question type and defines answer format require-355

ments, retrieved contexts potentially relevant to the356

question, and a question designed to assess one357

of the four core competencies in SciRAGBench.358

Notably, noise robustness is a fundamental pre-359

requisite for effective RAG performance, and all360

other competencies involve some level of noise. In361

our datasets, we introduce 200–300 noise entries362

for structured tables and KGs and 5 noise entries363

for unstructured text data. This design ensures that364

models are evaluated under realistic retrieval condi-365

tions, where extraneous or misleading information 366

must be filtered to generate accurate and reliable 367

responses. 368

Evaluation Criteria Given that each question 369

in SciRAGBench has a deterministic answer, we 370

adopt accuracy as the evaluation metric for Q&A, 371

multiple-choice, content completion, and true/false 372

validation tasks across the categories of Noise Ro- 373

bustness, information integration, and reasoning. 374

For negative rejection, we use the rejection rate 375

as the evaluation metric. All evaluations are con- 376

ducted automatically, with manual spot checks per- 377

formed to ensure the correctness and reliability of 378

the assessments. 379

4.2 Overall Results on SciRAGBench 380

Table 2, 3, and 4 show the RAG performance of 381

LLMs on SciRAGBench across ten datasets, four 382

competencies, and three modalities, respectively. 383

Model Scale Correlates with RAG Capability. 384

The closed-source model GPT-4o achieves the 385

highest overall score on SciRAGBench, and the 386

open-source model Deepseek-V3 attains competi- 387

tive performance, approaching that of proprietary 388

counterparts. Our results reveal a strong pos- 389

itive correlation between model size and RAG 390

effectiveness. Large-scale models (e.g., GPT- 391

4o, Deepseek-V3, and Llama3.1-70B-it) consis- 392

tently outperform their smaller counterparts (e.g., 393

GPT-4o-mini, Llama3.1-8B-it, and Ministral-8B- 394

it) across all domains. This phenomenon suggests 395

that larger models exhibit superior capability in dy- 396

namically integrating external knowledge through 397

RAG frameworks. 398

Scientific LLMs underperform in RAG 399

Domain-specific scientific LLMs (e.g., ChemDFM- 400

v1.5-8B and SciGLM-6B) demonstrate suboptimal 401

performance, with average scores 18.7-39.9% 402

lower than general-domain models. We attribute 403

this to two key limitations: (1) Context Processing 404

Deficiency: When processing lengthy or complex 405

contexts, scientific LLMs show significant 406

limitations in managing and integrating multiple 407

retrieved knowledge chunks. (2) Structural Output 408

Constraints: Scientific models have notable 409

difficulties in generating well-formatted structured 410

outputs, resulting in higher error rates in producing 411

standardized responses compared to general 412

models. Case studies of the model’s responses and 413

error analysis are provided in Appendix G. 414
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Table 1: Statistic of our SciRAGBench dataset, which comprises ten sub-datasets derived from diverse scientific
data. The detailed data sources are listed in Appendix E.

Sub-dataset Domain Source Modality # Noise Rob. # Negative Rej. # Info. Int. # Reasoning # Total

MatText Materials arXiv Text 216 146 222 356 940
BioText Biology Biorxiv Text 236 97 318 317 968
MatTab Materials Material Project Table 299 150 287 200 936
IaeaTab Physics IAEA Table 442 222 286 180 1130
ProtTab Biology Pubchem Table 496 249 327 180 1305
MolTab Chemistry Pubchem Table 516 259 350 180 1305
GoKG Biology Gene Ontology KG 507 254 239 180 1180
HipKG Biology HIPPLE KG 470 236 319 140 1165
PhaKG Biomedicine PharmKG KG 512 256 281 168 1217
PriKG Biomedicine PrimeKG KG 410 205 382 253 1250

Table 2: Performance of LLMs across ten datasets on SciRAGBench. Underline results indicate the best results
among all models. Bold results indicate the best results in each category.

Models MatTab IaeaTab MolTab ProtTab PhaKG PriKG HipKG GoKG BioText MatText Overall

GPT-4o 68.79 56.55 55.79 52.64 55.71 54.80 68.50 74.32 79.03 64.57 61.52
GPT-4o-mini 40.71 38.85 46.67 44.57 40.59 52.64 65.20 73.14 79.24 65.00 54.57

Claude-3.5-Sonnet 48.48 42.03 67.91 52.22 50.94 45.96 75.78 84.07 58.06 61.49 59.20

Deepseek-V3 56.62 54.07 59.85 52.08 52.18 51.92 63.42 72.29 66.74 45.31 57.50
Llama3.1-70B-it 38.25 39.73 44.44 41.29 44.70 44.00 59.31 70.17 66.53 51.91 49.80
Qwen2.5-7B-it 28.10 32.65 43.30 39.46 36.15 45.60 53.99 62.46 68.18 59.68 46.62
GLM4-9B-Chat 31.41 25.84 47.82 43.45 36.03 44.56 57.94 60.51 67.77 50.96 46.46
Llama3.1-8B-it 28.85 34.34 42.76 39.78 38.29 46.56 52.62 59.32 64.26 49.36 45.50
Gemma2-9B-it 32.91 32.21 42.91 37.22 37.39 50.48 56.57 57.29 37.77 29.67 42.21
Ministral-8B-it 23.08 19.12 35.56 37.38 22.76 37.92 48.51 52.88 48.14 45.32 37.58

ChemDFM-v1.5-8B 33.65 31.15 35.56 36.82 40.43 30.72 49.70 56.44 26.11 18.91 36.80
SciGLM-6B 11.86 11.50 17.70 14.94 19.56 20.88 21.46 28.31 44.17 31.35 21.58

LlaSMol-Mistral-7B 13.35 12.83 16.55 14.70 21.54 19.84 22.83 29.92 33.13 20.98 20.42
ChemLLM-7B-chat 3.42 6.02 8.81 8.15 13.45 5.92 5.15 15.51 39.94 22.67 12.16

Table 3: Performance of LLMs across four competen-
cies on SciRAGBench.

Models Noise Negative Info. Rea. OverallRob. Rej. Int.

GPT-4o 89.72 19.51 54.90 65.97 61.52
GPT-4o-mini 77.81 14.71 47.54 57.68 54.57

Claude-3.5-Sonnet 82.95 49.10 50.85 47.29 59.20

Deepseek-V3 90.80 6.05 49.80 60.53 57.50
Llama3.1-70B-it 81.05 6.87 45.44 47.76 49.80
Qwen2.5-7B-it 69.92 9.02 42.95 50.34 46.62

GLM4-9B 71.48 2.53 50.78 43.82 46.46
Llama3.1-8B-it 75.34 5.88 41.47 39.99 45.50
Gemma2-9B-it 66.97 2.38 28.74 48.22 42.20
Ministral-8B-it 56.80 4.76 31.32 39.62 37.58

ChemDFM-v1.5-8B 45.49 19.31 22.23 46.40 36.80
SciGLM-6B 33.24 9.01 18.00 29.48 21.58

LlaSMol-Mistral-7B 31.96 6.83 14.63 26.59 20.42
ChemLLM-7B-Chat 20.29 4.09 16.85 7.57 12.16

RAG significantly enhances model performance.415

Table 6 (in Appendix A) presents a comparison be-416

tween direct answering and answering with RAG417

on SciRAGBench. The results clearly demonstrate418

that the integration of RAG consistently enhances419

performance. This underscores the efficacy of420

RAG, especially for tasks requiring specialized 421

knowledge, like those in scientific domains, where 422

accurate results depend on access to and integra- 423

tion of external information. 424

4.3 Results of Four Competencies 425

Noise Robustness As shown in Table 3, larger 426

models demonstrate superior performance in han- 427

dling noisy context, indicating that smaller mod- 428

els are more sensitive to the quality of input data 429

and struggle with filtering irrelevant or misleading 430

information. In contrast, scientific LLMs signifi- 431

cantly underperform general models in this com- 432

petency. The best-performing scientific model, 433

ChemDFM-v1.5-8B, achieves only 45.49, while 434

other domain-specific models perform even worse. 435

This highlights a challenge: while scientific models 436

are trained on domain-specific data, they may not 437

have been optimized for retrieval-based noise filter- 438

ing, making them less effective in distinguishing 439

relevant from irrelevant information. 440
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Negative Rejection This measures the ability of441

a model to refrain from answering when provided442

with entirely irrelevant information. Claude-3.5-443

Sonnet significantly outperforms all other models,444

demonstrating a strong tendency to reject unre-445

liable or misleading retrieved content. Notably,446

all general-purpose models struggle in this aspect.447

This highlights the risk of "overconfidence" in cur-448

rent models, which may pose potential safety risks449

in the scientific domain.450

Information Integration This assesses a451

model’s capability to synthesize and aggregate452

knowledge from multiple retrieved sources.453

GPT-4o achieves the best performance, followed454

by DeepSeek-V3 and Claude-3.5-Sonnet, in-455

dicating that these models are better equipped456

to combine multiple data points into coherent,457

accurate answers. Among general open-source458

models, GLM4-9B shows a competitive score,459

even surpassing DeepSeek-V3 in this category.460

However, scientific models significantly lag461

behind, indicating that domain-specific models,462

while specialized in scientific text, struggle with463

multi-source retrieval synthesis, which is critical464

for real-world scientific applications.465

Reasoning This competency reflects a model’s466

ability to infer and deduce answers beyond di-467

rect retrieval. GPT-4o and DeepSeek-V3 exhibit468

a strong ability to perform logical inference us-469

ing retrieved knowledge. Interestingly, GPT-4o-470

mini also performs well in reasoning, despite471

weaker performance in other competencies. In472

contrast, scientific models show limited reason-473

ing ability, with ChemDFM-v1.5-8B performing474

the best, but others like ChemLLM-7B-Chat and475

LlaSMol-Mistral-7B scoring significantly lower.476

This indicates that while domain models may spe-477

cialize in factual scientific knowledge, they do not478

exhibit strong reasoning capabilities when required479

to infer or synthesize information.480

4.4 Results of Three Modalities481

Table 4 reports the performance of LLMs across482

three modalities on SciRAGBench, highlighting483

notable differences in how models handle different484

knowledge representations.485

Unstructured Text Unstructured text represents486

free-form scientific literature and articles, requiring487

models to extract, synthesize, and infer knowledge488

from raw textual content. GPT-4o and GPT-4o-489

Table 4: Performance of LLMs across three modalities
on SciRAGBench.

Models Text Table KG Overall

GPT-4o 71.91 55.91 63.13 61.52
GPT-4o-mini 72.22 42.98 55.84 54.57

Claude-3.5-Sonnet 59.75 53.41 64.99 59.20

Deepseek-V3 56.18 55.68 59.77 57.50
Llama3.1-70B-it 59.33 41.19 54.30 49.80
Qwen2.5-7B-it 69.93 36.58 49.38 46.24
GLM4-9B-Chat 59.49 37.94 49.46 46.46
Llama3.1-8B-it 56.92 37.08 49.06 45.50
Gemma2-9B-it 34.27 36.73 50.23 42.21
Ministral-8B-it 46.75 29.50 41.24 37.58

ChemDFM-v1.5-8B 22.92 34.44 44.05 36.80
SciGLM-6B 38.48 14.25 22.51 21.58

LlaSMol-Mistral-7B 27.74 14.49 23.45 20.42
ChemLLM-7B-chat 32.28 6.86 10.01 12.16

mini achieve relatively high performance in this 490

experiment. Qwen2.5-7B-it also performs com- 491

petitively among open-source models, surpassing 492

DeepSeek-V3 and Claude-3.5-Sonnet. For scien- 493

tific models, SciGLM-6B exhibits superior perfor- 494

mance compared to other domain-specific models, 495

yet it remains notably less effective than general- 496

purpose LLMs. This suggests that while domain- 497

specific models are trained on specialized corpora, 498

they may not generalize well in handling diverse 499

textual retrieval and reasoning tasks compared to 500

general-purpose LLMs. 501

Structured Table Processing structured tabular 502

data requires models to interpret numerical and cat- 503

egorical relationships, extract relevant information, 504

and perform reasoning over structured scientific 505

datasets. Overall, most models show inferior per- 506

formance in this modality compared to their perfor- 507

mance on unstructured text. Specifically, GPT-4o 508

achieves the best performance, followed closely 509

by DeepSeek-V3. In contrast, open-source models 510

generally struggle with tabular data. Notably, sci- 511

entific LLMs show severe limitations in this modal- 512

ity, with ChemDFM-v1.5-8B being the best among 513

them, but still far behind general-purpose mod- 514

els, indicating that current domain-specific models 515

lack the necessary adaptations to effectively pro- 516

cess structured scientific tables. 517

Knowledge Graph KGs require models to un- 518

derstand relational structures, traverse multi-hop 519

connections, and integrate information across 520

entity-relation networks. Claude-3.5-Sonnet 521

achieves the highest performance, followed by 522
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GPT-4o. DeepSeek-V3 also performs strongly,523

demonstrating robust knowledge synthesis capabil-524

ities. Among open-source models, Llama3.1-70B-525

it achieves the best performance, while Ministral-526

8B-it lags behind, indicating that knowledge graph527

reasoning remains a challenging task for smaller528

models. Scientific models perform better in this529

modality compared to their performance on struc-530

tured tables. ChemDFM-v1.5-8B leads the scien-531

tific models, but still falls behind most general-532

purpose models, highlighting the need for im-533

proved adaptation to structured relational reason-534

ing in scientific contexts.535

4.5 Further Discussions536

Our experimental results highlight three key dis-537

crepancies in the performance of LLMs on scien-538

tific RAG tasks, underscoring fundamental chal-539

lenges that require further advancements.540

Modality Discrepancy LLMs exhibit relatively541

better performance on unstructured text compared542

to structured tables and KGs. This suggests that ex-543

isting models rely heavily on linguistic patterns and544

semantic context rather than structured reasoning545

and multi-modal data integration. The weaker per-546

formance on tables and KGs indicates a bottleneck547

in structured data comprehension, where models548

struggle to extract, synthesize, and infer informa-549

tion effectively from unstructured data. To bridge550

this gap, models need improved cross-modal align-551

ment, integrating structured data reasoning into552

their training paradigm. Techniques such as joint553

pretraining on text, tables, and graphs could en-554

hance structured data understanding.555

Competency Discrepancy The results reveal un-556

even performance across the four core RAG compe-557

tencies. While top-performing models demonstrate558

relatively strong noise filtering and reasoning abil-559

ities, they struggle with negative rejection—the560

ability to abstain from answering when faced with561

unreliable or insufficient evidence. This suggests562

that models prioritize generating responses over563

ensuring accuracy, increasing the risk of hallucina-564

tions in scientific applications where factual cor-565

rectness is critical. To address this, models should566

incorporate uncertainty quantification techniques,567

such as confidence-based rejection mechanisms568

and calibrated probability outputs, to enhance their569

ability to detect and reject misleading retrievals.570

Furthermore, reinforcement learning with human571

feedback and verification-based prompting strate-572

gies could help improve the model’s reliability in 573

rejecting incorrect information. 574

Specialized vs. General Model Discrepancy 575

While scientific LLMs are designed to excel in 576

domain-specific tasks, our results indicate that their 577

performance in RAG-based tasks does not con- 578

sistently surpass that of general-purpose models. 579

They lack the retrieval and reasoning optimiza- 580

tions necessary for effective RAG, which limits 581

their ability to integrate external knowledge ef- 582

ficiently. To enhance the RAG performance of 583

specialized scientific models, methods such as fine- 584

tuning models with retrieved scientific evidence, 585

and domain-aware prompt engineering can enable 586

scientific LLMs to balance specialization with flex- 587

ibility, ensuring they remain effective in various 588

scientific scenarios. 589

5 Conclusion 590

In this work, we introduced SciRAGBench, a 591

comprehensive benchmark for evaluating retrieval- 592

augmented generation capabilities in large lan- 593

guage models within scientific domains. Sci- 594

RAGBench encompasses multiple data modalities 595

(structured tables, knowledge graphs, and unstruc- 596

tured text), spanning diverse scientific disciplines. 597

By systematically assessing four key competen- 598

cies (Noise Robustness, Negative Rejection, In- 599

formation Integration, and Reasoning), we pro- 600

vide a rigorous framework for understanding how 601

well LLMs leverage external knowledge in science- 602

intensive tasks. Our experimental results demon- 603

strate that while RAG enhances LLM performance 604

in scientific contexts, existing models exhibit no- 605

table limitations in effectively utilizing retrieved 606

information. The primary challenge lies in the in- 607

herent complexity of scientific data, particularly 608

structured formats such as tables and knowledge 609

graphs, which demand high specialization, pre- 610

cise contextual understanding, and the ability to 611

synthesize fragmented and implicitly related infor- 612

mation. Even state-of-the-art LLMs struggle to 613

filter noise, reject unreliable sources, and integrate 614

multi-source evidence, indicating that significant 615

advancements are required to improve their RAG 616

capabilities in scientific applications. Moving for- 617

ward, we envision SciRAGBench as a foundation 618

for guiding future improvements in LLMs, driving 619

the development of more reliable and knowledge- 620

grounded RAG systems for science discovery. 621
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Limitations622

While SciRAGBench provides a comprehensive623

evaluation framework for assessing RAG capabil-624

ities in scientific domains, it has certain limita-625

tions. First, all included datasets are text-based,626

excluding non-textual modalities such as images627

and 3D structures, which are crucial in many sci-628

entific tasks. Incorporating more multi-modal data629

would provide a more holistic assessment of RAG.630

Second, since our primary goal is to analyze the631

effectiveness of LLMs in processing retrieved sci-632

entific information, the quality of retrieval itself633

is not considered in this benchmark. However,634

retrieval quality significantly impacts RAG perfor-635

mance, and future work will explore end-to-end636

RAG evaluation, incorporating both retrieval and637

generation processes.638
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Appendix835

A More Results on SciRAGBench836

Table 5 presents the more detailed results of Sci-837

RAGBench, including four competencies in the ten838

datasets. Table 6 shows the performance compari-839

son between direct answering and answering with840

RAG.841

B Prompts for Constructing the Dataset842

We present distinct prompt templates for each of843

the four RAG capabilities below.844

• A prompt for generating questions about845

noise robustness846

System Message:
You’re a brilliant in scientific domain.
User Message:
You will be provided with several
triples from PriKG that form a path
connecting a starting point to an
endpoint. Based on this path, you
need to generate a scientific question
designed to test the respondent’s
ability to find the correct answer in
the noise, with information from the
knowledge graph. The question types
can be Q&A or fill-in-the-blank. The
answers to QA questions should be
simple, concise, and easily verifiable
phrases, not long sentences.

Start Node: start_node
End Node: end_node
Path: data[’path’]

Triples:
data[’triplets’]

Please generate a scientific question
based on this information. Ensure that
the question requires the respondent to
find the correct answer in the noise in
the knowledge graph and the difficulty
level should be moderate. Please
output the question in JSON format
only. Do not output anything other
than the JSON format. The JSON
format should look like this:

847

{
"question_type": "[Here is the ques-
tion type]",
"question": "[Here is the question, or
directly reject if unable to generate]",
"answer": "[Here is the answer to the
question]"
}
Next is the triples you need to use:
{Triples}

848

• A prompt for generating questions about 849

negative rejection 850

System Message:
You’re a brilliant in scientific domain.
User Message:
You will be provided with a noise
robustness question and its corre-
sponding correct context, also context.
Your task is to remove the correct
contextual information from the
context.

Do not alter the form of the question.
Output the question in JSON format
only, without any additional text. The
JSON format should adhere to the fol-
lowing structure:
{
"question": "[Here is the question, or
directly reject if unable to generate]",
"answer": "[Here is the answer to the
question]"
}
Next is the context you need to use:
{Contexts}

851

• A prompt for generating questions about 852

information integration 853

System Message:
You’re a brilliant in scientific domain.
User Message:
You will be provided with several data
entries describing various properties
of different materials. Based on these
properties, you need to generate a sci-
entific question that tests the respon-
dent’s ability to retrieve, integrate, and

854
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Table 5: Performance of LLMs across four competencies in ten datasets of SciRAGBench

Models MatTab IaeaTab
Noise Negative Info. Reasoning All Noise Negative Info Reasoning All

GPT-4o 88.16 58.00 29.97 64.00 68.79 81.00 26.13 44.76 52.78 56.55
GPT-4o-mini 71.91 39.33 10.10 39.00 40.71 57.01 5.86 37.06 37.78 38.85

Claude-3.5-Sonnet 77.21 56.46 19.57 41.00 48.48 56.31 23.29 37.68 37.78 42.03

Deepseek-V3 93.31 28.00 24.74 69.00 56.62 79.86 5.41 44.76 65.56 54.07
Llama3.1-70B 69.57 26.00 6.97 45.50 38.25 62.44 6.31 30.77 39.44 39.73

Qwen2.5-7B-instruct 48.83 9.33 3.14 47.00 28.10 45.70 8.11 32.87 30.56 32.65
GLM4-9B-Chat 52.84 2.67 18.82 39.00 31.41 29.64 0.45 40.56 24.44 25.84

Llama3.1-8B 58.53 4.67 4.88 37.00 28.85 53.85 6.31 25.52 34.44 34.34
Gemma2-9B-it 65.55 2.00 6.97 44.50 32.91 50.23 2.70 16.78 48.89 32.21
Ministral-8B-it 44.15 2.00 3.14 36.00 23.08 18.78 9.01 9.79 47.22 19.12

ChemDFM-v1.5-8B 42.81 10.67 9.41 72.00 33.64 36.65 14.41 21.33 53.89 31.15
SciGLM-6B 5.69 1.33 2.79 42.00 11.86 11.99 0.90 3.85 35.56 11.50

LlaSMol-Mistral-7B 7.69 5.33 2.79 43.00 13.35 16.29 6.31 1.75 30.00 12.83
ChemLLM-7B-Chat 1.67 2.67 0.00 11.50 3.42 9.28 0.45 4.90 6.67 6.02

Models MolTab ProtTab
Noise Negative Info. Reasoning All Noise Negative Info. Reasoning All

GPT-4o 91.09 9.27 30.29 71.11 55.79 90.52 14.46 18.96 62.22 52.64
GPT-4o-mini 68.99 13.13 32.29 58.89 46.67 72.58 9.24 19.27 62.22 44.57

Claude-3.5-Sonnet 92.84 58.59 42.53 60.56 67.91 77.08 31.43 20.12 70.00 52.22

Deepseek-V3 94.38 5.79 39.71 77.78 59.85 96.57 6.02 22.94 46.11 52.08
Llama3.1-70B 71.90 1.93 30.29 54.44 44.44 79.44 2.81 14.07 38.89 41.29

Qwen2.5-7B-instruct 57.75 5.41 37.71 68.33 43.30 61.69 9.64 19.88 55.00 39.46
GLM4-9B 66.86 0.39 50.29 56.67 47.82 60.89 2.01 44.34 51.11 43.45

Llama3.1-8B-instruct 70.74 0.00 31.14 46.67 42.76 67.74 2.41 21.10 48.33 39.78
Gemma2-9B-it 63.57 0.39 36.86 56.67 42.91 62.70 0.80 18.65 51.11 37.22
Ministral-8B-it 51.55 1.16 31.71 46.67 35.56 59.07 1.20 23.24 53.33 37.38

ChemDFM-v1.5-8B 38.95 33.20 22.29 55.00 35.56 38.91 34.94 19.27 65.56 36.82
SciGLM-6B 23.26 2.32 8.86 41.11 17.70 19.76 3.21 6.42 33.33 14.94

LlaSMol-Mistral-7B 22.48 5.79 10.00 27.78 16.55 22.18 5.62 3.98 26.11 14.70
ChemLLM-7B-Chat 11.63 0.00 14.00 3.33 8.81 13.31 0.00 9.48 2.78 8.15

Models PriKG HipKG
Noise Negative Info. Reasoning All Noise Negative Info. Reasoning All

GPT-4o 70.98 24.88 41.62 72.73 54.80 97.02 33.90 43.26 88.57 68.50
GPT-4o-mini 74.88 27.80 31.15 69.17 52.64 83.51 20.34 43.26 67.86 65.20

Claude-3.5-Sonnet 63.66 28.29 29.66 56.13 45.96 97.85 75.32 43.26 77.14 75.78

Deepseek-V3 73.90 1.95 40.58 73.91 51.92 94.47 9.32 52.66 75.00 63.42
Llama3.1-70B-it 74.88 9.27 20.68 57.31 44.00 91.06 14.41 42.95 65.71 59.31
Qwen2.5-7B-it 68.05 22.93 27.75 54.55 45.60 60.64 3.39 48.90 62.14 53.99
GLM4-9B-Chat 70.98 6.83 27.23 58.50 44.56 85.32 5.51 52.98 65.71 57.94
Llama3.1-8B-it 75.37 18.54 27.75 50.99 46.56 82.55 10.59 45.14 40.00 52.62
Gemma2-9B-it 78.78 6.83 30.37 70.36 50.48 91.49 3.81 36.99 72.86 56.57
Ministral-8B-it 55.12 13.66 23.04 52.17 37.92 66.60 1.27 31.03 47.50 48.51

ChemDFM-v1.5-8B 42.20 34.15 10.47 39.92 30.72 50.85 72.46 14.73 87.14 49.70
SciGLM-6B 42.93 4.39 4.71 22.92 20.88 33.19 1.27 5.33 52.86 21.46

LlaSMol-Mistral-7B 33.90 10.73 5.24 26.48 19.84 26.38 8.47 9.72 65.00 22.83
ChemLLM-7B-Chat 8.05 3.41 7.59 1.98 5.92 3.62 1.27 8.15 10.00 5.15
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Models GoKG PhaKG
Noise Negative Info. Reasoning All Noise Negative Info. Reasoning All

GPT-4o 91.91 11.02 87.45 96.67 74.32 88.09 16.80 45.91 32.74 55.71
GPT-4o-mini 90.34 23.23 76.57 90.56 73.14 63.87 8.20 38.08 23.21 40.5

Claude-3.5-Sonnet 91.91 82.28 70.71 82.22 84.07 88.77 28.63 64.00 14.88 50.94

Deepseek-V3 91.72 1.57 88.70 95.56 72.29 86.91 0.39 46.62 34.52 52.18
Llama3.1-70B-it 92.70 3.54 74.48 95.00 70.17 72.07 2.73 41.28 30.95 44.70
Qwen2.5-7B-it 88.17 12.60 45.61 82.78 62.46 54.30 17.19 31.32 17.86 36.15
GLM4-9B-Chat 87.57 5.12 51.46 74.44 60.51 62.89 2.34 32.38 15.50 36.05
Llama3.1-8B-it 91.32 2.76 39.75 75.00 59.32 56.84 12.89 36.65 23.21 38.29
Gemma2-9B-it 84.42 0.39 47.28 74.44 57.29 61.13 3.12 38.43 19.00 37.39
Ministral-8B-it 82.05 4.33 27.62 72.78 52.88 40.43 5.47 15.66 7.14 22.76

ChemDFM-v1.5-8B 72.58 43.31 39.75 51.67 56.44 58.01 41.80 25.27 15.00 40.43
SciGLM-6B 43.39 9.84 15.48 28.89 28.31 40.62 3.52 3.91 5.95 19.56

LlaSMol-Mistral-7B 50.69 9.45 13.39 22.22 29.92 47.85 7.03 1.07 1.50 21.54
ChemLLM-7B-Chat 19.53 14.96 10.46 11.67 15.51 30.08 3.52 0.36 2.00 13.45

Models MatText BioText
Noise Negative Info. Reasoning All Noise Negative Info. Reasoning All

GPT-4o 99.07 0.68 97.30 49.44 64.57 99.58 0.00 97.48 69.40 79.03
GPT-4o-mini 96.76 0.00 91.44 55.90 65.00 98.31 0.00 96.23 72.24 79.24

Claude-3.5-Sonnet 99.07 54.11 96.40 19.94 61.49 84.75 52.58 84.59 13.25 58.06

Deepseek-V3 98.15 2.05 42.34 32.87 45.31 98.73 0.00 94.97 35.02 66.74
Llama3.1-70B-it 98.15 0.68 97.30 16.57 51.59 98.31 1.03 95.60 33.75 66.53
Qwen2.5-7B-it 68.05 22.93 27.75 54.55 59.68 60.64 3.39 48.90 62.14 66.18
GLM4-9B-Chat 98.61 0.00 93.24 16.57 50.96 99.15 0.00 96.54 36.28 67.77
Llama3.1-8B-it 98.15 0.68 89.64 14.61 49.36 98.31 0.00 93.08 29.65 64.26

Gemma2-9B-Chat 56.94 0.68 10.53 26.12 29.67 54.85 3.09 55.03 18.30 37.77
Ministral-8B-it 83.33 19.18 76.58 13.48 45.32 66.95 18.56 71.38 19.87 48.14

ChemDFM-v1.5-8B 34.72 6.12 24.53 13.76 18.91 39.24 16.49 35.22 10.09 26.11
ChemLLM-7B-Chat 45.83 11.56 54.72 8.43 31.35 59.92 3.09 58.81 17.35 44.17
LlaSMol-Mistral-7B 44.91 5.44 49.06 8.71 20.98 47.26 4.12 49.37 15.14 33.13

SciGLM-6B 54.63 29.25 66.04 12.92 22.67 56.96 34.02 62.58 19.24 39.94
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Table 6: Comparison of Performance on SciRAGBench: Direct Answering vs. Answering with RAG.
Underline results indicate the best results among all models. Bold results indicate the best results in each category.

Model MatTab IaeaTab MolTab ProtTab PhaKG
Direct RAG Direct RAG Direct RAG Direct RAG Direct RAG

GPT-4o 14.64 68.79 15.31 56.55 26.82 55.79 23.64 52.64 16.81 55.71
GPT-4o-mini 15.38 40.71 18.67 38.85 25.52 46.67 24.84 44.57 14.01 40.59

Claude-3.5-Sonnet 15.22 48.48 23.45 42.03 32.95 67.91 31.07 52.22 26.62 50.94

Deepseek-V3 14.82 56.62 22.65 54.07 31.88 59.85 26.20 52.08 15.80 52.18
Llama3.1-70B-it 10.04 38.25 16.19 39.73 21.30 44.44 22.60 41.29 13.15 44.70
Qwen2.5-7B-it 14.64 28.1 18.94 32.65 21.07 43.30 20.69 39.46 15.93 36.15
GLM4-9B-Chat 12.61 31.41 16.73 25.84 22.53 47.82 22.28 43.45 13.53 36.03
Llama3.1-8B-it 14.21 28.85 14.78 34.34 18.54 42.76 17.97 39.78 16.35 38.29
Ministral-8B-it 0.82 23.08 8.29 19.12 8.00 35.56 4.66 37.38 15.05 22.76
Gemma2-9B-it 13.25 32.91 10.27 32.21 12.87 42.91 13.74 37.22 11.45 37.39

ChemDFM-v1.5-8B 14.38 33.65 13.54 31.15 26.36 35.55 28.63 36.82 44.53 40.43
SciGLM-6B 12.18 11.86 10.44 11.50 15.56 17.70 13.58 14.94 13.56 19.56

LlaSMol-Mistral-7B 11.97 13.35 10.88 12.83 13.71 16.55 11.98 14.70 23.62 21.54
ChemLLM-7B-chat 17.52 3.42 13.45 6.02 19.16 8.81 15.73 8.15 18.01 13.45

Model PriKG HipKG GoKG BioText MatText
Direct RAG Direct RAG Direct RAG Direct RAG Direct RAG

GPT-4o 17.44 54.80 14.42 68.50 43.47 74.32 53.41 79.03 41.28 64.57
GPT-4o-mini 16.48 52.64 10.99 65.20 42.80 73.14 55.68 79.24 48.09 65.00

claude-3.5-sonnet 26.80 45.96 21.55 75.78 45.59 84.07 55.68 58.06 41.60 61.49

Deepsee-V3 17.33 51.92 14.76 63.42 39.75 72.29 60.07 66.74 51.18 45.31
Llama3.1-70B-it 14.40 44.00 15.88 59.31 32.12 70.17 49.80 66.53 40.21 51.91
Qwen2.5-7B-it 16.56 45.60 9.87 53.99 33.64 62.46 47.11 68.18 36.81 59.68
GLM4-9B-Chat 16.72 44.56 11.93 57.94 30.17 60.51 47.52 67.77 36.38 50.96
Llama3.1-8B-it 16.24 46.56 14.51 52.62 35.51 59.32 47.31 64.26 37.34 49.36
Gemma2-9B-it 15.36 50.48 9.96 56.57 31.27 57.29 51.81 37.77 35.88 29.67
Ministral-8B-it 15.05 37.92 13.24 48.51 28.27 52.88 41.84 48.14 32.23 45.32

ChemDFM-v1.5-8B 33.66 30.72 30.21 49.70 39.84 56.44 50.88 26.11 30.83 18.91
SciGLM-6B 15.20 20.88 18.80 21.46 25.93 28.31 33.44 44.17 21.63 31.35

LlaSMol-Mistral-7B 15.52 19.84 20.17 22.83 23.39 29.92 33.85 33.13 23.58 20.98
ChemLLM-7B-chat 16.80 5.92 23.86 5.15 27.80 15.51 45.92 39.94 30.44 22.67
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analyze information from the table.
Please follow the instructions below to
generate the question and answer:
1. The question should be in Q&A
format, starting with sentence like
"Given the following four materials:
mp-xxxxx, mp-xxxxx, mp-xxxxx, mp-
xxxxx" or "Which of the following
materials, mp-xxxxx, mp-xxxxx, mp-
xxxxx, mp-xxxxx".
2. The question should focus on a sin-
gle numeric property of the materials
that is representative of the material
and comparable.
3. The question should involve com-
paring the values of this property and
identifying the result.
4. The answer should be the mate-
rial ID of the material with the correct
value, and the answer must be one of
the materials listed in the question.
Please output the question in JSON
format only. Do not output anything
other than the JSON format. The
JSON format should look like this:
{
"question": "[Here is the question, or
directly reject if unable to generate]",
"answer": "[Here is the answer to the
question]"
}
Next is the data entries you need to
use:

Material ID, Formula ... Sites ... Volume, Density

mp-xxxxx .........................................................

mp-xxxxx .........................................................

mp-xxxxx .........................................................

mp-xxxxx .........................................................

855

• A prompt for generating questions about856

reasoning857

System Message:
You’re a brilliant in scientific domain.
User Message:
Please write a scientific reasoning
question based on the following arti-
cle. Treat the paper as consisting of
two parts. The first part includes the in-

858

troduction, background, methods, and
experimental results. The second part
contains the conclusions and analysis
derived from the first part. The goal
of the question is to test the ability to
infer the second part based on the sum-
mary of the first part, without knowing
the premises of the first part. There-
fore, the question should be based on
the first part.
Please follow the instructions below
to generate the question and answer:
1. The question should be a multiple-
choice question with four options, one
or more of which is correct, and the
others are incorrect.
2. The difficulty level of the ques-
tion is high and should involve sum-
marizing, generalizing, and reason-
ing, rather than simple information re-
trieval or verification. The question
should require at least a university-
level education to answer.
3. The answer to the question should
not be directly available from the first
part paragraphs. It should not be di-
rectly deducible but should require
complex reasoning to arrive at the cor-
rect answer.
4. Incorrect options should contain
errors or deviations from the original
content. The incorrect options should
sound reasonable, but the content must
be wrong.
5. If you feel you cannot generate a
question or are uncertain about the cor-
rectness of the question, please output
“[Unable to generate question]”.
6. The question should be very diffi-
cult. If you feel you cannot provide a
high-difficulty question, please output
“[Unable to generate question]”.
Please output the question in JSON
format only. Do not output anything
other than the JSON format. The
JSON format should look like this:
{ "question": "[Here is the question, or
directly reject if unable to generate]",
"options": {
"A": "[Option A]",

859
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"B": "[Option B]",
"C": "[Option C]",
"D": "[Option D]"
},
"answer": "[A or B or C or D]"
}
Next is the full text of the article:
{Papers}

860

C Data Quality Verification861

LLM as a Judge: We use advanced LLMs (e.g.,862

GPT-4o) as automated evaluators to verify that863

each generated answer is both extractable and logi-864

cally deducible from the relevant context, ensuring865

factual consistency and relevance. The prompt is866

presented below.867

System Message:
You’re a highly capable evaluator in
scientific domain.
User Message:
Below is a question, its relevant context,
and an answer. Your task is to verify
whether the answer meets the following
standard:
1. The answer must be explicitly ex-
tractable or logically deducible from the
provided context.
2. The answer must adhere strictly to the
relevant information in the context and be
factually correct.
3. If the answer meets the standard, output
"Yes". If it does not meet the standard,
output "No".
[Relevant Context start]
{Context}
[Relevant Context end]

[Question start]
{Question}
[Question end]

[Answer start]
{Answer}
[Answer end]
Please evaluate and output either "Yes" or
"No" based on the above criteria.

868

Human Expert Evaluation: To further ensure869

the quality and accuracy of the generated data, we870

subjected the data that passed the initial LLM val- 871

idation to manual review by two domain experts. 872

These experts were tasked with thoroughly evalu- 873

ating each instance based on the following three 874

criteria: (1) whether the designated competency 875

aligns with the actual capability tested by the ques- 876

tion, (2) the clarity and logical consistency of the 877

question’s semantics, and (3) whether the answer 878

is fully contained within the provided context and 879

factually accurate based on that context. Each eval- 880

uation was scored on a scale from 0 to 2: 0 indi- 881

cated a faulty answer that required removal from 882

the dataset, 1 denoted an answer with partial valid- 883

ity that needed manual corrections, and 2 signified 884

high-quality, correct responses. A total score of 5 885

or more was considered as high-quality. After the 886

experts reviewed all instances, the results revealed 887

that 90.83% of the instances met the required high 888

quality standards. 889

D Dataset Examples 890

In this part, we demonstrate several examples of 891

questions aligned with four core competencies. 892

For each competency, we present three examples 893

corresponding to three distinct data modalities. 894

895

Noise Robustness 896

• Unstructured Text We randomly sampled 5 897

articles to form a noisy context and selected 898

one article as the correct context. Then, we 899

generated questions based on the correct con- 900

text to evaluate LLMs’ noise robustness abil- 901

ity on text. Below is an example we generated 902

from BioText. 903

Example of Unstructured
Text Question

System Message:
Please answer the scientific questions
based on the content. Your answer
only needs to include the one or more
correct option labels, not the full
options. You should give your answer
directly without any other characters.

User Message:
What is the primary objective of the
statistical framework proposed in the
paper ’Augmented Doubly Robust

904
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Post-Imputation Inference for Pro-
teomic Data’?
(A) To develop a method for directly
measuring protein abundances without
missing values.
(B) To create a statistical framework
that offers valid and efficient inference
for proteomic data by addressing the
challenge of missing values.
(C) To replace the Plugin method with
a simpler imputation strategy that dis-
cards missing values.
(D) To develop a tool that solely re-
lies on low-dimensional covariates for
analyzing proteomic data.

Corpus 1 ......... (Irrelevant Content)

Corpus 2 ......... (Irrelevant Content)

Corpus 3 ......... (Correct Content)

Corpus 4 ......... (Irrelevant Content)

Corpus 5 ......... (Irrelevant Content)

Expected Answer:
B

905

• Table: We randomly selected 200–300 rows906

of noisy data and one row of data entry as907

the correct context. Then, we gave questions908

based on the correct context to assess LLMs’909

noise robustness ability on table. Below is an910

example we generated from ProtTab.911

Example of Table Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

User Message:
For the material with CID 13182, what
is its inchikey?

cid, mw, mf, xlog... inchikey ... exactmass

CID XXXXX ....................................................... ×

CID 13182 ....................................................... ✓

CID XXXXX ....................................................... ×

CID XXXXX ....................................................... ×

912

Expected Answer:
ARBSJUHHKXRHAD-
UHFFFAOYSA-N

913

• KG: We randomly selected 200–300 rows of 914

KG data to form a noisy context and one row 915

as the correct context. Then, we gave ques- 916

tions based on the correct context to evaluate 917

LLMs’ noise robustness ability on KG. Below 918

is an example we generated from PriKG. 919

Example of KG Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

User Message:
How is the gene or protein known as
’GDPD3’ connected to the anatomical
structure called the ’lymph node’?

relation... x_type,x_name... y_type,y_name

XXXXX ....................................................... ×

anatomy_protein_present... GDPD3... lymph node ...✓

XXXXX ....................................................... ×

XXXXX ....................................................... ×

Expected Answer:
anatomy_protein_present

920

Negative Rejection 921

• Unstructured Text We randomly selected 922

5 articles to form a noisy context. Then 923

we asked questions based on an article that 924

doesn’t appear in the noisy context. We antic- 925

ipate that LLMs will produce responses that 926

explicitly indicate rejection of the question, 927

such as "I cannot answer the question due to 928

insufficient information in the retrieved data." 929

Below is an example we generated from Mat- 930

Text. 931

Example of Unstructured
Text Question

System Message:
Please answer the scientific questions
based on the content. Your answer

932
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only needs to include the one or more
correct option labels, not the full
options. You should give your answer
directly without any other characters.

User Message:
What key feature of elliptically geared
isostatic metamaterials enables their
nonlinear topological transitions?
(A) The unique soliton-induced me-
chanical deformation in linear gear
mechanisms.
(B) The nonlinear Berry phase transi-
tion facilitated by geometric nonlinear-
ity.
(C) The presence of circular gear ge-
ometry that allows reversible elastic
deformation.
(D) The linear topological index
change due to minor gear rotations.

Corpus 1 ......... (Irrelevant Content)

Corpus 2 ......... (Irrelevant Content)

Corpus 3 ......... (Irrelevant Content)

Corpus 4 ......... (Irrelevant Content)

Corpus 5 ......... (Irrelevant Content)

Expected Answer:
I cannot answer the question due to in-
sufficient information in the retrieved
data.

933

• Table: 200-300 rows of table data entries934

were randomly selected from the database to935

compose the noisy context. And we asked936

question based on a data entry which doesn’t937

appear in the noisy context. We anticipate that938

LLMs will produce responses that explicitly939

indicate rejection of the question, such as "I940

cannot answer the question due to insufficient941

information in the retrieved data." Below is942

an example we generated from MatTab.943

Example of Table Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any

944

other characters.

User Message:
For the material with ID mp-768851,
what is its number of site?

Material ID, Formula ... Sites ... Volume, Density

mp-xxxxx ....................................................... ×

mp-xxxxx ....................................................... ×

mp-xxxxx ....................................................... ×

mp-xxxxx ....................................................... ×

Expected Answer:
I cannot answer the question due to in-
sufficient information in the retrieved
data.

945

• KG: 200-300 instances of KG data entries 946

were randomly sampled from the database 947

to construct the noisy context. Queries were 948

formulated based on a specific entry which 949

doesn’t appear in the noisy KG context. We 950

anticipate that LLMs will produce responses 951

that explicitly indicate rejection of the ques- 952

tion, such as "I cannot answer the question 953

due to insufficient information in the retrieved 954

data." Below is an example we generated from 955

PhaKG. 956

Example of KG Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

User Message:
How are the genes "nbc 1" and "nbc
3" related?

Entity1_name... relationship_type,Entity2_name...

XXXXX ....................................................... ×

XXXXX ....................................................... ×

XXXXX ....................................................... ×

XXXXX ....................................................... ×

Expected Answer:
I cannot answer the question due to in-
sufficient information in the retrieved
data.

957

Information Integration 958
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• Unstructured Text We randomly sampled 5959

articles to form a noisy context and selected960

two articles as the correct context. Then, we961

asked questions based on the correct context,962

requiring LLMs to integrate details from dif-963

ferent fragments, thereby evaluating LLMs’964

information integration ability on text. Below965

is an example we generated from BioText.966

Example of Unstructured
Text Question

System Message:
Please answer the scientific questions
based on the content. Your answer
only needs to include the one or more
correct option labels, not the full
options. You should give your answer
directly without any other characters.

User Message:
Based on the findings of the study,
what is the primary long-term effect
of local SBRT/IL-12 therapy on the
bone marrow of treated mice?
(A) A permanent increase in
hematopoietic stem cells (HSCs).
(B) A transient increase in IL-12 levels
followed by long-term activation of
myeloid cells.
(C) A significant reduction in
hematopoietic stem cells (HSCs)
accompanied by skewing toward a
myeloid lineage bias.
(D) A substantial increase in IL-12
and IFNγ concentrations in the bone
marrow.

Corpus 1 ......... (Irrelevant Content)

Corpus 2 ......... (Correct Content)

Corpus 3 ......... (Correct Context)

Corpus 4 ......... (Irrelevant Content)

Corpus 5 ......... (Irrelevant Content)

Expected Answer:
C

967

• Table: We randomly selected 200-300 rows968

of table data to create a noisy context and two969

or more rows as the correct context. Then,970

we asked questions based on the correct con- 971

text, requiring LLMs to integrate distinct data 972

entries or compare their values, in order to 973

assess LLMs’ information integration ability 974

on Table. Below is an example we generated 975

from IaeaTab. 976

Example of Table Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

User Message:
Given the following isotopes ID: NDS-
54874, NDS-30453, NDS-69167,
NDS-58315, tell me which isotopes
has the largest energy?

id, Z, N, symbol... energy[kev]... relative intensity

NDS-XXXXX ....................................................... ×

NDS-30453 ....................................................... ✓

NDS-58315 ....................................................... ✓

NDS-XXXXX ....................................................... ×

NDS-69167....................................................... ✓

NDS-XXXXX ....................................................... ×

NDS-54874....................................................... ✓

Expected Answer:
NDS-69167

977

• KG: We randomly sampled 200-300 entries 978

of KG data to construct a noisy context while 979

designating two or more entries as the correct 980

context. Then we formulated queries based 981

on the correct context, requiring LLMs to syn- 982

thesize distinct KG entries, thereby evaluat- 983

ing their information integration ability on 984

KG. Below is an example we generated from 985

HipKG. 986

Example of KG Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

987
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User Message:
Could you list the substances that
have the potential to interact with
DB131_HUMAN?

Name1:DB131_HUMAN... Name2:LRC8A_HUMAN............. ✓

XXXXX ....................................................... ×

Name1:DB131_HUMAN... Name2:RBM12_HUMAN............. ✓

XXXXX ............................................................. ×

Name1:DB131_HUMAN... Name2:AHNK2_HUMAN............. ✓

Expected Answer:
"LRC8A_HUMAN",
"AHNK2_HUMAN",
"RBM12_HUMAN"

988

Reasoning989

• Unstructured Text We randomly sampled 5990

articles to form a noisy context and designated991

one article as the correct context. Then, we992

asked questions based on the correct context,993

requiring LLMs to perform logical analysis994

and multi-step reasoning, thereby evaluating995

LLMs’ reasoning ability on text. Below is an996

example we generated from MatText.997

Example of Unstructured
Text Question

System Message:
Please answer the scientific questions
based on the content. Your answer
only needs to include the one or more
correct option labels, not the full
options. You should give your answer
directly without any other characters.

User Message:
Based on the methods and results de-
scribed in the first part of the study on
epitaxial growth of GaAs on Si(001),
which of the following is the most
plausible reasoning for the effective-
ness of the GaSb buffer layer in reduc-
ing defect densities such as threading
dislocations and antiphase boundaries
in the GaAs layer?
(A) The antimonides, such as GaSb,
have a significant lattice mismatch
with silicon, leading to the generation
of interfacial misfit dislocation arrays
that efficiently alleviate strain without

998

forming threading dislocations.
(B) The presence of the GaSb buffer
layer increases the thickness of the
overall film, which inherently reduces
the formation of threading dislocations
and antiphase boundaries in the GaAs
layer.
(C) The GaSb buffer layer chemically
reacts with silicon to form a new com-
pound at the interface, which serves as
an ideal seed layer for epitaxial GaAs
growth, minimizing defect densities.
(D) The GaSb buffer layer promotes
planar defects, such as stacking faults,
that counterbalance and neutralize
threading dislocations and antiphase
boundaries in the GaAs layer.

Corpus 1 ......... (Irrelevant Content)

Corpus 2 ......... (Correct Content)

Corpus 3 ......... (Irrelevant Content)

Corpus 4 ......... (Irrelevant Content)

Corpus 5 ......... (Irrelevant Content)

Expected Answer:
A

999

• Table: We randomly selected 200-300 rows 1000

of table data to create a noisy context and one 1001

or more rows as the correct context. Then, we 1002

asked questions based on the correct context, 1003

requiring LLMs to perform logical analysis 1004

and multi-step reasoning, thereby evaluating 1005

LLMs’ reasoning ability on table. Below is 1006

an example we generated from MatTab. 1007

Example of Table Question

System Message:
Please answer the scientific questions
based on the content. Your answer
only needs to include the one or more
correct option labels, not the full
options. You should give your answer
directly without any other characters.

User Message:
Comparing materials mp-760154 and
mp-1208151, which statement is cor-

1008
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rect?
(A) Both materials have identical band
gaps and belong to the same crystal
system.
(B) The material mp-1208151 has a
much larger volume and higher den-
sity than mp-760154.
(C) The material mp-760154 is metal-
lic, while mp-1208151 is semiconduct-
ing.
(D) Both materials are predicted to be
stable with similar formation energies.

Material ID, Formula ... Sites ... Volume, Density

mp-xxxxx ....................................................... ×

mp-760154 ..................................................... ✓

mp-xxxxx ....................................................... ×

mp-1208151 ..................................................... ✓

mp-xxxxx ....................................................... ×

Expected Answer:
B

1009

• KG We randomly selected 200-300 rows of1010

KG data to form a noisy context and one or1011

more rows as the correct context. Then we1012

posed questions based on the correct context,1013

requiring LLMs to perform logical analysis1014

about the relationships between various sub-1015

stances, thereby evaluating LLMs’ reasoning1016

ability on KG. Below is an example we gen-1017

erated from GoKG.1018

Example of KG Question

System Message:
Please answer the scientific questions
based on the content. You should
give your answer directly without any
other characters.

User Message:
Given that there exists a shared in-
termediate term, fill in the blank:
GO:0003399 (cytoneme morphogene-
sis) _____ GO:0048858 (cell projec-
tion morphogenesis).

1019

Term id: GO:0003399................... ✓

Term id: GO:XXXXX ................... ×

Term id: GO:XXXXX ................... ×

Term id: GO:0120039................... ✓

Term id: GO:0048858................... ✓

Expected Answer:
is_a

1020

E Detailed Data Source 1021

Table 7 provides detailed information on all 1022

databases we used to construct our SciRAGBench, 1023

including their URL, description, and license. 1024

F Detailed Model Descriptions 1025

We have selected 14 high-performing LLMs with 1026

different scales for this paper. The detailed infor- 1027

mation of these models are shown in Table 8. 1028

G Case Studies 1029

In this section, we provide several typical bad 1030

cases. 1031

Ability: Noise Robustness

Question:
Could you determine the chemical formula
for the compound identified as mp-775760?

Correct Answer:
"LiFeF3"

Prediction of GPT-4o-mini:
"C17H20ClN3O2S"

1032

GPT-4o-mini correctly identified the target col- 1033

umn and returned a chemical formula as an answer; 1034

however, it incorrectly retrieved the context data 1035

row in table, resulting in a formula that did not 1036

match the Material ID, rendering the final answer 1037

incorrect. 1038

Ability: Negative Rejection

Question:
Can you enumerate all the PMIDs related
to the interaction between id: 25840 and id:

1039
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Table 7: Detailed URL, description, and license of the source data involved in this paper.

Dataset
Name

URL Database Description License

MatText arxiv.org A compilation of material domain research publications. Open Source

BioText bio-protocol.org A peer-reviewed, open-access journal publishing step-by-step
life science protocols.

CC BY 4.0

MatTab next-gen.materialsproject.org Offer data on over 160,000 inorganic compounds, like crystal
structures.

CC BY 4.0

IaeaTab www-nds.iaea.org Provide data on evaluated nuclear structure and decay data, in-
cluding energy levels.

Open Source

ProtTab pubchem.ncbi.nlm.nih.gov-protein Offer chemical property information of more than 320,000 com-
mon compounds.

Open Source

MolTab pubchem.ncbi.nlm.nih.gov-chemical Offer protein information of more than 60,000 common proteins. Open Source

GoKG geneontology.org A standardized framework for biological knowledge, covering
molecular function, cellular component, and biological process.

CC BY 4.0

HipKG cbdm-01.zdv.uni-mainz.de Offer confidence scored and functionally annotated human
protein-protein interactions.

CC BY 4.0

PhaKG zenodo.org/records A biomedical KG comprising over 500,000 interconnections
between genes, drugs, etc.

CC BY-NC 4.0

PriKG dataverse.harvard.edu A KG integrating 20 biomedical resources to describe over
17,000 diseases and 4,000,000 relationships across ten biological
scales.

MIT License

Table 8: Overview of the LLMs assessed in our experimental framework.

Model Name Creator Domain #Parameters Access URL

GPT-4o OpenAI General undisclosed API https://chat.openai.com
GPT-4o-mini OpenAI General undisclosed API https://chat.openai.com
Claude-3.5-Sonnet Anthropic General undisclosed API https://claude.ai

Deepseek-V3 Deepseek General 671B Weights https://www.deepseek.com
Llama3.1-70B-it Meta General 70B Weights https://llama.meta.com/llama3
Qwen2.5-7B-it Alibaba General 7B Weights https://qwenlm.github.io/
GLM4-9B-Chat Tsinghua&Zhipu General 9B Weights https://huggingface.co/THUDM/glm-4-9b-chat
Llama3.1-8B-it Meta General 8B Weights https://llama.meta.com/llama3
Gemma2-9B-it Google General 9B Weights https://ai.google.dev/gemma
Ministral-8B-it Mistral General 8B Weights https://mistral.ai

ChemDFM-v1.5-8B SJTU Chemistry 8B Weights https://github.com/OpenDFM/ChemDFM
SciGLM-6B Tsinghua Science 6B Weights https://github.com/THUDM/SciGLM
LlaSMol-Mistral-7B OSU Chemistry 7B Weights https://huggingface.co/osunlp/LlaSMol-Mistral-7B
ChemLLM-7B-chat ShanghaiAILab Chemistry 7B Weights https://huggingface.co/AI4Chem/ChemLLM-7B-Chat
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1528?

Correct Answer:
"I cannot answer the question due to
insufficient information in the retrieved
data."

Prediction of Claude-3.5-Sonnet:
"16239215, 15604093"

1040

Claude-3.5-Sonnet failed to detect the absence1041

of question-relevant context in context. Instead, it1042

identified an incorrect Context Row in KG as the1043

Relevant Context, and thus did not refuse to an-1044

swer the question, but rather provided an incorrect1045

answer.1046

Ability: Information Integration

Question:
What are all the pairs of entity names that
have a Gene-Gene relationship type?

Correct Answer:
"cyp4f2,ggcx", "hras,kdr", "cyb5r3,cyb5a"

Prediction of SciGLM-6B:
"Gene", "Gene"

1047

SciGLM-6B failed to provide the correct answer1048

and merely repeated the vocabulary from the ques-1049

tion. It also failed to output the response in the1050

required format.1051

Ability: Information Integration

Question:
Among the molecules with cid: 138031,
91721881, 131783619, and 104741, which
one possesses the highest heavycnt?

Correct Answer:
131783619

Prediction of ChemLLM-7B-Chat:
49,36 That2811,64,0585

1052

The result from ChemLLM-7B-Chat is entirely1053

unrelated to the question. For large language mod-1054

els with weaker RAG capabilities and instruction-1055

following abilities, the occurrence of such re-1056

sponses is a key reason for their poor performance. 1057

Ability: Reasoning

Question:
Based on the findings of the study, how
do ovarian hormones in females influence
the metabolic reprogramming effects of
Schistosoma mansoni infection on bone
marrow-derived macrophages (BMDM)?

Options:
A.Ovarian hormones enhance the metabolic
reprogramming...
B.Ovarian hormones do not affect the
metabolic...
C.Ovarian hormones inhibit the metabolic
reprogramming...
D.Ovarian hormones cause an increase in
glycolysis...

Correct Answer:
C

Prediction of ChemDFM-v1.5-8B:
None

Error:
This model’s maximum context length is
8192 tokens. However, you requested
13432 tokens in the messages, Please re-
duce the length of the messages.

1058

Some individual papers exceed the maximum 1059

length limit of certain models. In such cases, we 1060

can only classify them as errors. 1061

Ability: Reasoning

Question:
Based on the first part of the article, what
conclusions can be inferred about the role
of surface imperfections in the anisotropic
Rashba effect observed in the 2D Janus
XA2Y monolayers, and what implications
might this have for spintronic applications?
Options:
...

Correct Answer:
1062
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A, B

Prediction of GPT-4o:
A

1063

GPT-4o demonstrates some reasoning ability1064

and selected a correct answer; however, it failed to1065

identify all the correct answers in a multiple-choice1066

question.1067
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