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Abstract

Prompt optimization (PO) provides a practi-
cal way to improve response quality when
users lack the time or expertise to manually
craft effective prompts. Existing methods typ-
ically rely on LLMs’ self-generation ability
to optimize prompts. However, due to lim-
ited downward compatibility, the instruction-
heavy prompts generated by advanced LLMs
can overwhelm lightweight inference models
and degrade response quality, while also lack-
ing interpretability due to implicit optimization.
In this work, we rethink prompt optimization
through the lens of explicit and interpretable de-
sign. We first identify a set of model-agnostic
prompt quality merits and empirically validate
their effectiveness in enhancing prompt and re-
sponse quality. We then introduce MePO, a
merit-guided, locally deployable prompt opti-
mizer trained on our merit-guided prompt pref-
erence dataset generated by a lightweight LLM.
MePO avoids online optimization, reduces pri-
vacy concerns, and, by learning clear, inter-
pretable merits, generalizes effectively to both
large-scale and lightweight inference models.
Experiments demonstrate that MePO achieves
better results across diverse tasks and model
types, offering a scalable and robust solution
for real-world deployment.

1 Introduction

Large language models (LLMs) have achieved im-
pressive results across many NLP tasks (Achiam
et al., 2023; Touvron et al., 2023), but their perfor-
mance remains highly sensitive to prompt phrasing.
Although careful prompt crafting can improve out-
put quality, it is often impractical in real-world set-
tings, where users typically lack the time or exper-
tise to manually refine prompts. This has sparked
growing interest in automatic prompt optimization
(APO) (Liu et al., 2023).

A dominant APO paradigm is discrete automatic
prompt optimization, which employs an advanced,

large-scale LLM! as the prompt optimization
model to optimize prompts. These prompts are
then used as inputs to either similarly sized (Xiang
et al., 2025; Ye et al., 2024) or smaller (Guo et al.,
2024) inference models for response generation.

One line of work uses API-based models such as
GPT-4 for online prompt optimization, typically in-
serting a task-specific meta-prompt before or after
each query to reduce cost, while leaving the query
itself unoptimized (Xiang et al., 2025; Ye et al.,
2024). This approach requires prior task knowl-
edge, limiting its use in open-ended scenarios. An-
other line explores locally deployable optimizers
that optimize each prompt and are trained indepen-
dently of specific tasks. However, most of their
training data still originates from prompts gener-
ated by advanced online LLMs (Lu et al., 2025;
Cheng et al., 2024), or selecting optimized prompts
based on the LLMs’ implicit self-generation and
evaluation capabilities (Liang et al., 2024).

Despite the differences in deployment strategies,
both online and local optimization approaches rely
on prompts produced by advanced online LLMs
as the gold-standard optimal prompts. This design
implicitly assumes downward compatibility: the
notion that prompts generated by large-scale LLMs
can be effectively interpreted by lightweight in-
ference models. However, our empirical analysis
challenges this assumption. As shown in Fig. 1(a),
prompts from large-scale LLMs are often verbose
and instruction-heavy, which may overwhelm
lightweight models with limited memory and rea-
soning capacity (Yang et al., 2023), leading to
missed key points or excessive reasoning and ulti-
mately incorrect or irrelevant responses.

The finding on the limited downward compati-
bility of large-scale LLMs raises a crucial question:
Can lightweight LLMs themselves serve as effective

'In this work, we categorize LLMs ranging from GPT-4-

size to 70B as large-scale, while those with fewer than 13B
are denoted as lightweight, following ChunLiu et al. (2024).
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Figure 1: Empirical analysis of prompt optimization behavior across model scales and optimization algorithms.
(a) Raw and GPT-4 optimized prompts are drawn from the GSM8K (Cobbe et al., 2021) and Lu et al. (2025). (b)
Basic and EvoPrompt examples, along with the optimization algorithm used, are adapted from Guo et al. (2024). (c)
The optimized prompt is generated using our merit-guided instruction (Fig. 14). We present DeepSeek-R1 (DS)’s
prompt and response evaluations (Results are consistent with GPT-40). Further details are provided in Appx.A.

optimization models?

Lightweight models are typically not used for
prompt optimization due to their perceived lim-
itations in handling complex optimization pro-
cesses (Wang et al., 2024; Lu et al., 2025), as fur-
ther illustrated in Fig. 1(b). However, our research
reveals a promising alternative. We find that these
models can indeed serve as effective prompt opti-
mizers when guided by explicit and interpretable
prompt design merits (Fig. 1(c)). This suggests that,
with clear, learnable structures, even lightweight
LLMs can function as capable optimizers, offer-
ing an efficient and locally deployable alternative
to online methods, particularly in low-resource or
privacy-sensitive settings.

To this end, we propose MePO, a Merit-Guided
Prompt Optimization model. Unlike implicit opti-
mization like POIR (Liang et al., 2024), we begin
by conducting a systematic analysis to identify four
sets of explicit prompt merits that consistently char-
acterize high-quality prompts, offering actionable
insights into effective prompt construction. Guided
by these merits, we build a prompt optimization
preference dataset using optimized prompts gen-
erated by a lightweight LLM, eschewing reliance
on advanced online LLMs, and use it to train an
end-to-end prompt optimization model. At the
prompt level, our approach produces precise and
clear merit guidance that can be generated by

lightweight prompt optimization models. At the
response level, our optimized prompts not only en-
hance the performance of similarly scaled inference
models, but also demonstrate strong downward
and upward compatibility, as the learned prompt
merits generalize effectively across both large-scale
and lightweight inference models. Besides, using
lightweight models for dataset construction reduces
external dependencies, enabling scalable, privacy-
preserving local deployment.

Our main contributions are as follows:
1. We identify and formalize a set of interpretable
prompt merits that contribute to both high-quality
prompts and responses.
2. We construct a 40k-scale, merit-guided, prompt
optimization preference dataset using lightweight
LLMs while maintaining high optimization quality.
3. We propose MePO, a lightweight, locally de-
ployable prompt optimization model trained on our
merit-guided preference dataset.
4. Evaluations of MePO at both the prompt and
response levels show it matches or exceeds existing
discrete APO methods and remains effective across
inference models of varying capacities.

2 Empirical Analysis: What Merits a
Good Prompt?

Prior APO frameworks commonly rely on ad-
vanced online LLMs (Guo et al., 2024; Yuksek-



gonul et al., 2024; Cheng et al., 2024) to generate
optimized prompts, directly leveraging the high-
quality prompt generation capabilities of large-
scale models (Pan et al., 2023). However, some
studies raise concerns about the transferability of
such prompt optimization capabilities to smaller
models. Wang et al. (2024) caution that PromptA-
gent is designed to optimize prompts for state-of-
the-art LLMs, yet these expert-level prompts often
fail to transfer to smaller models such as GPT-2 or
LLaMA2-7b, resulting in substantial performance
degradation. Similarly, Lu et al. (2025) observe
that small optimizers (13b) fail in difficult prompt
optimization tasks.

We argue that these limitations are not solely due
to the generation capacity of lightweight LLMs, but
rather to the overly vague or underspecified opti-
mization instructions used in prior work. Specifi-
cally, Wang et al. (2024) adopt the prompt “Given
error feedback, generate a better prompt”, and Lu
et al. (2025) use “You are an expert in prompt
optimization”. Both are overly general and lack
concrete guidance. In contrast, we find that when
lightweight LLMs are explicitly instructed with
detailed prompt patterns, they can generate effec-
tive optimized prompts despite their limited ca-
pacity (Fig. 1(c)), which aligns with findings that
lightweight LLMs—with limited contextual mem-
ory (Yang et al., 2023)—particularly benefit from
explicit and structurally clear prompts (Ying
et al., 2024). This observation motivates a key
question: What merits a good prompt?

To enable lightweight LLMs as effective prompt
optimizers, in this section, we analyze response-
level and prompt-level characteristics to identify
core merits that contribute to high-quality prompts.

2.1 Merit Discovery

Prior studies explore various merits that contribute
to prompt effectiveness. Wei et al. (2022) pro-
pose that including Chain-of-Thought (CoT) rea-
soning in prompts enhances performance, while
Lampinen et al. (2022) find that Detailed Explana-
tions improve prompt quality. Bsharat et al. (2023)
introduce 26 prompting principles, categorized into
dimensions such as Prompt Structure and Clarity,
and Specificity and Information. Ye et al. (2024)
propose three key components for complex rea-
soning prompts: Detailed Descriptions, Context
Specification, and Step-by-Step Reasoning.
Although each of these works contributes valu-
able insights, they often emphasize different di-

mensions, resulting in a lack of consensus on what
constitutes a high-quality prompt. To further ex-
plore this space, we take an empirical approach to
uncover the merits of effective prompts through
comparative evaluation.

Empirical Analysis: We randomly select 5000
raw questions from the Alpaca dataset (Taori et al.,
2023) and ask a lightweight LLM? to rewrite each
question five times. We then use the same LLM as
the inference model to generate responses for both
the raw and rewritten questions. The quality of
each response is scored using DeepSeek-R1 (Guo
et al., 2025). Interestingly, we observe that even
small changes in a prompt—sometimes just a few
words—can lead to significant differences in re-
sponse scores. This suggests that certain rewrites
yield better prompts, which in turn lead to more
effective answers.

Based on this observation, we identify raw-
rewritten prompt pairs and categorize them as: (1)
prompts that led to higher-scoring responses, and
(2) those that resulted in lower-scoring responses,
with a score difference greater than 4 points. We
then ask DeepSeek-R1 to identify the merits that
make the higher-scoring prompts more effective
compared to the lower-scoring ones.

Figure 2: Key merits of high-performing prompts ex-
tracted from DeepSeek-R1 evaluations.

Fig. 2 shows the top 10 merits most frequently as-
sociated with high-scoring prompts. Among them,
several merits exhibit notably higher frequencies,
revealing that high-quality prompts consistently re-
flect a set of core merits that can be effectively
generated by lightweight LLMs. Motivated by this
finding and prior insights, we propose the following
design merits to guide the construction of optimal
prompts:

¢ Clarity: The optimal prompt should set clear,
unambiguous expectations for the responder to en-
able a thorough and accurate reply.

2https://huggingface.co/Qwen/QwenZ.
5-7B-Instruct


https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
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e Precision: Use more precise and purposeful
language, especially when referring to selecting
words or concepts without a fixed pattern.

e Concise Chain-of-Thought: Include brief yet
contextually rich reasoning or structural cues to
guide the responder’s thought process, while re-
maining focused and concise.

e Preserve Original Information: Focus on the
original prompt, ensuring no information or intent
is lost or omitted in the transformation.

Guided by the discovered merits, we optimize
the prompts into their merit-guided versions using
a lightweight LLLM under the instruction in Fig.14.
Response-Level Evaluation: To assess whether
merit-guided prompts improve response quality, we
compare responses generated from merit-guided
prompts against those from raw prompts across two
datasets (2,000 samples each), with scores assigned
by DeepSeek-R1.

e Alpaca Dataset (30k)*: Raw responses are
generated by text-davinci-003

¢ BPO Dataset (13.9k)*: Raw responses are
sourced from human-preferred answers.

Win Tie
Alpaca| 6.8%

Lose [N

89.9%
51.8%

Figure 3: Response-level win rate comparison. ‘Win’
indicates that the merit-guided prompt’s response re-
ceived a higher score than that from the raw prompt.

BPO 42.7%

As shown in Fig. 3, prompts optimized using
our designed merits, despite being applied to a
lightweight model, can match or even outperform
GPT-3.5-generated responses (Alpaca) and signifi-
cantly beat human-preferred responses (BPO).
Prompt-Level Evaluation: To move beyond re-
sponse quality and directly assess prompt quality,
a dimension largely overlooked in prior work, we
asked DeepSeek-R1 to evaluate raw and optimized
prompts in isolation. Across 2000 prompt com-
parisons per dataset, optimized prompts were pre-
ferred in 95.75% of cases on BPO and 97.9% on
Alpaca. These results reinforce the effectiveness of
our proposed prompt merits and demonstrate that
prompt quality can be reliably evaluated indepen-
dently of generated outputs.

Summary: Our evaluations demonstrate that

3https://huggingface.co/datasets/tatsu-1lab/
alpaca
*https://huggingface.co/datasets/THUDM/BPO

prompts optimized using these interpretable merits
yield higher prompt quality and stronger responses.
Moreover, effective prompt optimization is not ex-
clusive to advanced, large-scale LL.Ms; with merit-
based guidance, lightweight LLMs can also serve
as capable and practical prompt optimizers.

The detailed implementation of the merit discov-
ery process is provided in Appx.B.

3 Method: From Merits to Optimizer

To incorporate the proposed merits into the APO
pipeline, we apply them at the optimization stage
as supervision signals for preference learning”.

Our objective is to end-to-end optimize arbi-
trary input prompts Pijer into refined prompts
Pyolgen, €nabling inference models to generate
higher-quality responses. To achieve this, we in-
troduce MePO, a lightweight LLM-based prompt
optimization model designed for local deployment.
MePO is trained under a preference learning frame-
work, supervised by our proposed dataset, where
prompts are constructed according to the merits
identified in Sec.2. An overview of MePO is shown
in Fig.4.

3.1 Constructing the Merit-Aligned Prompt
Preference Dataset

To train MePO, we construct an API-free Prompt
Optimization Preference (POP) dataset grounded
in our discovered merits. Following Cheng et al.
(2024); Lu et al. (2025), we adopt Alpaca and BPO
as our base datasets. The instruction field in
Alpaca and the prompt field in BPO are treated as
raw prompts Fgjver, Which are then refined by a
lightweight LLM M,;> using the defined merits to
generate Pyolden, €liminating dependence on online
LLM optimization.

We then use M. to generate responses Rgolden
from each optimized prompt Pgojgen, and retrieve
the corresponding raw responses Rsiiver from Al-
paca’s output and BPO’s bad_res. Each response
is then evaluated by DeepSeek-R1, and we retain
only those pairs that satisfy two criteria: (1) ]%g()lden
receives a higher evaluation score than Rsﬂver, and
(2) the score of Rgolden exceeds 8°. The retained

5 Alternatively, the merits could be used in conjunction
with response feedback to iteratively guide the optimization
process through the inference model. In this work, we focus
on the optimization stage and leave integration with inference
feedback for future exploration.

®According to our scoring rubric in Fig. 13, responses with
scores above 8 are considered accurate and well-aligned with
the prompt.
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Figure 4: Overall stages of merit-guided prompt optimization (MePO).

samples are relabeled as Rgolgen and Ryjjyer, form-
ing a structured 4-tuple used in training:

(P silvers P, golden Rsilven Rgolden) .

Since Alpaca and BPO contain relatively well-
formed prompts, either produced by text-davinci-
003 or curated by humans, we further simulate
real-world usage by randomly selecting 10% of
Psiver and intentionally degrading them using a
base model. These lower-quality prompts better re-
flect common user inputs and are paired with their
corresponding Pyolden to enhance data diversity.

Prompt Source Statistics Alpaca BPO

Category Naive Degraded  Naive Degraded

# 4-Tuples 25526 3000 10225 1400
Total samples: 40151

Validation (Win Rate) GPT-40(5k) DeepSeek-R1(40k) Human (400)

94.82%
97.68%

100.00%
97.62%

81.50%
83.99%

Response Win Rate
Prompt Win Rate

Table 1: Overview of our POP dataset. The top section
reports the number of prompt—response 4-tuples derived
from Alpaca and BPO. The bottom section shows valida-
tion results from DeepSeek-R1, GPT-40 and four human
evaluations, with win rate denoting the proportion where
Roiden OF Pyolgen Outperforms its silver counterpart.

After filtering and aggregation, the final POP
dataset comprises 40k samples. Table 1 summa-
rizes the dataset composition and quality valida-
tion scores from both advanced LLMs and humans,
showing consistently strong preference for the op-
timized prompts across both response- and prompt-
level evaluations. More analysis and evaluation
cost are in Appx.C.

3.2 Training the Merit-Guided Prompt
Optimizer

To guide the model toward generating more pre-
ferred prompts, we train the optimizer using
the Direct Preference Optimization (DPO) frame-
work (Rafailov et al., 2023). The objective is to

learn a prompt optimizer that prefers merit-guided
prompts yielding higher-quality responses.

In our setup, each training instance includes a
chosen prompt Pyolgen that yields a higher-quality
response and a rejected prompt Pgjjver With a lower-
quality response.

The DPO objective is formulated as:

EDPO(MM Mref) - _E(x,qr)ND [loga (6 : A)]
A:log MO(C"%.) _10 Mo(r|l')
Mref(c ’ .T}) Mref<r ’ $)

where M serves as the reference model, M, is the

optimization model (M,s with adapters), x denotes

the input prompt in Fig.10, c and r are the chosen

and rejected prompts defined in the DPO algorithm.

Further implementation details on dataset con-
struction and optimizer training are in Appx.C.

4 Experiments

We evaluate the effectiveness of MePO from the
following perspectives: (1) Comparison with SOTA
local prompt optimizers (Sec. 4.2); (2) Evaluation
on instruction-following datasets (Sec. 4.3); (3)
Ablation studies on training (Sec. 4.4) and merits
(Sec. 4.5); and (4) Further analysis (Sec. 4.6)

4.1 Setups

MePO is trained using Qwen2.5-7B-Instruct?, se-
lected for its strong generation ability among simi-
larly sized models (Qwen et al., 2025). This choice
ensures that the optimizer is built on a lightweight
LLM that maximizes performance within its size
class, allowing efficient deployment without sacri-
ficing generation quality.

Datasets We evaluate MePO on a diverse set of
tasks, including ARC (Easy and Challenge) (Clark
et al., 2018), GSMS8K (Cobbe et al., 2021),
BigBench-Hard (BBH, 25 datasets) (Suzgun et al.,
2023), and PiQA (Bisk et al., 2020), as well as



Inference Model Optimizer ARC-Easy ARC-Challenge GSMS8K BBH PiQA Avg.
- 80.68 65.19 76.88 49.34  80.20 70.46

Inference Model 81.22 66.21 79.01 52.68 81.34 72.09

Qwen2-7b BPO 80.89 66.38 77.38 53.07 82.64 72.07
FIPO 82.37 67.49 82.71 52.74 8248 73.56

MePO 83.33 68.52 83.12 54.35 83.46 74.56

- 45.37 26.54 30.63 35.67 70.02 41.65

Inference Model 46.40 29.35 32.93 38.27 70.78 43.55

Tulu2-7b-dpo BPO 47.98 31.57 32.08 39.33  71.60 44.51
FIPO 50.55 36.95 33.66 39.56 72.63 46.67

MePO 55.05 38.14 35.18 43.25 73.60 49.04

- 35.40 29.27 17.51 34.17 4995 33.26

Inference Model 36.74 29.52 18.88 36.65 5141 34.64
LLaMAZ2-7b-chat-hf BPO 38.30 30.89 25.25 39.60 52.56 37.32
FIPO 36.24 29.44 24.72 39.14 51.58 36.22

MePO 39.86 31.74 29.42 41.97 5533 39.66

- 89.86 38.05 63.03 61.41 82.01 66.87

Inference Model 90.61 40.36 64.75 6429 82.54 68.51

Gemma2-9b BPO 91.41 38.16 65.36 64.30 83.04 68.45
FIPO 89.88 46.29 64.75 66.10 83.35 70.07

MePO 92.30 48.89 68.67 69.47 8535 7294

- 82.11 52.60 89.46 68.07 77.80 74.01

Inference Model 83.85 52.72 90.07 69.45 79.87 75.19

Qwen3-8b BPO 82.75 53.12 86.96 70.03 79.11 74.39
FIPO 78.53 50.11 83.55 70.21 7372 71.22

MePO 84.38 54.68 91.12 71.12 83.08 76.88

Table 2: Performance comparison of prompt optimization methods across multiple datasets and inference models.
‘-> denotes the original unoptimized prompt. ‘Inference Model’ refers to using the inference model itself as the
optimizer (based on the instruction format in Fig. 11). Detailed BBH task-level results are provided in Appx.D.1.

three instruction-following benchmarks: Vicuna
Eval (Chiang et al., 2023), BPO-Test Eval (Cheng
et al., 2024), and Self-Instruct Eval (Wang et al.,
2023). Following Lu et al. (2025), we adopt 3-shot
for GSM8K, BBH, and PiQA, and zero-shot for oth-
ers, with instructions for answer extraction. Prompt
optimization is applied only to the test query, while
others remain unchanged.

Baselines We compare MePO with two state-
of-the-art local prompt optimization models:
BPO (Cheng et al., 2024) and FIPO (Lu et al.,
2025). We also use the inference model itself as
an optimization baseline, motivated by the inherent
alignment between a model and its own prefer-
ences, as leveraging an LLM’s natural capability to
refine prompts for itself better reflects its aligned
outputs (Xiang et al., 2025). We evaluate optimiz-
ers’ performance across seven inference model fam-
ilies: Qwen (Yang et al., 2024), Tulu (Ivison et al.,
2023), Gemma (Team et al., 2024), LLaMA (Tou-
vron et al., 2023), Vicuna (Zheng et al., 2023),
Deepseek (Guo et al., 2025) and GPT40 (Achiam
et al., 2023). Additional implementation details
and dataset descriptions are provided in Appx.D.

4.2 Main Results

We present the performance of each optimizer, in-
cluding our MePO, on different inference models.
The results across QA and math datasets, summa-
rized in Table 2, lead to the following conclusions:

Efficacy MePO consistently outperforms all base-

lines across datasets and task models, with aver-
age accuracy gains of 1% on Qwen2-7B, 2.37%
on Tulu2-7B, 2.34% on LLaMA2-7B, 2.86%
on Gemma2-9B and 1.69% on Qwen3-8B. No-
table improvements are observed on GSM8K with
LLaMAZ2-7B and Gemma2-9b (+4.17%, +3.31%),
ARC-Easy and BBH with Tulu2-7B (+4.5%,
+3.69%) and PiQA on Qwen3-8b (+3.21%).

Robustness Inference models often perform better
when the optimizer shares the same architecture, re-
flecting alignment with model-specific preferences.
For example, BPO (based on LLaMA?2) performs
better with LLaMA2-7B, while FIPO (based on
Tulu2) excels with Tulu2-7B. However, both opti-
mizers show misalignment when responding under
different architectures such as Gemma2, Qwen2
and Qwen3. Compared with inference model itself
as the optimizer, on GSM8K, the inference model
outperforms BPO by +2.2% (Gemma2), +1.63%
(Qwen2), and +3.11% (Qwen3), and surpasses
FIPO by +6.52% on Qwen3. On ARC-Easy, it
outperforms BPO by +0.33% (Qwen2) and +1.1%
(Qwen3), and FIPO by +0.73% (Gemma2) and
+5.32% (Qwen3). On PiQA, Qwen3 surpasses
BPO by +0.76% and FIPO by +6.15%. Both BPO
and FIPO fail to transfer effectively to Qwen3, with
average performance drops of 0.8% and 3.97%,
respectively. In contrast, MePO consistently out-
performs inference model optimization across all
datasets, indicating that its learned prompt mer-
its are broadly interpretable across architectures,



Model Method Vicuna Eval BPO-test Eval Self-Instruct Eval AWR
A B AWin Tie BWin AWin Tie BWin AWin Tie BWin
GPT-40 MePO - 317 619 64 320 610 7.0 475 500 25 +31.8
MePO Inference 25.0 635 115 300 535 165 438 537 25 +22.8
MePO BPO 234 619 147 285 540 175 413 551 3.7 +19.1
MePO FIPO 242 623 135 225 620 155 300 650 5.0 +14.2
DeepSeek-R1  MePO - 7.5 86.1 6.4 370 580 5.0 312 525 163 | +16.0
MePO Inference 27.8 663 5.9 165 710 125 207 550 243 +7.4
MePO BPO 198 730 72 185 71.0 105 325 600 75 +15.2
MePO FIPO 16.7 766 6.7 260 60.0 14.0 31.3 600 87 +14.9
Qwen-7B-chat MePO - 527 123 350 545 235 225 60.0 150 250 | +28.2
MePO Inference 47.2 123 405 540 135 325 463 249 288 | +15.2
MePO BPO 51.2 233 255 512 63 425 590 6.0 350 | +19.5
MePO FIPO 452 323 225 490 11.8 392 499 114 387 | +14.6
Vicuna-7B MePO - 56.8 107 325 590 95 315 61.3 87 300 | +27.7
MePO Inference 488 187 325 565 125 310 46.3 237 300 | +194
MePO BPO 42,0 183 397 510 120 37.0 488 225 28.7 | +12.1
MePO FIPO 369 333 298 665 150 185 53.8 125 337 | +25.1

Table 3: Win-rate evaluations of MePO prompt compared with raw prompt (*-’), prompt optimized by inference
model (‘Inference’), BPO prompt and FIPO prompt. AWR denotes the change in win rate compared to the baseline.

demonstrating both robustness and strong general-
ization capability.

Further results on DeepSeek models and signifi-
cance tests are in Appx. E.3-E.7.

4.3 Instruction-following Dataset Evaluation

To more accurately evaluate alignment quality, we
assess three instruction-following datasets across
four widely used inference models: GPT-4o,
DeepSeek-R1, Qwen—7B—Chat7, and Vicuna-7B3.
We compare MePO with three optimizers: the in-
ference model itself, BPO, and FIPO. All com-
parisons are scored by GPT-4o to ensure consis-
tency and high-quality preference judgments, fol-
lowing Liang et al. (2024).

As shown in Table 3, MePO outperforms all
compared methods across all datasets. Even for
powerful inference models such as GPT-40 and
DeepSeek-R1, the clear, merit-aligned structure
of MePQ’s optimized prompts leads to further im-
provements. The results also suggest that stronger
models can benefit from prompt optimization, as
their superior generation capabilities enable them
to better leverage high-quality prompts. Additional
comparisons with POIR are provided in Sec. E.6.

4.4 Ablation Study: Training Ablation

As shown in Table 1, we retain 25.5k Alpaca and
10k BPO samples by discarding cases where merit-
guided prompts fail to outperform their raw coun-
terparts. This ensures MePO is trained only on reli-
ably successful examples, promoting robust learn-
ing of merit application.

To isolate the effect of learning, we compare
MePO with a training-free baseline where the in-

"https://huggingface.co/Qwen/Qwen-7B-Chat
8https://huggingface.co/lmsys/vicuna-7b-v1.5

Task Model ~ Optimizer ARC-E ARC-C GSM8K BBH PiQA Avg.
Qwen2-7b Training Free ~ 82.79 68.17 81.52 5293 8232 7355
MePO 83.33 68.52 83.12 5435 8346 74.56

Tulu2-7b  Training Free ~ 49.58 34.30 3293 4096 72.60 46.22
-dpo MePO 55.05 38.14 3518 4325 73.60 49.04
LLaMA2-  Training Free  36.91 30.55 2523  39.88 53.10 37.13
7b-chat-hf MePO 39.86 31.74 2942 4197 5533 39.66
Gemma2-9b Training Free ~ 91.33 48.32 67.17 66.23 85.00 71.61
MePO 92.30 48.89 68.67  69.47 8535 72.94

Qwen3-8b Training Free ~ 83.63 54.57 89.84  70.82 82.54 76.28
MePO 84.38 54.68 91.12 7112 83.08 76.88

Table 4: Comparison between training-free prompts and
MePO. Detailed BBH results are in Appx.D.1.

ference model itself rewrites raw prompts using
static merit-guided templates (Fig. 14), and then
generates responses from the rewritten prompts.
This comparison tests whether learning to apply
merits is more effective than applying them heuris-
tically. As shown in Table 4, MePO outperforms
the training-free approach across all datasets and
model backbones. The average accuracy improves
by 1.01%, 2.38%, 2.53%, 1.33%, and 0.6% on
Qwen2, Tulu2, LLaMA2, Gemma2 and Qwen3,
demonstrating the value of end-to-end optimiza-
tion over training-free prompting.

4.5 Ablation Study: Merit Ablation

To assess the contribution of each merit proposed
in Sec. 2, we conduct an ablation study targeting
four designed merits under the training-free setup:
(1) Clarity, (2) Precision, (3) Concise CoT, and (4)
Preservation. We evaluate on ARC-Easy, ARC-
Challenge, GSM8K, and PiQA under Qwen2-7B
and Vicuna under Qwen-7B-Chat.

As shown in Table 5, all MePO variants outper-
form the raw prompts, demonstrating the overall
effectiveness of merit-driven optimization. The
removal of Clarity (MePO_wol) and Precision
(MePO_wo2) results in the most significant per-
formance drops, consistent with Fig.2, where these
merits were most frequently associated with ad-


https://huggingface.co/Qwen/Qwen-7B-Chat
https://huggingface.co/lmsys/vicuna-7b-v1.5

Optimizer ARC-E ARC-C GSMS8K PiQA Avg. | Vicuna (AWR)
- 80.68 65.19 76.88 80.20 75.74 -
MePO 82.79 68.17 81.52  82.32 78.70 335
MePO_wol  80.01 66.21 77.58 80.52 76.08 12.5
MePO_wo2  82.03 68.00 77.03 80.25 76.83 15.0
MePO_wo3  81.31 67.32 81.27 81.18 77.77 21.3
MePO_wo4  81.48 67.66 80.82 81.50 77.87 27.5

Table 5: Merit Ablation. MePO_wo1-MePO_wo4 each
remove one merit while keeping the others. All variants
follow the template in Fig.14, excluding the targeted
merit. “-” corresponds to the original dataset prompts
without any optimization. In Vicuna comparison, we
evaluate the A Win Rate between MePO variants and
without optimization.

vanced LLMs-identified “good prompts”.

Notably, removing Concise CoT (MePO_wo3)
has minimal impact, even on GSMB8K, suggesting
that when prompts are already clear and precise,
LLMs can reason effectively without explicit CoT
prompting. This also helps explain why LLMs
sometimes fail on raw prompts but succeed with
CoT: the benefit of CoT may stem not from added
reasoning capacity but from clarifying vague inputs.
When clarity and precision are provided directly,
CoT prompting becomes less necessary.

4.6 Further Analyses

More in-depth analyses are in Appx.E, includ-
ing downward compatibility with weaker LLMs
(E.1), upward compatibility with larger LLMs
(E.2), newly released LLM comparison (E.3), in-
terpretability and examples of MePO (E.4), dataset
ablation studies (E.5), POIR comparison (E.6), sig-
nificant test (E.7), online-based meta-prompts com-
parison (E.8); and iterative optimization (E.9).

5 Related Work

Automatic Prompt Optimization (APO) provides
a practical alternative to fine-tuning by optimizing
prompts (Yang et al.; Zhu et al., 2023). Beyond
exploration-based methods search over predefined
prompt pools (Ma et al., 2023; Shi et al.), recent
works favor discrete exploitation-based methods
that directly generate or revise prompts without
relying on the quality of initial pools, making them
more flexible and better suited for generative tasks
beyond fixed-answer classification.

Online-Based Discrete APO Several works per-
form discrete prompt optimization using high-
capacity, API-based LLMs as optimization models.
For example, Zhou et al. (2022) use InstructGPT;
Wang et al. (2024); Guo et al. (2024); Pryzant et al.
(2023) rely on GPT-3.5; Xiang et al. (2025) adopt
Claude 3.5; and Yuksekgonul et al. (2024) utilize

GPT-40. While effective, these approaches depend
on proprietary APIs, introducing practical concerns
around cost, inference latency, and privacy risks.

Local Discrete APO Locally trainable prompt
optimizers have been explored for general use.
FIPO (Lu et al., 2025) trains a Tulu2-based model
using a GPT3.5/4-generated dataset. BPO (Cheng
et al., 2024) uses a LLaMA-based optimizer
trained on ChatGPT-optimal prompts. POIR (Liang
et al., 2024) implicitly trains a lightweight PO
using model self-reasoning and self-evaluation.
MAPO (Chen et al., 2023) adopts a model-adaptive
strategy with GPT-3.5-generated prompts but is
task-specific, limiting generalization. In contrast,
our model uses explicit merit-guided prompts from
a lightweight LLM to enable a high-performance,
locally deployable task-agnostic optimizer.

Prompt Merits Exploration To improve prompt
quality, Arora et al. show that prompts in open-
ended QA formats outperform restrictive ones. Wei
et al. (2022) introduce intermediate reasoning steps
in prompts. Zhou et al. (2023) propose decom-
posing prompts into simpler subcomponents. Be-
sides, several studies provide design principles
for prompt optimization (Bsharat et al., 2023; Ye
et al., 2024). However, these merits are largely
proposed heuristically and validated through down-
stream experiments, leading to inconsistencies in
perspective. In contrast, we derive prompt merits
by prompt-response empirical analysis, grounding
them in measurable improvements.

6 Conclusion

In this work, we introduce MePO, a lightweight,
locally deployable prompt optimization model
trained under a merit-guided preference frame-
work. Empirical analyses are conducted to discover
prompt merits—clarity, precision, and concise
chain-of-thought—that contribute to high-quality
prompts, resulting in a prompt preference dataset
proposed using the lightweight LLMs. Experi-
mental results show that MePO not only generates
structurally clear and precise prompts, but also ex-
hibits strong downward and upward compatibility,
maintaining robust performance across variously
scaled inference models. Our findings demonstrate
that, with well-defined optimization merits, even
lightweight LLMs can serve as effective prompt
optimizers—enabling scalable, cost-efficient, and
privacy-friendly deployment in real-world settings.



7 Limitations

While MePO demonstrates strong performance
across diverse tasks and model scales, several limi-
tations remain: (1) Lack of Interactive Feedback:
MePO currently operates as a one-shot prompt opti-
mizer, without incorporating iterative signals from
users or inference model feedback. In real-world
deployments, both user interactions and model re-
sponses can provide valuable guidance for contin-
ual prompt refinement. Integrating MePO into an
interactive, feedback-driven optimization loop re-
mains a promising direction for future work. (2)
Limited Model Adaptation: Although MePO ex-
hibits robustness across different inference mod-
els, further gains may be possible by aligning the
base architectures of the optimization and infer-
ence models. While our results show that MePO
performs well even under architectural mismatch,
explicitly training model-adaptive optimizers could
improve performance by leveraging shared internal
representations.
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A Empirical Study: Prompt Optimization
Across Model Scales

A.1 Evaluating GPT-4 Optimized Prompts on
Smaller Inference Models

To evaluate the downward compatibility of large-
scale optimization models with lightweight infer-
ence models, beyond the results shown in Fig. 1(a),
we conduct additional experiments that yield irrele-
vant responses.

We adopt the optimized prompts from Lu et al.
(2025), which are derived from a GPT-4 optimiza-
tion dataset and used to train a Tulu2-70B-DPO
model. We then evaluate the effectiveness of these
prompts on smaller inference models (LLaMA2-
7B and Tulu2-7B-DPO) by generating responses
and scoring them with DeepSeek-R1 (see Fig. 13
for scoring setup).

LLaMAZ2-7B-chat-hf Response:

"Sure, here’s a traditional haiku about the ocean:
Waves roll in, peaceful

Soothing sounds, endless blue

Lullaby of sea

In this haiku, I wanted to capture the peaceful and
soothing quality of ocean waves, much like a lul-
laby. The image of waves rolling in and out of
the shore is a common one in haiku poetry, and
I wanted to emphasize the sense of endlessness
and tranquility that it evokes. The use of the word
‘peaceful’ in the first line sets the tone for the rest
of the poem, and the image of ‘endless blue’ in the
second line conveys the vastness and depth of the
ocean. The final line, ‘Lullaby of sea,’ adds a sense
of melody and rhythm to the poem, which is fitting
given the soothing nature of ocean waves."
DeepSeek-R1 Evaluation: The response does not
include irrelevant content, but the additional ex-
planatory text is somewhat unnecessary for the
task.

Tulu2-7B-DPO Response:

"Haiku is a traditional form of Japanese poetry that
consists of three lines with a syllable pattern of 5-
7-5. It is a concise and evocative form that aims
to capture a moment or emotion in a few words. A
lullaby, on the other hand, is a song that is typi-
cally sung to put children to sleep. It often has a
soothing and calming melody, and the lyrics are
usually simple and repetitive.Here’s my traditional


https://arxiv.org/abs/2407.10671
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https://openreview.net/forum?id=Hz4BYVY8YM
https://openreview.net/forum?id=Hz4BYVY8YM
https://openreview.net/forum?id=Hz4BYVY8YM
https://openreview.net/forum?id=Hz4BYVY8YM
https://openreview.net/forum?id=Hz4BYVY8YM
https://openreview.net/forum?id=WZH7099tgfM
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haiku about the ocean:

Gentle ocean waves

Crash upon the shore in peace

Lullaby of the sea

In this haiku, I've captured the peaceful and sooth-
ing quality of ocean waves, as they gently crash
upon the shore. The repetition of the "ocean waves"
phrase in the first and third lines creates a sense
of continuity, emphasizing the endless cycle of the
ocean’s"

DeepSeek-R1 Evaluation: High accuracy in the
haiku itself but a minor deduction for the slightly
off-topic preface.

These examples show that prompts crafted by
powerful optimization models may not be directly
interpretable by smaller models due to verbosity or
overly rich CoT structure, leading to unnecessary
or off-topic outputs.

A.2 Evaluating Lightweight LLMs with
Complex Optimization Algorithms

We evaluate whether lightweight LLMs can follow
optimization instructions designed for advanced,
large-scale models. Specifically, we adopt the
Differential Evolution (DE) algorithm from Guo
et al. (2024), which uses EvoPrompt instructions
to guide prompt generation. We provide both the
EvoPrompt prompt and the DE-generated optimal
prompt as input to lightweight LLMs, and compare
their quality using DeepSeek-R1 (see Fig. 5).

As shown in Fig. 1(b), DeepSeek-R1 evalua-
tions report that the EvoPrompt prompt is “clearer
and more structured,” directly aligning with the
task, while the prompt generated by the lightweight
LLM “introduces unnecessary steps that may dis-
tract from the core goal.” These results indicate
that GPT-3.5, as used in EvoPrompt, produces
higher-quality prompts than those generated by
LLaMA-3.2-3B or Tulu2-7b-dpo under the same al-
gorithm—suggesting that lightweight LLMs strug-
gle to serve as effective optimizers when guided by
complex optimization instructions.

Evaluating Merits-Guided Prompt Optimiza-
tion with Lightweight LLMs. We further test
whether lightweight LLMs can act as effective
optimization models when guided by clear, inter-
pretable merits. Using the Basic Prompt from Guo
et al. (2024), we apply our proposed merit-based
instruction (see Fig. 14) to generate optimized
prompts. We then evaluate the difference between
Basic and Optimized Prompts using DeepSeek-R1
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with the pairwise setup shown in Fig. 9. The same
evaluation is conducted with GPT-40 under the
same setup, and it produces consistent results, con-
firming that the merit-guided prompts generated by
lightweight LLMs outperform the Basic Prompt in
quality.

These studies collectively show that lightweight
LLMs struggle with vague or complex optimization
instructions but can perform competitively when
provided with structured, merit-aligned guidance.

B Identifying Effective Prompt Merits via
Comparative Evaluation

To systematically analyze effective prompt charac-
teristics, we conduct comparative evaluations. All
experiments are implemented using the lightweight
LLM M,er (Qwen2.5-7B-Instruct), which serves as:
(1) the merit-guided prompt optimization model,
(2) the inference model, and (3) the prompt rewrit-
ing model. Below are the details for each evalua-
tion step.

Prompt Rewriting. We begin by using a rewrit-
ing prompt (shown in Fig. 6) to generate multiple
reformulations of each raw question. Specifically,
five rewritten versions are produced for each input
prompt to preserve diversity. Below is an exam-
ple from the Alpaca dataset, where the raw prompt
results in an incorrect response, while Rewrite 1
and Rewrite 2 yield correct answers under the same
inference model:

Raw: What does DNA stand for?

Rewrite 1: Can you tell me what the acronym
DNA represents?

Rewrite 2: What is the full form of DNA?

Prompt Effectiveness Evaluation. To evaluate
prompt quality at the prompt level (i.e., indepen-
dent of response content), we design a comparison
prompt that asks DeepSeek-R1 to assess which
of the two prompt variants is better and explain
why, as illustrated in Fig. 8. The summarized fea-
tures provided by DeepSeek-R1 are then collected
for merit discovery. Below presents two examples
from DeepSeek’s evaluations, highlighting which
prompt was preferred and why, along with the as-
sociated merit types.

Example 1

DeepSeek Evaluation:

###Explicit Guidance: The Golden
Prompt provides a clearer direction by
specifying the focus on "the importance



of customer service," which helps the re-
sponder structure their thoughts around a
central theme rather than a vague topic.

###Contextual Richness: By emphasiz-
ing "the importance," the Golden Prompt
encourages the responder to include rea-
sons, examples, or impacts, leading to a
more substantive and engaging tweet.

###Engagement Potential: The Golden
Prompt is more likely to generate a tweet
that resonates with readers, as discussing
"importance" naturally invites the respon-
der to highlight value or benefits, making
the content more compelling and share-
able.

In contrast, the Sliver Prompt ("Craft
a tweet regarding customer service ex-
periences") is too broad and could lead
to generic or unfocused responses, such
as simple complaints or praises without
deeper insight.

Example 2
DeepSeek Evaluation:

###Precision in Terminology: The
Golden Prompt uses the more accurate
linguistic term "form" instead of "conju-
gation," which is more appropriate for
discussing verb structures in English
grammar.

###Clarity of Focus: By placing the verb
phrase in quotation marks ("will have
helped"), it clearly identifies the exact
linguistic element to be analyzed, reduc-
ing ambiguity.

###Technical Accuracy: The phrasing
aligns better with grammatical analysis,
as "form" encompasses tense, aspect, and
mood, which are all relevant to "will have
helped" (future perfect tense).

###Conciseness: It removes the unneces-
sary framing of "Identify the conjugation
of the verb:" and gets straight to the point,
making it more efficient for analysis.

Prompt Preference Judgement. We use a
prompt template (see Fig. 9) to conduct direct pair-
wise comparisons between two prompts, with judg-
ments provided by DeepSeek-R1. The positions
of the prompts are randomly assigned to mitigate
positional bias.
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Response Scoring. The quality of the model’s re-
sponse to each prompt is evaluated using DeepSeek-
R1. The scoring template is displayed in Fig. 13,
inspired by Yang et al. (2025).

Prompt Optimization. The prompt template
used to refine raw prompts into merit-guided opti-
mized versions is shown in Fig. 14.

C POP Dataset Construction, Evaluation
and Training Details

In dataset construction and prompt optimizer train-
ing, the lightweight LLM M, (Qwen2.5-7B-
Instruct) serves as: (1) the prompt degradation
model, (2) the inference model, (3) the merit-
guided prompt optimization model, and (4) the
base model for prompt optimization learning.

C.1 Human Annotator Evaluation Results.

Four human annotators evaluated 200 samples op-
timized from each of the Alpaca and BPO datasets
in our constructed POP dataset, assessing both
prompt-level and response-level quality. The re-
sults are shown in Table 6.

Alpaca BPO

. MePO . Raw  MePO . Raw

Prompt Win Rate Win Tie Win Win Tie Win
HE1 389% 419% 192% 754% 21.6% 3.0%
HE2 718% 12.6% 15.6% 71.2% 162% 12.6%

HE3 88.0% 9.0% 3.0% 809% 9.6% 9.5%
HE4 59.6% 18.7% 21.7% 583% 29.1% 12.6%

. MePO . Raw  MePO . Raw

Response Win Rate Win Tie Win Win Tie Win
HE1 54.8% 29.1% 16.1% 59.6% 9.1% 313%

HE2 658% 12.6% 21.6% 843% 12.6% 3.0%
HE3 778% 12.6% 9.6% 75.0% 12.5% 12.5%

HE4 628% 15.6% 21.6% 712% 192% 9.6%

Table 6: Human evaluation results on the POP

dataset. Each human evaluator (HE;) compares MePO-
optimized prompts against raw prompts on samples
from the Alpaca and BPO datasets.

We also ask the four annotators to select one or
more merits for each preferred prompt and report
their preferences based on the selected merits. The
merit recognition results are presented in E.5.2.

C.2 Dataset Evaluation API Cost.

In our method, the primary cost arises from
dataset evaluation and filtering using DeepSeek-
R1 to assess prompt and response quality for con-
structing the (P_silver, P_golden, R_silver,
R_golden) tuples. The total DeepSeek-R1 to-
ken usage was: Input Cache Hit: 55,060,029; In-
put Cache Miss: 53,429,910; and Output Tokens:



29,892,599. The corresponding cost is approxi-
mately 40.67 USD. This usage occurred between
April 8 and May 1, 2025. Notably, DeepSeek of-
fered off-peak discounts during this period, which
may have affected the final token billing.

C.3 Dataset Under-performance Case
Analysis.

Although MePO prompts were preferred in most
cases, a small portion was disfavored during dataset
construction. We conducted an error analysis from
both human evaluation and DeepSeek evaluation
perspectives to understand the underlying reasons.

From the human evaluation side, annotators oc-
casionally favored simpler raw prompts, even when
MePO versions offered greater specificity.

BPO Example.

Raw Prompt (Preferred): If someone is having
second thoughts about something, what should I
tell him/her to calm down?

MePO Prompt: When someone is experiencing
second thoughts about a decision, provide reassur-
ance by emphasizing the following points clearly
and concisely: 1. Reiterate the positive aspects and
rationale behind the initial decision. 2. Highlight
past experiences where similar concerns were re-
solved positively. 3. Encourage reflective thinking
to identify specific reasons for the current doubt
and consider their validity. 4. Suggest taking a
brief break to regain perspective before making a
final judgment. 5. Remind them of their own ca-
pabilities and past successes in handling similar
situations. 6. Offer emotional support and valida-
tion of their feelings without dismissing them. By
guiding them through these steps, help them regain
confidence and make an informed decision calmly.
Alpaca Example.

Raw Prompt (Preferred): Compare the differ-
ences between a wooden and plastic baseball bat.

MePO Prompt: Identify and describe with pre-
cision the key differences in design, material prop-
erties, performance characteristics, and player
preferences between a traditional wooden baseball
bat and a modern plastic baseball bat, providing a
detailed comparative analysis.

These examples suggest a preference among
some annotators for brevity and clarity over elabo-
ration, particularly in straightforward tasks.

From the DeepSeek evaluation side, preference
differences arose from subtle distinctions in pre-
cision and phrasing naturalness. Representative
comments include:
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Comment 1. “Both prompts are very similar,
but ‘force on a 1 kg mass due to the gravitational
force’ is slightly more precise because it explic-
itly mentions the cause of the force (gravitational
force), which could help avoid any ambiguity.”

Comment 2. “##Prompt 2## is slightly bet-
ter because it is more concise and direct, while
still clearly conveying the task. The instruction
‘Rewrite the following sentence in a more formal
way’ is straightforward and leaves no ambiguity.
##Prompt 1## is also clear but slightly more ver-
bose without adding value.”

Comment 3. “Prompt 2 is more concise and
direct, which is generally better for eliciting a
straightforward answer. Prompt 1’s request for
a ‘step-by-step explanation’ is unnecessary for a
simple fact like this, and may lead to overly verbose
responses.”

In sum, these cases highlight that optimized
prompts, while generally preferred, may underper-
form when verbosity outweighs clarity or when
evaluators favor conciseness in simple tasks.

C.4 Prompt Degradation.

To simulate noisy user inputs—such as “how can
i go fr sigapor?”—we degrade 10% of the raw
prompts from the Alpaca and BPO datasets using
a base model. The prompt used for degradation
is shown in Fig. 7. Below is an example from the
Alpaca dataset:

Raw: Describe the atmosphere at the beach.
Degraded: describ the atmossphre at the bheach.

C.5 DPO Input Construction.

To train MePO under the DPO objective, we formu-
late each training instance using the format shown
in Fig. 10, where S_P is the silver (unoptimized)
prompt Pjjver, S_R is its corresponding response
Riiyer, and G_R is the preferred response Rgolden-

C.6 Training Configuration.

We fine-tune MePO based on Qwen2.5-7B-
Instruct’> using 4 NVIDIA RTX A5000 GPUs.
Each input instruction z is truncated or padded
to 2000 tokens. Training hyperparameters and cost
are summarized in Table 7.

D Dataset Information and Experimental
Implementation

We evaluate MePO on question-answering, math,
and instruction-following benchmark datasets:



Qwen2.5-7b-instruct

Nodel 1
Per_GPU_batch 1
Accumulations 4

Epoch=2, Seq Len=2048,
Ir=1e-6, beta=0.01,
HyperParams Top P=0.95,
Temperature=0.8,
loss type="sigmoid’,
Train (2 epoch) 1.5 day

Table 7: Training setup and hyperparameters used for
fine-tuning MePO.

* ARC’: A grade-school science QA bench-
mark divided into ARC-Easy (2,376 ques-
tions) and ARC-Challenge (1,172 questions).

* GSMSK'?: A dataset of 1,319 grade-school
math word problems requiring free-form an-
swer generation.

« BBH'!': A suite of 25 complex reasoning tasks
from BigBench.

» PiQA'%: A multiple-choice dataset assessing
commonsense physical reasoning, with 1,838
questions.

s Vicuna Eval'’: An instruction-following
dataset with 80 diverse questions across 8
categories. The optimization part is the
instruction.

» BPO-Test Eval*: A 200-sample split from
the BPO dataset. We optimized the prompt
part in the dataset.

* Self-Instruct Eval'*: A human evaluation
benchmark with 252 expert-written, user-
oriented instructions based on real-world use
cases. We optimize the instruction part and
leave the input part unchanged.

Evaluation Protocol. GSMSK, PiQA, and BBH
are evaluated in a 3-shot setting to facilitate an-
swer extraction, while all other datasets are eval-
uated in a zero-shot setting. For consistency, all

9https://huggingface.co/datasets/allenai/aiZ_
arc
Yhttps://huggingface.co/datasets/openai/gsmsk
11https://huggingface.co/datasets/lukaemon/bbh/
12https://huggingface.co/datasets/ybisk/piqa
13https://huggingface.co/datasets/
zhengxuanzenwu/vicuna-eval-with-gpt4
14https://huggingface.co/datasets/
HuggingFaceH4/self-instruct-eval

BBH tasks are reformatted into multiple-choice
format, except for multistep_arithmetic_two,
object_counting, and word_sorting, which re-
tain their original formats. PiQA, which in-
cludes two-solution questions, is also converted
to multiple-choice format.

Unlike previous Qwen and LLaMA evalua-
tions (Yang et al., 2024; Grattafiori et al., 2024),
which select the option (e.g., A, B, or 1, 2) based
on the highest next-token logit probability, we ex-
tract the answer from the model’s generated reason-
ing. Specifically, we use format-specific instruc-
tions—e.g., for zero-shot ARC: “Reply with the
answer option starting with ##, like ##A, ##B, ##C,
or ##D”—and extract the answer that follows the
## marker in the response. This approach better
reflects the model’s reasoning ability during answer
selection.

Prompt Templates. Fig. 12 illustrates the
prompt formats used for GSM8K, PiQA, and ARC.
For BBH, multiple-choice tasks follow the PiQA
format, with in-context examples prepended to the
test query along with the corresponding golden
answers. Math-related tasks in BBH adopt the
GSMB8K format.

Baseline Implementations. We compare MePO
with two state-of-the-art prompt optimizers. The
prompt instructions used for inference models
(Qwen2-7b'3, Tulu2-7b-dpo'®, LLaMA2-7b-chat-
hf!”, Gemma2-9b'3, and Qwen3-8b'?) serving as
prompt optimizers are shown in Fig. 11. Details of
the baselines are as follows:

* FIPO is trained on Tulu2-70B-DPO?’, using a
GPT-3.5/GPT-4-generated preference dataset
focused on chain-of-thought reasoning.

e BPO is trained on LLaMA2-7B?!, with a
dataset built from human-preferred prompts
optimized by GPT-3.5.

All optimization models, including MePO, are
loaded in 8-bit precision for prompt generation. In-
ference models are run in 4-bit mode with a genera-
tion length below 512 to reduce memory overhead.

15https://huggingface.co/Qwen/Qwen2—7B
Yhttps://huggingface.co/allenai/tulu-2-dpo-7b
"https://huggingface.co/meta-1lama/
Llama-2-7b-chat-hf
Bhttps://huggingface.co/google/gemma-2-9b
Yhttps://huggingface.co/Qwen/Qwen3-8B
Phttps://huggingface.co/Junrulu/
FIPO-IPL-IPO-Tulu2-70B
https://huggingface.co/THUDM/BPO
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D.1 BBH Experimental Results

Detailed results for the 25 BBH tasks are presented
in the following tables: Table 8 (raw prompts), Ta-
ble 9 (optimized by the inference model), Table 10
(training-free merit-guided optimization), Table 11
(BPO), Table 12 (FIPO), and Table 13 (MePO).

E Further Studies

In this section, we conducted more detailed experi-
ments and case studies to analyze the effectiveness
of MePO.

E.1 Case Study: Downward Compatibility

FIPO shows performance degradation compared
to the inference model optimizer on LLaMA2-7b
(-0.5% on ARC-Easy, -0.08% on ARC-Challenge)
in Table 2. As FIPO is a 70b optimizer trained on
prompts optimized by GPT-4, its outputs may be
too complex for smaller inference models to inter-
pret, indicating a lack of downward compatibility.

To further analyze the downward compatibil-
ity of optimization models, we evaluate perfor-
mance using three inference models: LLaMA3-8b-
Instruct??, LLaMA-3.2-3B-Instruct®> and LLaMA-
3.2-1B-Instruct®*.

As shown in Table 14, both BPO and FIPO expe-
rience notable performance drops when paired with
lightweight inference models. For example, under
LLaMA3-8B-Instruct, BPO drops by 1.14% on
ARC-Easy, while FIPO drops by 2.90% on ARC-
Easy and 1.13% on GSMS8K. The degradation is
more pronounced under LLaMA3.2-3B-Instruct,
where BPO drops by 3.41% (ARC-Easy), 5.01%
(ARC-Challenge), 6.29% (GSMS8K), and 2.23%
(PiQA). Similarly, under LLaMA3.2-1B-Instruct,
FIPO drops by 3.60% (ARC-Easy), and BPO by
4.39% (GSMS8K). Both methods also show de-
graded performance on BBH with 3B and 1B mod-
els.

In contrast, MePO, while built upon a rela-
tively strong base model compared to LLaMA3-
8b (Qwen et al., 2025), consistently improves per-
formance across all datasets, with average gains of
4.31%, 1.19%, and 0.76% on the 8B, 3B, and 1B
models respectively, demonstrating strong down-
ward compatibility and robustness in low-resource

Zhttps://huggingface.co/meta-1lama/
Meta-Llama-3-8B-Instruct

23https://huggingface.co/meta—llama/Llama—3.
2-3B-Instruct

24https://huggingface.co/meta—llama/Llama—B.
2-1B-Instruct
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settings.

E.2 Case Study: Upward Compatibility

To evaluate MePQO’s upward compatibility, we ex-
amine whether its optimized prompts improve re-
sponse quality in large-scale inference models.

As shown in Table 15, applying MePO prompts
to larger inference LL.Ms consistently matches or
improves performance across all datasets. These
results demonstrate that MePO, despite being
lightweight, produces clear and concise reasoning
guidance that large-scale LLMs can effectively in-
terpret, highlighting its strong upward compatibil-
ity and potential for general applicability.

Error Analysis: For the accuracy drop on ARC
with LLaMA-3.3-70B, we found that MePo’s de-
tailed and clarifying prompts sometimes led the
model to attend to misleading keywords present in
incorrect options. Below are examples:

Example 1:

Raw: ‘A research scientist writes a paper on
the initial regrowth of a forest after a fire has dam-
aged the entire ecosystem. Which title would be
best for the paper?’ -> chosen answer: ’Secondary
Succession’ (Correct)

MePO: ‘Identify an appropriate title for a re-
search paper focusing specifically on the process
and characteristics of initial regrowth in a forest
ecosystem following a widespread fire event that
completely devastated the area.” -> chosen answer:
"Primary Succession’ (Incorrect)

Example 2:

Raw: ‘A student is investigating in which type
of soil a plant will grow best. Which should the
student measure to answer the question?’

MePO: ‘What specific measurements should a
student take to determine in which type of soil a
particular plant species grows optimally?’
Example 3:

Raw: ‘Which of these is the main source of the
electromagnetic energy we use?’

MePO: ‘What specifically is identified as the
primary origin of the electromagnetic energy com-
monly utilized in technological applications?’

However, a small human evaluation involving
20 participants from diverse backgrounds found
that all rated the MePO prompt as either better or
equally good in terms of clarity. This suggests
that the observed errors are not due to poor prompt
quality, but likely stem from internal attention or
reasoning mechanisms within the model.
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Qwen2 Tulu2-7b LLaMA2-7b LLaMA3-8b LLaMA2-13b LLaMA3.2-3b LLaMA3.2-1b Tulu2-70b LLaMA3.3-70b Gemma2

-7b -dpo -chat-hf -instruct -chat-hf -instruct -instruct -dpo -instruct -9b

date_understanding 44.8 30.8 28.8 31.6 42 25.6 272 62 60.8 51.6
disambiguation_qa 63.2 328 31.2 324 30 36.4 33.6 68.8 65.6 67.6
hyperbaton 75.6 48.4 48.4 48.4 48.4 51.6 48.4 78 87.6 852
logical_deduction_five_objects 49.2 224 18 28 332 24.4 19.6 50 58.8 62.8

logical_deduction_seven_objects 424 17.6 14.8 30 272 304 15.2 42.8 54.4 65
logical_deduction_three_objects 66.4 32.8 31.6 33.6 36.4 352 31.6 71.2 75.6 51.6
movie_recommendation 48 26.8 224 332 23.6 23.2 224 52.8 76.4 66.4
penguins_in_a_table 54.11 21.23 22.6 31.51 46.58 26.71 23.97 50.68 67.12 57.53

reasoning_about_colored_objects 47.6 324 32 16.4 29.2 30 16.4 46 51.6 30
ruin_names 372 24 30.8 352 272 41.6 284 66.8 512 45.6
salient_translation_error_detection 32 26.8 232 21.6 28 34 16.8 52 71.6 66.4
snarks 60.11 44.94 46.07 46.07 50.56 573 46.07 81.46 74.16 67.56

word_sorting 88 82.4 80 84 80 52 1.2 100 100 90
temporal_sequences 61.2 19.2 28.4 28.4 332 28 284 62 83.6 52.8

tracking_shuffled_objects_five_objects 28.4 19.2 20 20.8 30.8 20 20 17.2 40.4 30
tracking_shuffled_objects_seven_objects 13.2 24 14.4 13.6 22 11.2 12.8 13.6 18.4 28.8
tracking_shuffled_objects_three_objects ~ 27.2 29.2 24.4 26.8 49.2 30 30.8 28 312 45.6
causal_judgement 62.57 49.2 51.87 51.34 49.2 47.59 51.87 5348 79.68 87.17
formal_fallacies 54 52.8 532 53.6 524 51.6 532 52 772 54.4

navigate 57.6 53.6 42 41.6 41.6 41.2 42 52.8 572 81.2

web_of_lies 46.4 48.8 48.8 492 54 44.4 46.4 46.8 68.4 68.4
sports_understanding 70 50 46.4 70.4 54 53.6 432 45.6 66.8 68.4
boolean_expressions 34.8 56.8 524 54.8 512 48 54 304 62.8 64.8
multistep_arithmetic_two 33.6 12.4 9.6 36 14 46 16 16.8 85.6 75.2
object_counting 36 332 328 50.4 332 48.8 46.8 49.6 90 71.2

Table 8: Results of raw BBH dataset across the evaluated inference models.

Qwen2 Tulu2-7b LLaMA2-7b LLaMA3-8b LLaMA2-13b LLaMA3.2-3b LLaMA3.2-1b Tulu2-70b LLaMA3.3-70b Gemma2 Qwen3 DeepSeek DeepSeek

-7b -dpo -chat-hf -instruct -chat-hf -instruct -instruct -dpo -instruct -9b -8b -Qwen3  -LLaMA3
date_understanding 44.8 308 28.8 316 42 25.6 272 62 60.8 51.6 58 328 60.4
disambiguation_qa 63.2 328 312 324 30 364 336 68.8 65.6 67.6 67.6 56 56
hyperbaton 75.6 48.4 484 484 48.4 51.6 484 78 87.6 852 90.8 86.4 58
logical_deduction_five_objects 49.2 224 18 28 332 244 19.6 50 58.8 62.8 62.8 352 40
logical_deduction_seven_objects 424 17.6 14.8 30 272 30.4 152 428 544 65 572 312 312
logical_deduction_three_objects 66.4 328 31.6 336 36.4 352 316 712 75.6 51.6 86 64.8 67.6
movie_recommendation 48 26.8 224 332 236 232 224 528 76.4 66.4 63.6 61.6 45.6
penguins_in_a_table 54.11 21.23 22.6 31.51 46.58 26.71 23.97 50.68 67.12 57.53 54.79 31.51 57.53
reasoning_about_colored_objects 47.6 324 32 16.4 29.2 30 16.4 46 51.6 30 47.6 37.2 46.4
ruin_names 372 24 30.8 352 27.2 41.6 28.4 66.8 51.2 45.6 74 53.6 39.6
salient_translation_error_detection 32 268 232 216 28 34 16.8 52 71.6 66.4 66.4 556 276
snarks 60.11 44.94 46.07 46.07 50.56 573 46.07 81.46 74.16 67.56 68.54 58.43 47.75
word_sorting 88 824 80 84 80 52 1.2 100 100 90 100 100 100
temporal_sequences 61.2 19.2 284 284 332 28 284 62 83.6 528 772 552 40
tracking_shuffled_objects_five_objects 28.4 19.2 20 20.8 308 20 20 172 404 30 36.8 152 46
tracking_shuffled_objects_seven_objects 132 24 14.4 13.6 22 11.2 12.8 13.6 18.4 28.8 30.4 14 24
tracking_shuffled_objects_three_objects 27.2 29.2 24.4 26.8 49.2 30 30.8 28 31.2 45.6 54.4 304 30
causal_judgement 62.57 49.2 51.87 51.34 49.2 47.59 51.87 53.48 79.68 87.17 6791 58.82 49.2
formal_fallacies 54 528 532 536 524 516 532 52 772 544 63.6 49.6 552
navigate 576 536 42 41.6 41.6 412 42 528 572 81.2 81.2 42 42
web_of_lies 46.4 48.8 48.8 49.2 54 44.4 46.4 46.8 68.4 68.4 50 45.6 47.2
sports_understanding 70 50 46.4 70.4 54 53.6 432 45.6 66.8 68.4 69.6 80.8 46
boolean_expressions 348 56.8 52.4 54.8 51.2 48 54 304 62.8 64.8 100 24.8 54
multistep_arithmetic_two 33.6 12.4 9.6 36 14 46 16 16.8 85.6 752 96.4 58.8 86
object_counting 36 33.2 32.8 504 332 48.8 46.8 49.6 90 712 76.8 58.8 66.4

Table 9: Results of the BBH dataset optimized by the inference model across the evaluated inference models.

- Qwen2-7b Tulu2-7b-dpo LLaMA2-7b-chat-hf LLaMA3-8b-instruct Gemma2-9b Qwen3-8b

date_understanding 55.6 36 34 48 60 58
disambiguation_qa 66 37.2 35.2 35.2 69.2 70.4
hyperbaton 78.4 50 48.4 49.6 86.8 93.6
logical_deduction_five_objects 55.6 25.2 19.2 34.8 73.8 73.8
logical_deduction_seven_objects 44 28.4 21.6 38.8 67.2 524
logical_deduction_three_objects 75.2 344 42.4 40.4 58 76.8
movie_recommendation 53.2 31.2 24.4 37.6 75.6 76.4
penguins_in_a_table 56.16 274 23.29 36.99 62.53 53.42
reasoning_about_colored_objects 50.8 34 35.2 20.8 30.8 58.8
ruin_names 38 284 40 39.6 46 73.2
salient_translation_error_detection 38.4 34 37.2 18.8 73.34 73.34
snarks 62.36 50 50.56 48.88 72.81 71.35

word_sorting 94.4 87.2 87.6 90 100 100
temporal_sequences 64.4 36.8 36.8 31.2 58.4 78.8
tracking_shuffled_objects_five_objects 29.6 384 34.8 33.2 32.8 40.4
tracking_shuffled_objects_seven_objects 14.4 24.8 23.2 14.4 25.2 30.4
tracking_shuffled_objects_three_objects 30 31.6 31.6 31.2 56.4 56.4
causal_judgement 55.08 52.41 51.87 52.41 92.57 75.82
formal_fallacies 54 54 54 52 65.2 70.2

navigate 57.2 58.8 432 424 88.8 88.4

web_of_lies 524 49.6 49.2 51.6 57.2 52.8

sports_understanding 76 64.8 49.2 79.6 78.8 84
boolean_expressions 41.6 60.4 53.6 50 72 100
multistep_arithmetic_two 41.2 12.6 12 41.6 84.4 93.2
object_counting 39.2 36.4 58.4 50.8 68 68.8

Table 10: Results of the BBH dataset optimized by training-free merit-guidance across the evaluated inference
models.
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Qwen2 Tulu2-7b LLaMA2-7b LLaMA3-8b LLaMA3.2-3b LLaMA3.2-1b Gemma2 Qwen3 DeepSeek DeepSeek

-7b -dpo -chat-hf -instruct -instruct -instruct -9b -8b -Qwen3  -LLaMA3

date_understanding 56.8 332 352 48.8 29.6 29.2 57.6 57.6 37.2 61.2

disambiguation_ga 63.2 34 34.4 40.4 444 34.4 64.8 64.8 66.4 58
hyperbaton 80 532 50 49.6 51.6 48.8 85.6 90.8 84.4 61.6
logical_deduction_five_objects 52.8 25.2 24 31.2 29.2 20.4 76.8 57.2 40.8 37.6
logical_deduction_seven_objects 46.4 28.8 19.2 35.6 24.8 152 70 56 37.2 30.8
logical_deduction_three_objects 78.4 328 45.6 392 34.8 32 54.8 832 724 80.4
movie_recommendation 61.2 228 24.4 37.6 23.2 26.8 75.6 72.8 62.4 54.4
penguins_in_a_table 54.11 23.97 23.29 36.3 29.45 23.97 60.85 56.16 26.71 73.29

reasoning_about_colored_objects 52.4 34 35.6 20.8 28.4 18 30.4 51.6 24.4 40
ruin_names 38.4 28 36.8 35.6 38 284 46 72 48.4 35.2
salient_translation_error_detection 384 27.6 35.2 21.2 33.6 18.8 71.2 72.4 42.8 17.6
snarks 66.85 53.37 53.37 48.88 53.93 46.07 70 7191 57.87 43.82

word_sorting 92.4 90 87.6 90 72 32 84 100 100 100
temporal_sequences 66.4 26.4 384 30.8 35.6 28.4 58 79.2 60.4 30.8
tracking_shuffled_objects_five_objects 29.6 29.2 31.2 34 20 19.6 31.2 40.4 15.6 17.2
tracking_shuffled_objects_seven_objects 14.4 28 23.2 152 14 13.2 28.8 30.8 14 15.6
tracking_shuffled_objects_three_objects 27.6 31.6 31.6 31.6 31.6 32 56.8 56.8 33.6 32.8
causal_judgement 53.48 50.8 52.04 52.94 52.94 51.87 79.14 74.33 48.13 56.68
formal_fallacies 52 532 54.14 54 524 532 62.8 69.2 532 532

navigate 59.6 58.4 44.8 48.4 44.8 42 85.6 85.6 432 42

web_of_lies 49.2 51.6 48.8 49.6 49.2 48.8 68.4 54 48.4 49.2

sports_understanding 76.4 61.2 532 74.8 552 45.6 75.6 80.8 84.4 46
boolean_expressions 45.6 63.6 55.6 53.2 50.4 54 64 100 37.6 53.6
multistep_arithmetic_two 36.8 10 17.6 372 46.8 16.8 80.4 96.4 63.6 89.6
object_counting 344 324 34.8 50 54.4 43.6 69.2 76.8 74 70.8

Table 11: Results of the BBH dataset optimized by BPO across the evaluated inference models.

Qwen2- Tulu2-7b LLaMA2-7b LLaMA3-8b LLaMA3.2-3b LLaMA3.2-1b Gemma2 Qwen3 DeepSeek DeepSeek

7b -dpo -chat-hf -instruct -instruct -instruct -9b -8b -Qwen3  -LLaMA3

date_understanding 55.2 384 29.2 36 30 272 58.4 57.6 56.4 58.8
disambiguation_qa 61.6 34.8 31.2 40.4 32 332 63.6 63.6 53.6 56.4
hyperbaton 78.8 332 48.4 60 52 48.4 94 90.8 74.8 632
logical_deduction_five_objects 50 21.6 22.8 34.4 23.6 20.4 73.6 57.2 432 50.8
logical_deduction_seven_objects 46.4 25.2 20.4 39.2 23.2 15.6 72.8 56 39.6 36.4

logical_deduction_three_objects 70.8 30.4 42 39.2 38.8 32 55.2 83.2 80.8 78
movie_recommendation 62 36.8 2397 31.6 344 24.4 72.8 72.8 544 42.8
penguins_in_a_table 54.11 36.3 2329 30.82 52.05 23.29 71.92 56.16 48.63 73.97

reasoning_about_colored_objects 50.8 31.6 33.2 24.8 25.6 16.4 40 51.6 31.6 32

ruin_names 46 344 36 38.8 40 292 46 72 49.2 40
salient_translation_error_detection 37.6 324 33.6 24.4 37.2 18.8 72.4 72.4 424 34.8
snarks 62.92 46.07 50.56 46.07 55.62 46.07 72.81 7191 55.06 4551

word_sorting 92.4 924 86.4 92 70 4.8 86.4 100 100 100
temporal_sequences 63.2 27.6 28.4 28.8 40 28.8 57.2 79.2 56.8 46.4
tracking_shuffled_objects_five_objects 31.2 24.8 32.4 36.8 20.8 20.8 27.6 40.4 19.2 16.8
tracking_shuffled_objects_seven_objects 16.8 25.6 24.8 14.4 14.4 16.4 24 30.8 13.2 12.8
tracking_shuffled_objects_three_objects 31.2 30.4 31.6 30.4 31.6 30.8 42 54.4 32.4 31.2
causal_judgement 62.57 53.48 51.87 51.34 55.08 5241 83.42 7433 61.5 57.22
formal_fallacies 532 54.4 54 52.4 53.2 532 65.2 69.2 56.4 532

navigate 59.2 60.8 42 46.4 53.2 42 74 85.6 43.6 42

web_of_lies 58.8 48 532 45.2 49.2 48.8 92 54 41.2 42
sports_understanding 81.2 66.4 47.26 71.6 55.6 46 80.8 96.4 71.6 57.6
boolean_expressions 39.6 58.8 53.6 61.2 39.6 54.4 74 100 38.8 52.4
multistep_arithmetic_two 16.4 11.6 17.2 39.6 244 16.4 832 96.4 25.6 31.6
object_counting 36.4 33.6 61.2 50.8 55.2 43.2 69.2 69.2 49.6 63.6

Table 12: Results of the BBH dataset optimized by FIPO across the evaluated inference models.

Qwen2 Tulu2-7b LLaMA2-7b LLaMA3-8b LLaMA2-13b LLaMA3.2-3b LLaMA3.2-1b Tulu2-70b LLaMA3.3-70b Gemma2 Qwen3 DeepSeek DeepSeek

-7b -dpo -chat-hf -instruct -chat-hf -instruct -instruct -dpo -instruct -9b -8b -Qwen3  -LLaMA3

date_understanding 57.77 36.4 35.6 49.2 524 34 31.2 50 64.8 62.8 56.8 49.2 63.6
disambiguation_qa 66.4 384 372 48.8 54.8 44.8 40.8 68.8 71.6 70.4 69.2 65.6 60.8
hyperbaton 81.6 54.4 504 50.4 54.4 56.8 48.4 62 90.8 87.6 91.2 872 62.8
logical_deduction_five_objects 58.8 272 244 472 42.4 30 236 52 66.8 778 778 43.2 45.6
logical_deduction_seven_objects 49.2 29.6 204 39.6 36.8 212 18.4 516 63.2 70.8 572 40 332
logical_deduction_three_objects 82 36.8 512 428 39.2 404 348 65.6 80.8 65.2 744 75.6 87.6
movie_recommendation 63.2 384 26.8 384 29.2 32 272 34 77.6 77.6 75.6 66 54.4
penguins_in_a_table 56.85 28.77 2534 38.36 54.79 31.51 2534 51.37 71.23 6227 57.53 52.05 76.03
reasoning_about_colored_objects 56.8 35.6 38 23.6 41.6 26 18.4 58.8 63.2 40 45.2 18 54.8

ruin_names 38 276 41.6 42 288 45.6 284 73.6 592 48 70.8 68.4 40
salient_translation_error_detection 432 36.8 38.8 28.8 312 39.2 236 548 72 744 744 49.6 304
snarks 67.42 53.37 5112 49.44 66.85 60.11 46.07 83.15 76.97 73.56 74.16 74.72 56.18

word_sorting 952 924 90 92 86.4 84 32 100 100 100 100 100 100
temporal_sequences 38 376 392 332 42 29.2 28.8 66.8 84.4 58.8 79.2 61.6 29.6
tracking_shuffled_objects_five_objects 312 39.6 332 352 328 204 232 21.2 28 332 404 24.8 152
tracking_shuffled_objects_seven_objects 152 30 26.4 16.4 28.4 18.8 152 18 304 29.2 30.4 15.6 13.6
tracking_shuffled_objects_three_objects 33.6 324 332 332 64.8 31.6 31.6 29.6 31.6 56.8 56.8 34 31.6
causal_judgement 49.2 56.68 51.87 5179 56.15 62.57 5241 59.36 80.21 95.24 78.07 64.17 54.55
formal_fallacies 512 572 54.8 532 528 532 532 592 832 66.4 76 56 532

navigate 61.6 588 44.4 44.8 48.4 472 42 60 424 88.4 88.8 42.4 42

web_of_lies 512 552 51.6 51.6 59.2 512 49.6 49.6 71.6 80 504 556 528
sports_understanding 77.6 67.2 54.8 772 61.2 58 46 49.2 75.6 86 84.4 84.4 45.6
boolean_expressions 484 61.2 54 544 54 528 55.6 36.4 66.4 77.6 100 42.8 60.4

multistep_arithmetic_two 45.6 14.4 14.4 41.2 16 576 18.4 18 84.4 85.6 96.4 78 90
object_counting 39.6 352 60.4 552 34 60.8 49.6 53.6 86.8 69.2 72.8 75.6 744

Table 13: Results of the BBH dataset optimized by MePO across the evaluated inference models.
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Inference Model Optimizer ARC-Easy ARC-Challenge GSMS8K BBH PiQA Avg.

- 46.72 41.31 72.02 3876 6556 52.87

Inference Model 52.02 42.32 7437 4097 67.19 55.37

LLaMA3-8b-instruct BPO 50.88 44.37 75.06  42.68 71.81 56.96
FIPO 49.12 44.97 7324 42,66 7556 57.11

MePO 55.01 51.88 78.01 4552 76.66 61.42

- 27.02 23.13 16.38  31.05 49.56 2943

Inference Model 28.79 24.23 20.24 3229 49.73 31.06

LLaMA3.2-1b-instruct BPO 27.99 24.04 15.85  31.77 49.89 2991
FIPO 25.19 23.55 21.30  31.72 50.27 3041

MePO 29.42 24.40 2146 3340 50.44 31.82

- 73.32 55.46 63.23 3755 6632 59.18

Inference Model 78.16 60.75 63.00 40.12 69.37 62.28

LLaMA3.2-3b-instruct BPO 74.75 55.74 56.71  40.01 67.14 58.87
FIPO 78.62 60.98 65.13  40.27 69.53 6291

MePO 79.55 61.43 65.66 43.56 70.29 64.10

Table 14: Downward compatibility: Response evaluation of optimizer in lightweight inference models.

LLaMA2-13b Llama-3.3-70B Tulu2-70b
-chat-hf -Instruct -dpo

- MePO - MePO - MePO
ARC-Easy 49.83 5593 95.03 9234 8047 85.23
ARC-Challenge 45.05 52,73 92.24 91.04 5887 60.49
GSMSK 2873 3597 91.74 9249 6141 64.67
BBH 39.49 46.74 6625 6825 51.63 53.07
PiQA 56.13 6099 87.87 8993 7775 80.14

Table 15: Response evaluation of MePO prompts in
larger LLMs. Detailed BBH results are in Table 8 and
13.

E.3 Case Study: Newly Released LLMs
Evaluation

To comprehensively evaluate MePO on recently re-
leased LLMs, we test MePO-optimized prompts un-
der two inference models: DeepSeek-R1-Qwen3-
8B, and DeepSeek-R1-LLaMA3.1-8B2°,

As shown in Table 16, MePO consistently out-
performs all baselines across all evaluated datasets,
even on the latest LLMs. In contrast, BPO and
FIPO show degraded performance, particularly on
GSMBSK, across all models. These results demon-
strate MePO’s robustness and broad applicability
across diverse LLM families.

E.4 Case Study: Interpretability of MePO

Prior work (Yang et al., 2023) notes that “the
length limit of the LLM context window makes
it hard to fit large-scale optimization problem de-
scriptions in the prompt”. For lightweight LLMs
with smaller parameter sizes and weaker mem-
ory, long or overly complex prompts can exceed

25https://huggingface.co/deepseek—ai/
DeepSeek-R1-0528-Qwen3-8B

26https://huggingface.co/deepseek—ai/
DeepSeek-R1-Distill-L1lama-8B
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their effective working memory, degrading perfor-
mance. Ying et al. (2024) further show that larger
models inherently improve memory retention and
instruction-following abilities, while lightweight
LLMs benefit more from concise, explicit, and
structurally clear prompts, qualities directly aligned
with the merits encoded in MePO. As noted in
Sec. 1, we observed that lightweight models often
struggle with verbose, instruction-heavy prompts,
but respond more effectively to clear and compact
inputs.

Together, these theoretical and empirical insights
guided the design of MePO: by prioritizing clar-
ity, specificity, and brevity, it produces prompts
that better match the processing characteristics of
lightweight LLMs, thereby improving their perfor-
mance.

E.4.1 Qualitative Analysis

To understand the effectiveness of MePO’s opti-
mized prompts, we conduct a qualitative analysis
on samples from the GSM8K dataset.

Example 1

Raw: Carla is downloading a 200 GB file. Nor-
mally she can download 2 GB/minute, but 40% of
the way through the download, Windows forces a
restart to install updates, which takes 20 minutes.
Then Carla has to restart the download from the
beginning. How load does it take to download the
file?

MePO: Carla is attempting to download a 200
GB file at a rate of 2 GB per minute. At 40% com-
pletion, her download is interrupted for 20 minutes
to allow for a Windows update installation. After
this interruption, she must restart the entire down-
load from the beginning. Calculate the total time


https://huggingface.co/deepseek-ai/DeepSeek-R1-0528-Qwen3-8B
https://huggingface.co/deepseek-ai/DeepSeek-R1-0528-Qwen3-8B
https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Llama-8B
https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Llama-8B

Inference Model Optimizer ARC-Easy ARC-Challenge GSMS8K BBH PiQA Avg.

- 79.09 46.90 75.66  49.53 59.79 62.19

Inference Model 80.35 48.80 77.18  51.86 60.99 63.84

DeepSeek-Qwen3-8b BPO 78.26 46.49 6543  51.08 63.66 6098
FIPO 77.30 44.98 63.38  49.58 60.88 59.22

MePO 83.75 48.42 79.68 5698 67.90 67.35

- 59.76 42.86 55.04  50.55 59.14 53.47

Inference Model 60.99 52.19 57.07 52.62 5936 56.45

DeepSeek-LLaMA3.1-8b BPO 61.21 45.29 4996  50.06 5637 52.58
FIPO 60.54 43.82 51.10 4878 5745 5234

MePO 62.47 48.60 5830 53.13 61.04 56.71

Table 16: Evaluation results on the lastest DeepSeek-R1 models.

required to complete the file download, including
the initial download time, the update interrup-
tion, and the subsequent restart.

Observation: The optimized prompt offers
clearer structure and explicitly outlines the three
components required for correct reasoning. This
clarity facilitates more accurate downstream re-
sponses.

Example 2

Raw: Shiela bought five cell phones for $150
each for a 3-month installment. A 2% interest will
be charged for each unit. How much will Shiela
pay each month for 3 months?

MePO: Shiela purchased five cell phones at
$150 each, with a 3-month installment plan that
includes a 2% total interest rate on each phone.
Calculate the total monthly payment Shiela will
make over the 3-month period, considering the in-
terest applied to each phone separately.

Observation: The raw prompt is ambigu-
ous—it’s unclear whether the 2% interest is
monthly or total. The MePO version resolves this
ambiguity by clearly specifying a 2% total interest
rate, enabling the model to reason correctly.
Conclusion: These examples illustrate how
MePO’s optimized prompts reflect our defined
merits—clarity, precision, and concise CoT guid-
ance—to reduce ambiguity and improve task per-
formance.

E.4.2 Merit-Level Evaluation

We further evaluate MePO’s interpretability by
prompting GPT-40 to assess merit-level improve-
ments across several examples.
Example 1

Raw Prompt: A glass of water at 110°F is
placed in a room next to a glass of water that is
50°F. The temperature of the room is 73°F at all
times. If the two glasses were left in the room
overnight, the temperature for both glasses of wa-
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ter the next day would be approximately

MePO Prompt: Describe the specific thermal
dynamics involved when placing two glasses of
water, one at 110F and the other at 50F, into a con-
sistently 73F room, and calculate the approximate
final temperature of both glasses after being left
there overnight.

GPT4o0 evaluation: The MePO prompt im-
proves on all four merits (1, 2, 3, 4). It enhances
clarity of expectations by clearly asking for both an
explanation of the thermal dynamics and a calcula-
tion of the final temperature. It improves precision
in request by using specific terms like "thermal dy-
namics" and "calculate final temperature.” It adds
concise chain-of-thought guidance by instructing
the responder to explain the process before calcu-
lating. Finally, it preserves original information by
fully retaining all key details from the raw prompt.
Example 2

Raw Prompt: Adaptive characteristics that help
dolphins survive life in the ocean include all of
these except

MePO Prompt: Identify specific adaptive char-
acteristics necessary for dolphins to survive in
oceanic environments, and specify which one
among the given options does not serve this pur-
pose.

GPT40 evaluation: The MePO prompt im-
proves on three merits (1, 2, 4). It enhances clarity
of expectations by explicitly instructing the respon-
der to identify the adaptive characteristics and point
out the incorrect one. It improves precision in re-
quest by clearly specifying the focus on "adaptive
characteristics necessary for survival" and high-
lighting the need to identify the exception. It pre-
serves original information by retaining the core
question about dolphin adaptations and the exclu-
sion task. Concise chain-of-thought guidance (3)
is not present, as the prompt does not introduce
reasoning steps or thought scaffolding.



Example 3

Raw Prompt: Josh decides to try flipping a
house. He buys a house for $80,000 and then puts
in $50,000 in repairs. This increased the value of
the house by 150%. How much profit did he make?

MePO Prompt: What is the specific profit Josh
made after purchasing a house for $80,000 and
spending an additional $50,000 on repairs, which
subsequently increased the house’s value by 150%?
Please calculate and provide the exact amount of
profit.

GPT4o0 evaluation: The MePO prompt im-
proves on three merits (1, 2, 4). It enhances clarity
of expectations by explicitly asking for the calcu-
lation and the exact amount of profit. It improves
precision in request by clearly detailing the pur-
chase price, repair cost, and percentage increase
in value, and by using targeted phrases like "spe-
cific profit" and "exact amount." It preserves orig-
inal information by fully retaining all numerical
details and contextual information from the raw
prompt. Concise chain-of-thought guidance (3) is
not present, as the prompt does not add reasoning
steps or intermediate guidance.

Example 4

Raw Prompt: Gunter is trying to count the jelly
beans in a jar. He asks his friends how many they
think are in the jar. One says 80. Another says 20
more than half the first one. A third says 25% more
than the first one. What is their average guess?

MePO Prompt: Provide specific numerical
guesses for each of Gunter’s friends regarding the
number of jelly beans in a jar: one friend estimates
80, another estimates 20 more than half of the first
estimate, and a third estimates 25% more than the
first estimate. Calculate each guess first and then
calculate the average of these guesses.

GPT4o0 evaluation: The MePO prompt im-
proves on three merits (1, 2, 3). It enhances clarity
of expectations by clearly asking the responder to
first calculate each friend’s guess and then com-
pute the average. It improves precision in request
by specifying the stepwise calculation: individ-
ual guesses followed by the average. It introduces
concise chain-of-thought guidance by breaking the
task into two explicit steps (calculate each guess,
then average), guiding the responder’s reasoning
process. Preserve original information (4) is also
present, as all numerical details and relationships
from the raw prompt are retained.

Conclusion: These merit-level evaluations vali-
date that MePO-generated prompts not only pre-
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serve task fidelity but also improve interpretability
through structured and clarified guidance.

E.5 Ablation Study
E.5.1 Degraded Data Ablation

We also investigate the effect of training MePO
with vs. without degraded user inputs. While down-
stream task performance remained similar, we ob-
serve clear advantages on realistic noisy queries.
Example:

User Input: how can i go fr sigapor?

MePO_withDegrade: What is the best method
for traveling from your current location to Singa-
pore?

MePO_withoutDegrade: Could you please pro-

vide more context or information about how to go
from SIGAPOR? (incorrect)
Conclusion: This illustrates the importance of
training on degraded prompts for real-world chat-
bot robustness, an aspect often overlooked in prior
prompt optimization work.

E.5.2 Annotator Study: Merit Recognition

We asked four human evaluators to examine 30
winning samples per dataset (BPO and Alpaca)
and mark whether the MePO prompt exhibited each
of the four defined merits. Annotators were told
which prompt was MePO vs. Raw.

Merit BPO Alpaca
HE1 HE2 HE3 HE4 HE1 HE2 HE3 HE4
Clarity 30 25 30 26 30 26 30 25
Precision 30 27 30 25 30 25 30 23
Concise CoT 18 16 18 20 15 20 23 16

Preservation 30 30 30 30 30 30 30 30

Table 17: Merit Recognition: HE1-HE4 denote human
annotator 1 to annotator 4.

According to the results in Table 17, we ask
annotators HE2 and HE4 to explain why certain
merits (e.g., clarity or precision) were marked as
absent. We find HEs occasionally marked ‘No’ for
clarity and precision when MePO added extra rea-
soning hits. Although the MePO prompt became
longer, annotators still perceived it as better overall,
because the added reasoning guidance was viewed
as beneficial despite making the prompt less con-
cise.

Example 1:

Raw: What are some methods I could use to
improve my aim in FPS games?

MePO: What specific techniques or strategies
can I employ to enhance my accuracy and preci-
sion in first-person shooter (FPS) games? Please



Model Method Vicuna Eval BPO-test Eval Self-Instruct Eval A WR
A B AWin Tie BWin AWin Tie BWin AWin Tie B Win
Qwen-7B-chat POIR 59.3 5.0 35.7 58.0 4.0 38.0 61.3 1.0 35.9 +23.6
MePO - 527 123 350 545 235 225 60.0 15.0 25.0 +28.2
POIR BPO 514 6.9 41.7 473 4.3 37.4 56.5 3.0 40.5 +11.9
MePO BPO 512 233 255 51.2 6.3 42.5 59.0 6.0 35.0 +19.5
Vicuna-7B POIR - 60.0 6.0 34.0 52.4 44 433 53.8 6.2 40 +16.3
MePO - 56.8 10.7 325 59.0 9.5 31.5 61.3 8.7 30.0 +27.7
POIR BPO 564 5.1 38.5 54.0 3.5 42.5 51.2 1.3 47.5 +11.0
MePO BPO 420 183 39.7 51.0 120 370 488 225 28.7 +12.1

Table 18: POIR comparison. The reported results from POIR are derived from its paper.

include detailed methods such as practice routines,
visual focusing exercises, and any other relevant
approaches that have been proven effective.
Example 2:

Raw: Please explain the difference between a
chemist and a chemical engineer.

MePO: Please provide a detailed comparison

between the roles and responsibilities of a chemist
and a chemical engineer, including their educa-
tional backgrounds, typical job functions, and areas
of expertise.
Conclusion: These findings confirm that annota-
tors valued the enhanced detail and guidance intro-
duced by MePO, even if it occasionally conflicted
with strict interpretations of brevity.

E.6 Case Study: POIR Comparison

POIR is a lightweight LLM-based prompt op-
timizer trained using the model’s implicit self-
reasoning and self-evaluation capabilities. As
POIR is a closed-source model, full experimen-
tal replication is not possible. Therefore, we com-
pare MePO against POIR on instruction-following
datasets using two inference models, Qwen-7B-
Chat and Vicuna-7B-Chat, based on the win rates
reported in POIR’s original paper.

As shown in Table 18, MePO consistently
achieves better performance compared to the win
rates reported for POIR.

For further clarity, we conducted a head-to-head
comparison on example prompts directly taken
from POIR’s Figure 4, using GPT-40 as an evalua-
tor. For each original prompt, we presented GPT-
40 with both the POIR-optimized prompt and our
MePO-optimized prompt, asking it to judge which
one is better and why.

Below are the detailed cases and GPT-40’s ver-
dicts:

Origin Prompt: Summarize the novel ’Pride and
Prejudice’ in three sentences.
POIR Prompt: Can you provide a concise sum-
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mary of the novel ’Pride and Prejudice’ by Jane
Austen, including the main characters and themes,
in three sentences or less?

MePO Prompt: Provide a specific summary
consisting of exactly three sentences for the literary
work "Pride and Prejudice," focusing solely on the
key plot points without including personal opinions
or additional details.

GPT4o evaluation: MePO is better because it
enforces stricter output control, aligns more closely
with the original task (which focuses purely on a
3-sentence plot summary), and minimizes LLM
drift into themes, character analysis, or opinions.
Origin Prompt: Come up with a tagline for a
fast-casual restaurant serving grilled cheese sand-
wiches.

POIR Prompt: Design a tagline for a fast-
casual restaurant that specializes in grilled cheese
sandwiches, and provide a brief expla- nation of
how the tagline reflects the restaurant’s concept and
target audience.

MePO Prompt: Create a concise and memo-
rable tagline specifically for a fast-casual restau-
rant that focuses on quickly preparing and serving
a variety of grilled cheese sandwiches to customers
seeking a convenient meal option.

GPT4o evaluation: MePO is better because it
stays tightly aligned with the original task (tagline
only), avoids unnecessary explanation, and keeps
the LL.M focused on producing a concise, memo-
rable tagline without distraction.

Origin Prompt: Can [ make cotton candy at home?
My kids would be very excited if I could make it at
home.

POIR Prompt: I'm interested in making cotton
candy at home, but I’'m not sure if it’s possible
or if it’s safe for my kids. Can you provide more
information on how to make cotton candy at home
and any safety precautions I should take?

MePO Prompt: What specific safety concerns
should be considered when attempting to make cot-



ton candy at home, and could you detail the step-
by-step process for creating cotton candy, including
any necessary equipment and potential risks to en-
sure both the quality and safety of the final product
for consumption by children?

GPT4o evaluation: MePO is better because it
explicitly structures the LLM’s response to cover
both detailed safety considerations and the step-by-
step cotton candy-making process, tightly aligning
with the original user concern about both feasibility
and child safety.

E.7 Case Study: Significance Testing and
Robustness Checking

E.7.1 Significance Testing.

To further validate the statistical significance of
MePO’s performance gains over baselines, we con-
duct significance testing (t-tests) on the results re-
ported in Table 2. The corresponding t-values and
p-values are summarized in Table 19.

Model Comparison t-value p-value
MePO vs raw 6.1749  0.0035

Qwen2-7b MePO vs Inference  5.802  0.0044
MePO vs BPO 2.874  0.0453

MePO vs FIPO 5.2487 0.0063

MePO vs raw 4.9002  0.008

MePO vs Inference 3.9493  0.0168

Tulu2-7b-dpo MePO vs BPO  4.5979  0.01

MePO vs FIPO 3.2994  0.0299

MePO vs raw 3.95 0.0168

MePO vs Inference 3.4176  0.0268

LLaMA2-7b-chathf =\ 1 b v BPO 41556 00142
MePO vs FIPO 8.3582 0.0011

MePO vs raw 3.9337 0.017

Gemma2-9b MePO vs Inference 3.7565 0.0198
MePO vs BPO 2.6205 0.0588

MePO vs FIPO 8.2887 0.0012

Table 19: Significance testing results (t-value and p-
value) based on Table 2.

As shown in Table 19, MePO significantly out-
performs other methods across most models and
comparisons. For Qwen2-7B, Tulu2-7B-DPO
and LLaMA2-7B-Chat all comparisons are sta-
tistically significant (p < 0.05), indicating that
MePO performs significantly better than the raw
prompt, inference model, BPO, and FIPO. For
Gemma2-9B, only the comparison with BPO yields
a p-value slightly above the significance thresh-
old (p = 0.0588), suggesting a marginal differ-
ence. These results demonstrate that MePO con-
sistently delivers significant improvements over
existing prompt optimization methods, particularly
on Qwen-based, Tulu-based, LLaMA-based, and

23

Gemma-based models.

E.7.2 Robustness Checking.

To ensure our results are not overly dependent on
demonstration selection, we conduct 3-shot exper-
iments on GSM8K and PiQA using three random
seeds (1, 56, 1024) with Gemma2-9B as the infer-
ence model. As shown in Table 20, MePO consis-
tently outperforms all compared methods across
different seeds, demonstrating robustness to varia-
tion in in-context examples.

GSMSK
56 1024
63.08  63.99
64.75  63.08
6732 68.01
66.19  65.13
68.54  69.29

Inference Model Optimizer

Seed 1
62.02
63.08
66.79
64.75
68.16

PiQA

1024
81.66
82.05
85.26
83.03
84.28

Avg. 1

63.03 81.94
63.64 8237
67.37 84.77
6536 82.97
68.66  85.36

56
82.43
83.19
84.98
83.13
86.40

Avg.
82.01
82.54
85.00
83.04
85.35

Inference Model
BPO
FIPO
MePO

Gemma2-9B

Table 20: Results of three repeated runs on PiQA and
GSMSK using Gemma2-9B as the inference model.
MePO consistently achieves the highest average per-
formance across all seeds.

E.8 Case Study: Online-Based Discrete APO
Comparison

To further validate MePO’s effectiveness in opti-
mizing prompts and instructions, we compare it
against three discrete APO methods on GSMS8K.
These methods enhance reasoning by appending
an optimized meta-prompt after the query, keeping
the original query unchanged while MePO directly
optimizes each query:

* APO (Pryzant et al.,, 2023), a prompt
optimization method that performs op-
timization via textual gradients using
GPT-3.5-Turbo-Instruct in a text-based
dialogue setting;

Iterative APE (Zhou et al., 2022), a template-
based strategy in which GPT-3.5 generates a
pool of candidate prompts, followed by selec-
tion based on development set performance;

PE2 (Ye et al., 2024), a prompt engi-
neering method that optimizes prompts
through three key components using
GPT-3.5-Turbo-Instruct.

The meta-prompts for each method are listed in
Table 21, adapted from Ye et al. (2024), and are
prepended before the ##Answer segment shown in
Fig. 12(a).

As shown in Table 22, MePO outperforms all
baselines, indicating that per-query merit-driven



Optimizer Meta Prompt
Given the scenario, perform necessary

calculations and provide a step-by-step

APO explanation to arrive at the correct
numerical answer. Consider all
information provided.
Iterative APE Let’s dissect this and tack.le it gradually,
one phase at a time.
PE2 Let’s solve the problem step-by-step and

calculate the required total value correctly.

Table 21: GSMS8K meta-prompts used for each baseline
discrete APO method.

optimization is more effective than applying a fixed
meta-prompt across diverse inputs.

Optimizer LLaMA-3- LLaMA-3.1 Gemma Tulu2 LLaMA2-
8B-Instruct -8B-Instruct  -2-9B  -7b-dpo 7b-chat-hf
APO 75.41 75.31 63.53 29.19 22.97
Iterative APE 74.96 80.42 62.67 29.72 20.92
PE2 72.71 81.15 61.51 32.15 2237

MePO 77.69 83.93 68.66 35.18 25.25

Table 22: Comparison between meta-prompts and
MePO.

E.9 Case Study: Iterative Prompt Refinement

To further examine MePO’s prompt optimization
capabilities, we conduct a case study on its itera-
tive refinement behavior. Specifically, we present
two example cases comparing MePO’s multi-step
prompt optimization with two state-of-the-art base-
lines: BPO and FIPO.

Example 1: Raw: Who is the father of NLP?
MePO Iterative Optimization Outputs:

- Ist iteration:

What specific individual is widely recognized
as the founder or key pioneer in the field of nat-
ural language processing, and why is this person
considered such an important figure in NLP?

- 2nd iteration:

Which particular individual is most commonly
acknowledged as the key originator or significant
pioneer in the domain of natural language process-
ing, and what specific contributions or impacts have
made this person particularly crucial to the field of
NLP?

- 3th iteration:

What specific individual is widely recognized as
the primary founder or major innovator in the area
of natural language processing, and please include
details about their key advancements or impacts
that have significantly shaped the development of
this field?

BPO Iterative Optimization Outputs:
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- 1st iteration:

Who is considered the ’father’ of natural lan-
guage processing (NLP)?
- 2nd iteration:

Who is considered the ’father’ of natural lan-
guage processing (NLP)?

(No further changes observed beyond the first
iteration.)

FIPO Iterative Optimization Outputs:
- 1st iteration:

Who is considered a prominent figure or one of
the pioneers in the development of Natural Lan-
guage Processing as a discipline?

- 2nd iteration:

Identify a key figure widely recognized as one
of the pioneers in the field of Natural Language
Processing (NLP) and whose contributions signifi-
cantly impacted the development of this discipline.
This individual should be a prominent researcher or
scientist known for groundbreaking work in NLP,
such as advancing the understanding of language
processing in computers, developing influential al-
gorithms or models, or making substantial theoreti-
cal contributions. The response should specifically
name this person and provide a brief overview of
their most significant contributions to the field of
NLP.

- 3th iteration - Prompt Optimization with Re-
sponse:

Identify a key figure in the field of Natural Lan-
guage Processing (NLP) who is widely recognized
as one of its pioneers. This individual should be a
prominent researcher or scientist known for ground-
breaking work in NLP, such as advancing the under-
standing of language processing in computers, de-
veloping influential algorithms or models, or mak-
ing substantial theoretical contributions. Specifi-
cally, name Daniel Jurafsky, an American computer
scientist and linguist, who has made significant
contributions to the field of NLP. Jurafsky’s work
has focused on developing statistical models for
language processing, including the development
of the Jelinek-Mercer algorithm, which is widely
used in speech recognition systems. He has also
made significant contributions to the understand-
ing of language acquisition and language evolution,
and has authored several influential books on NLP,
including "Speech and Language Processing: An
Introduction to Natural Language Processing, Com-
putational Linguistics, and Speech Recognition."
Overall, Jurafsky’s work has had a profound im-
pact on the development of NLP, and he is widely



recognized as one of its pioneers.

Example 2: Raw: can green tea be drunk daily
night?

MePO Iterative Optimization Outputs:

- Ist iteration:

Is it safe and beneficial to consume green tea
daily, specifically in the evening?
- 2nd iteration:

Specifically, is consuming green tea daily, partic-
ularly in the evening, considered safe and beneficial
for health?

- 3th iteration:

What specific health benefits and potential risks
are associated with consuming green tea daily, es-
pecially in the evening?

BPO Iterative Optimization Outputs:
- Ist iteration:

Is it safe to drink green tea daily at night?
- 2nd iteration:

Is it safe to drink green tea daily at night?

(No further changes observed beyond the first
iteration.)

FIPO Iterative Optimization Outputs:

- 1Ist iteration: Is it safe to consume green tea on a
daily basis in the evening?

- 2nd iteration- Only Response:

According to numerous studies, green tea con-
sumption is generally considered safe for most indi-
viduals when consumed in moderation. However, it
is essential to note that green tea contains caffeine,
which may cause sleep disturbances if consumed
in the evening. Therefore, it is advisable to limit
green tea intake in the afternoon or evening if you
are sensitive to caffeine or have trouble sleeping.
Additionally, green tea contains tannins, which can
interfere with the absorption of certain nutrients,
such as iron. To minimize this effect, it is recom-
mended to drink green tea between meals rather
than with meals. Overall, green tea can be a healthy
addition to your daily routine when consumed in
moderation and at appropriate times.
Observations: We observe that MePO, BPO, and
FIPO generally produce effective prompt improve-
ments in the first iteration. Given that both mod-
els are primarily trained for single-step (one-shot)
prompt optimization, they are naturally strong at
producing an effective optimized prompt in the
first round. However, unlike BPO, which shows
no changes beyond the initial output, MePO con-
tinues to refine prompts across iterations. This
demonstrates MePO’s flexibility and capacity for
multi-step improvement, enabling more nuanced
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and contextually enriched prompt construction. In
contrast, FIPO often embeds the answer directly
into the optimized prompt, significantly increas-
ing prompt length and optimization time, while
deviating from the intended function of a prompt
optimizer.

F Prompt Templates

The prompts used in this work are listed below:

———— Prompt for EvoPrompt Comparison ————

You are an expert in prompt evaluation. Given two prompts
derived from the same ##Basic Prompt##—##Prompt 1##
and ##Prompt 2##—determine which one is better overall for]
eliciting high-quality responses from a language model and
information related to ##Basic Prompt##.

##Basic Prompt##:
B_P

##Prompt 1##:
S P

##Prompt 2##:
G_P

Which is better? Please respond withonly "1 or " 27,

followed by a brief explanation if necessary.
.

J

Figure 5: Prompt used to evaluate EvoPrompt Prompt
and Optimal Prompts generated by the EvoPrompt algo-
rithm under lightweight LLMs.

Prompt for Question Rewrite

Given the following sentences, generate five more sentences
that express the same meaning but use different words.
Original sentences:

{

Generate five alternative versions:

Figure 6: Prompt used to rewrite raw questions.



Prompt for Degrade Prompt

)

Your task is to destroy a ##Good Prompt## to make it
significantly less effective.

Your output should retain the general topic but degrade the
clarity, grammar, usefulness, and precision of the ##Good
Prompt#i.

##Good Prompt##:
S P

Only give me the content of ##Bad Prompt## in English, do
not contain any other information and Chinese (e.g., any
postfix like 'Bad Prompt|, etc.).

%#Bad Prompt##:

J

Figure 7: Prompt used to generate degraded prompts.
S_P denotes the original raw prompt.

Prompt for Optimal Pattern Evaluation

[ You are an expert prompt evaluator. Given two prompts:

##Sliver Prompt## and ##Golden Prompt##, both derived
from the same raw input, and knowing that the Golden
Prompt consistently leads to better responses, please
explain in English why the Golden Prompt is better.

##Sliver Prompti##:
S_P

##Golden Prompt##:
G_P

Q}mments: /

Figure 8: Prompt used to evaluate the effectiveness of
two prompts. S_P denotes the prompt yielding a lower-
scoring response; G_P yields a higher-scoring response.

/— Prompt for Prompt Comparison —\

You are an expert in prompt evaluation. Given two prompts
derived from the same original input—##Prompt 1## and
##Prompt 2##—determine which one is better overall for
eliciting high-quality responses from a language model.

##Prompt 1##:
S P

##Prompt 2##:
G_P

Which is better? Please respond withonly "1™ or 2",
\followed by a brief explanation if necessary.

J

Figure 9: Prompt used to compare raw and optimized
prompts. The two prompts are randomly placed in S_P
and G_P to mitigate position bias.
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— Prompt for DPO Training Data

You are an expert of prompt optimization.

)

Sliver Prompt:
'S P

Sliver Prompt Response:
'S R

Golden Prompt Response:
‘G_R

The Sliver Response was generated based on the Silver Prompt. Modify the

Silver Prompt to Golden Prompt (in English) that can obtain a more correct

response, in reference to the Golden Response. The Golden Prompt should be
\strictly faithful to any factual information in the Silver Prompt. )

Figure 10: Prompt used to construct DPO training
inputs. S_P, S_R, and G_R denote Pjyer, Rsitver, and
Ryoiden, TESpECtively.

/— Prompt for Task Model as Optimizer —\

You are an expert of prompt optimization.

Sliver Prompt:
S P

Please help modify the Silver Prompt to Golden Prompt in

the same language that can obtain a more correct

response. The Golden Prompt should not loss any

information provided by the Silver Prompt. Only give me
\the content of Golden Prompt in English.

J

Figure 11: Prompt used to optimize prompts for infer-
ence model. S_P denotes the original raw prompt.




— Prompt for GSM8K —_—
You are an expert of math problem solver.

##Question:

Natalia sold clips to 48 of her friends in April, and then she sold half as
many clips in May. How many clips did Natalia sell altogether in April and
May?

##Answer:

Natalia sold 48/2 = <<48/2=24>>24 clips in May.

Natalia sold 48+24 = <<48+24=72>>72 clips altogether in April and May.
#iHH# 72

##Question:

Weng earns $12 an hour for babysitting. Yesterday, she just did 50
minutes of babysitting. How much did she earn?

##Answer:

Weng earns 12/60 = $<<12/60=0.2>>0.2 per minute.

Working 50 minutes, she earned 0.2 x 50 = $<<0.2*50=10>>10.

##H## 10

##Question:

Betty is saving money for a new wallet which costs $100. Betty has only
half of the money she needs. Her parents decided to give her $15 for that
purpose, and her grandparents twice as much as her parents. How much
more money does Betty need to buy the wallet?

##Answer:

In the beginning, Betty has only 100 / 2 = $<<100/2=50>>50.

Betty\'s grandparents gave her 15 * 2 = $<<15*2=30>>30.

This means, Betty needs 100 - 50 - 30 - 15 = $<<100-50-30-15=5>>5 more.
#i#H#H# 5

##Question:

{Q}

\ ##Answer: Y,

(a) GSMS8K, BBH math-related tasks

— Prompt for PiQA —
You are an expert of math problem solver.

'When boiling butter, when it\'s ready, you can’
Option:

A:'Pour it onto a plate’

B:'Pouritinto a jar'

Answer: B

'To permanently attach metal legs to a chair, you can’
Option:

A:'Weld the metal together to get it to stay firmly in place
B: 'Nail the metal together to get it to stay firmly in place'
Answer: A

B

'how do you indent something?’

Option:

A:'leave a space before starting the writing’
B: 'press the spacebar’

Answer: A

{Q

Option:
A: {sol1}
B: {sol2}
Answer:

(b) PiQA

Question:
{Q}
Options:
#HL_i} {T_i}

Reply me with the option of the answer start with \'##\' like ##A or ##B or ##C
or ##D.

Answer:

— Prompt for Multiple-Choice —_—

(c) ARC, BBH multiple-choice tasks

Figure 12: Prompt formats used for downstream task
evaluation.
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Prompt for DeepSeek Response Scoring
You are an expert judge evaluating the quality of answers to a given question. Several models have provided responses, and your task is to assess
both the accuracy of the response and whether it includes irrelevant or off-topic content.

-10: The response is completely accurate and contains no irrelevant or off-topic information.

- 8-9: The response is mostly accurate but may miss minor details or context. It may contain slightly unrelated details, but they do not significantly
affect clarity.

- 6-7: The response is somewhat accurate but lacks significant details or context. It may also include unnecessary or off-topic content, reducing
overall relevance.

- 4-5: The response provides some relevant information but misses key aspects of the ground truth. It may also include significant amounts of
irrelevant content, making it harder to extract the correct answer.

- 2-3: The response has little relevance or severely misconstrues the ground truth. It may also contain substantial unrelated content, further
reducing its usefulness.

- 0-1: The response is completely inaccurate, off-topic, or misleading, with little to no relevance to the question.

Additional Requirements and Considerations for the Evaluator:

1. Thoroughly Understand the Question: Ensure that you fully grasp the context and nuances of the question before evaluating the response.

2. Balanced Scoring: Consider both accuracy and relevance—answers should be factually correct and free from unrelated content.

3. Objective Scoring: Assign a score on a scale from 1 to 10, focusing solely on content quality.

4. Detailed Explanation: Provide a clear and concise explanation for the score you assign.

5. Consistency: Apply the same criteria uniformly across all evaluations to ensure fairness and consistency in scoring.

6. Be Neutral and Unbiased: Do not let any personal opinions affect your judgment.

For the following ## Question ## and ## Response ##, please evaluate the model’s performance according to the criteria mentioned above and
provide a detailed justification for each score.

## Question ##: '{question}'

## Response ##: '{modelresponse}

Please provide your evaluation score and detailed comment below:
Accuracy (from 0 to 10):

Score (from 0 to 10):
Qomments: /

Figure 13: Prompt used by DeepSeek-R1 to score responses. {question} is replaced by the prompt;
{modelresponse} is replaced by the model’s response.

' Prompt for Prompt Optimization ™\

You are an expert of English prompt optimization. Modify the ##Silver Prompt## to ##Golden Prompt## in English, based on your learned writing
habits, to achieve a more accurate response according to the following requirements:

Requirement 1: Clarity: The ##Golden Prompt## should set clear, unambiguous expectations for the responder to enable a thorough and accurate
reply.

Requirement 2: Precision: Use more precise and purposeful language than the original, especially when referring to selecting words or concepts
without a fixed pattern.

Requirement 3: Concise Chain-of-Thought: Include brief yet contextually rich reasoning or structural cues to guide the responder’s thought process,
while remaining focused and concise.

Requirement 4: Preserve Original Information: Focus on the ##Silver Prompt## , ensuring no information or intent is lost or omitted in the
transformation.

##Silver Prompt#:
S P

Only give me the content of Golden Prompt in English, do not contain any other information and Chinese (e.g., your response of the Golden Prompt,
any postfix like 'Golden Prompt, etc.).

\#H#Golden Prompti## J

Figure 14: Prompt used for prompt optimization in constructing the POP dataset and generating training-free
merit-guided prompts. S_P denotes the prompt to be optimized.
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