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Abstract

Large language models (LLMs) show great
promise in solving complex tasks through ex-
ternal tool use. However, existing approaches
largely focus on standard tool formats and
instruction-following, neglecting the broader
problem of generalizable and robust tool in-
teraction. In this paper, we explore three un-
derexamined challenges in LLMs’ tool-use ca-
pabilities: adaptation to counterintuitive tool
rules, autonomous discovery of tool function-
ality under incomplete specifications, and the
impact of historical memory on tool-use ef-
ficiency. To address these challenges, we
propose Path-Aware Reinforcement Learning
(PARL), a novel framework that integrates
trajectory-level reward assignment and history-
based contextualization. PARL assigns dy-
namic rewards based on path-level outcomes
and relative tool-use efficiency, while maintain-
ing a fixed-size memory window to guide pol-
icy learning. Experiments across diverse non-
standard tool-use scenarios demonstrate that
PARL consistently outperforms existing meth-
ods, achieving relative gains of up to 28.9% in
low-information settings and 19.8% in coun-
terfactual reasoning. Our work provides both
a diagnostic benchmark and an effective rein-
forcement learning strategy for advancing tool-
augmented LLMs.Our code and dataset will be
available at XXX

1 Introduction

Large language models (LLMs) have achieved re-
markable breakthroughs in processing human lan-
guage (Achiam et al., 2023; Chang et al., 2024;
Kumar et al., 2025), demonstrating exceptional ca-
pabilities in text comprehension and generation.
However, when solving many real-world problems,
LLMs require to invoke external tools (Brown et al.,
2020; Lewis et al., 2020; Resnik, 2025; Gu et al.,
2025). Establishing a mechanism that enables
better interactions between LLMs and tools, can
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Figure 1: When faced with problems involving unknown
information, large language models decompose the task,
plan an appropriate tool invocation path, and generate
call instructions in a specific format based on tool defi-
nitions.

greatly extend the boundaries of model capabilities,
transforming them from pure text generators into
interactive intelligent agents (Schick et al., 2023;
Yao et al., 2023; Shen et al., 2023; Hu et al., 2025).
How to better interact with tools is still an open
problem. Most existing work improves tool-use
efficiency by optimizing tool formats,such as stan-
dardizing interfaces and compressing documenta-
tion (Qin et al., 2023; Yuan et al., 2024; Ni et al.,
2025; Li et al., 2023), which heavily rely on the
model’s instruction following ability. In addition,
post-training methods (Feng et al., 2025; Singh
et al., 2025; Kang et al., 2025) like supervised
fine-tuning and reinforcement learning have been
proposed to enhance invocation accuracy and rea-
soning capabilities. Although these methods per-
form well in specific scenarios, they generally rely
on strict parameter specifications and fixed input
formats, overemphasizing the model’s instruction-
following ability rather than its deep understanding
of tools. More critically, they focus solely on stan-
dard usage contexts and lack exploration of non-



standard scenarios, limiting our understanding of
the upper bound of LLMs’ tool-use capabilities.
In this paper, we investigate three fundamen-
tal questions about LLMs’ tool-use capabilities:
(1) Can models adapt to counterintuitive tool rules
when such rules are not explicitly provided? (2) To
what extent can models autonomously discover tool
functionalities without complete specifications? (3)
How does maintaining a memory of past interac-
tions affect tool-use performance? We design spe-
cialized experiments to address these questions,
including scenarios where mathematical operation
precedence is reversed and tool descriptions are
progressively obfuscated. Based on our findings,
we propose Path-Aware Reinforcement Learning
(PARL), a novel framework that enhances tool-use
capabilities through two key mechanisms: (1) fine-
grained reward signals based on intra-group relative
advantage and outcome correctness applied to en-
tire tool-invocation paths, and (2) a history-aware
training process that maintains a fixed-size mem-
ory window of past tool interactions. Experimen-
tal results demonstrate that our approach consis-
tently outperforms state-of-the-art methods across
all scenarios, achieving average improvements of
19.8% on counterfactual rule understanding, 28.9%
on tool discovery with minimal information, and
14.2% on complex tool composition tasks.In sum-
mary, the main contributions of our work are:

* We design a comprehensive evaluation frame-
work examining LL.Ms’ tool-use capabilities
in challenging scenarios.

* We propose Path-Aware Reinforcement Learn-
ing, a novel framework combining path-
dependent rewards with historical context to
enhance tool-use performance across diverse
scenarios.

* We demonstrate significant performance im-
provements, particularly in adapting to re-
versed mathematical rules and discovering
tool functionality without explicit descrip-
tions.

2 Related Work
2.1 Tool Integration in LLMs

Recent work has integrated external tools with
LLMs through various approaches: API invocation
frameworks, reasoning-action interleaving, and
model orchestration systems(Schick et al., 2023;

Yao et al., 2023; Shen et al., 2023). While spe-
cialized benchmarks and interface standardization
efforts have advanced the field(Li et al., 2023;
Huang et al., 2023; Basu et al., 2024), current ap-
proaches predominantly assume well-specified tool
interfaces and rely heavily on instruction-following
capabilities(Basu et al., 2024; Yuan et al., 2024).
This fundamental assumption limits adaptability
when tools exhibit non-standard behaviors or pro-
vide incomplete specifications(Basu et al., 2024;
Yang et al., 2024b). Most existing systems struggle
with counterfactual usage patterns or minimal docu-
mentation(Gao et al., 2024; Luo et al., 2025; Hsieh
et al., 2023), highlighting the need for more adap-
tive tool interaction mechanisms that can operate
effectively beyond familiar training distributions.

2.2 Post-Training Methods for Tool Learning

Post-training optimization for tool use primarily
follows two approaches: supervised fine-tuning and
reinforcement learning(Chen et al., 2024; Xu et al.,
2025; Wang et al., 2025). While fine-tuning meth-
ods can effectively capture tool-specific patterns
from demonstrations(Furuta et al., 2023; Shinn
et al., 2023; Qian et al., 2025), they often require
extensive examples and struggle with novel com-
positional tasks. Reinforcement learning offers
improved adaptability through techniques like rela-
tive advantage computation and reward shaping(Yu
et al., 2024; Lu et al., 2023), but current methods
typically evaluate only final outcomes and treat
each interaction in isolation(Lyu et al., 2024; Shi
et al.). These limitations restrict performance in
scenarios requiring adaptation to implicit rules or
tool discovery under minimal information. Our
work addresses these gaps through path-dependent
reward mechanisms that connect intermediate deci-
sions to final outcomes, combined with a historical
memory system that enables cumulative learning
from past interactions.

3 Path-Aware Reinforcement Learning
Framework

We formulate tool learning as a sequential decision
process where a model generates a tool calling se-
quence s for a user query ¢ using available tools
T . To effectively address this challenge, we adopt
Grouped Relative Policy Optimization (GRPO)
(Shao et al., 2024)as our foundational framework
and design a path-aware reward mechanism.
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Figure 2: Overview of our Path-Aware Reinforcement Learning framework. The approach consists of three key
components: (a) GRPO-based optimization for stable policy updates, (b) path-dependent multi-level rewards that
assess both intermediate steps and final outcomes, and (c) historical memory mechanism that maintains context

from past interactions.

3.1 Training Objective

The GRPO framework optimizes model parameters
0 through the following loss function:

Larro(8) = Eqge [min (po(sla) A(s, 0),

clip(py(sla), 1 — 2,1+ ) A(s,0) )]
(1
Here, 114 and o, are the mean and standard devia-
tion of rewards across all samples within the same
query group.And our overall reward is constructed
from three components:

Rﬁnal(sa Q) = Rformat(s)“‘Rresult(sa Q)+Rtool(37 Q)

(2)
where Riormat($) evaluates response format compli-
ance, Rresuit( S, ¢) measures final answer accuracy,
and Ryl (s, q) is our proposed path-aware tool call-
ing reward.

3.2 Path-Aware Reward Mechanism

To evaluate tool usage more holistically, we pro-
pose a path-aware reward mechanism that inte-
grates both the efficiency of tool invocation and
the correctness of the final outcome. Unlike prior
approaches that assign reward per isolated tool call,
our design treats the entire interaction trajectory
as a functional unit, allowing more accurate credit
assignment during reinforcement learning.

We first define the relative invocation ratio of a
sample s within a batch (or group) as:

n(s)

ngroup

Tcall(s) = (3)
where n(s) denotes the number of tool calls in the
sample s, and ngroup is the average tool usage
count across the batch.

The efficiency reward is then determined based
on the number of tool calls made and the unit re-
ward per call, capped by a maximum efficiency
bonus:

Reff(s) = min (n(s) * Tunit, Rmax) “

where rypit is the per-call reward and Rp,.x sets an
upper limit to prevent over-rewarding excessive but
unhelpful invocations.

We then assign the final reward based on the
model’s output correctness. If the answer is correct,
the efficiency reward is kept as is. If the answer is
incorrect, the reward is down-weighted:

Resr(s),
%Reff(S), incorrect

correct
Rtoo] (3 ) =

)
This formulation ensures that correct outputs re-
ceive the full efficiency-based reward, while incor-
rect outputs are still weakly rewarded in proportion
to their tool usage, helping the model learn from
failure without encouraging wasteful invocation.



Interaction Record Template

Query: [User query]

Tool called: [ToolName] Arguments: arguments
Observation: [Output returned by the tool]
Reasoning: [Model’s analysis and decision process]
Final answer: [Generated response]

Result: [Correct / Incorrect]

Table 1: Template for a single record in the historical
memory window.

3.3 Historical Memory Mechanism

Historical interactions provide crucial guidance for
the model’s tool-invocation decisions. To exploit
this, we incorporate a historical memory mecha-
nism into the PARL framework: during training, we
maintain a sliding window of up to 500 tokens cap-
turing the model’s most recent tool interactions. Be-
fore each new decision, these entries are prepended
to the model’s context, allowing it to draw on past
successes and failures. By observing patterns in
tool usage, the model learns to adopt more effective
invocation strategies and to avoid repeating prior
mistakes, even under ambiguous or incomplete tool
specifications.

Each record in the historical window follows
the structured template shown in Table 1. Unlike
conventional experience-replay buffers in reinforce-
ment learning, our approach integrates directly into
the language model’s context window, naturally
serving as an implicit replay buffer while preserv-
ing the simplicity of end-to-end training.

4 Experimental Setup

4.1 Dataset

In this section, we introduce two specialized
datasets for evaluating tool-calling capabilities: the
Calculator Tool Dataset and the Multi-Function
Tool Dataset. The former focuses on assessing
models’ adaptability to different computational
rules, while the latter tests their ability to com-
bine multiple tools for solving complex problems.
These datasets cover various tool invocation sce-
narios, from simple single-tool usage to complex
tool compositions, featuring two distinct sets of
tools (four arithmetic tools and four query tools)
designed to systematically evaluate models’ perfor-
mance across different tool-using contexts.

Calculator Tool Dataset The Calculator Tool
Dataset evaluates a model’s adaptability to tool
usage rules, particularly focusing on rule systems

that contradict pretrained knowledge. It contains
6,000 mathematical expressions, each comprising
up to eight sequential computational steps. To
quantitatively measure rule adaptability, we de-
fine three rule variants: the standard mathematical
precedence rule (Natural), the strict left-to-right
computation rule (Linear), and the inverted prece-
dence rule (Reversal). Models are required to exe-
cute these computations using four basic arithmetic
tools (addition, subtraction, multiplication, and di-
vision), with all outputs rounded to two decimal
places. Through Python preprocessing, we gener-
ate ground-truth answers for all expressions under
the three rule systems. For each rule system, we
split the 6,000 samples into 5,000 training sam-
ples and 1,000 testing samples, yielding a total of
15,000 training samples and 3,000 testing samples.

Multi-Function Tool Dataset The Multi-
Function Tool Dataset evaluates a model’s ability
to discover tool functionalities and compose
multiple tools effectively. This dataset features
four distinct query tools: get_financial_statement
(retrieving financial data),query_date (accessing
calendar information), query_item_price (retriev-
ing product prices), and get_relationship_chain
(querying relationships between entities), each
designed for specific information retrieval tasks.
Based on complexity, we divide the dataset
into three categories: Single-Tool (requiring 1
tool only), Dual-Tool (requiring 2 tools), and
Multi-Tool (requiring 3 or more tools), where
models must invoke the appropriate combination
of tools to obtain necessary information for
answering questions correctly. We constructed
this dataset through template-based generation
followed by human verification. Each category
contains 800 training samples and 200 testing
samples, yielding a total of 2,400 training samples
and 600 testing samples.

4.2 Baseline Methods

To comprehensively evaluate the effectiveness of
our approach, we select the following represen-
tative baselines that span various technical ap-
proaches from zero-shot to supervised learning to
reinforcement learning: (1) Base Model: The orig-
inal large language model without any additional
training, evaluated using the same prompts, serving
as a performance baseline. (2) Think_SFT (Jaech
et al., 2024): A supervised fine-tuning method that
first extracts thought trajectories and tool invoca-



Rule Method SFT/RL Qwen-1.5B Qwen-7B Qwen-think Llama-3B
Base - 61.90 64.50 69.70 43.80
Think_SFT ~ SFT 66.40 1450  68.801430 71404170  47.90 4410

Natural GRPO RL 78.00 116.10 78.60 114.10 82.20 112.50 52.50 18.70
TOOI_RL RL 79.20 117.30 81.00 116.50 81.30 111.60 53.10 19.30
Ours RL 82.50 120.60 84.40 119.90 84.20 114.50 55.30 1+11.50
Base - 14.70 14.10 15.00 13.70
Think_SFT ~ SFT 18801410 20201610 19401440  17.60 13.90

Linear GRPO RL 48.40 133.70 54.50 140.40 58.00 143.00 33.20 119.50
TOOI_RL RL 51.00 136.30 53.80 139.70 59.50 144.50 35.80 122.10
Ours RL 53.50 138.80 57.10 143.00 62.40 147.40 42.00 128.30
Base - 1.60 1.50 2.00 1.50
Think_SFT SFT 8.80 17.20 7.60 16.10 10.20 18.20 7.80 16.30

Reversal GRPO RL 32.80 131.20 26.20 124.70 27.10 125.10 19.80 118.30
TOO]_RL RL 31.20 129.60 28.80 1+27.30 29.50 127.50 23.70 122.20
Ours RL 33.20 131.60 37.10 135.60 40.60 138.60 26.50 125.00

Table 2: Accuracy (%) of different models on the calculator task under three mathematical rule systems. Bold
numbers indicate the highest accuracy in each column, and subscripts denote absolute improvement percentages

over the Base model.

tion sequences from the high-performing Deepseek-
R1 model under identical inputs, then trains the tar-
get model using this data containing intermediate
reasoning processes. (3) GRPO (Guo et al., 2024):
The Group Relative Policy Optimization approach
proposed by Deepseek, which guides the model to
generate correct outputs through a multi-faceted
reward mechanism combining format awareness
and result correctness. This method represents a
mainstream reinforcement learning approach for
tool-use training.(4) ToolRL (Qian et al., 2025):A
reinforcement learning approach that treats tool use
as compositional reasoning, featuring fine-grained
reward signals for tool name selection, parame-
ter filling, and execution efficiency, with dynam-
ically adjusted reward weights throughout train-
ing. This method represents recent advances in the
tool-calling domain.(5) Ours: Our proposed path-
aware reinforcement learning framework as shown
in Section(§ 3).

4.3 Evaluation Setup

We use accuracy as our evaluation metric, defined
as the match rate between model-generated and
ground-truth answers . To assess generalizability
across diverse model architectures, we conduct ex-
periments on: Qwen2.5-3B-instruct and Qwen2.5-
7B-instruct (Qwen-1.5B, Qwen-7B) (Yang et al.,
2024a), Qwen3-1.7B-MOE (Qwen-think) (Yang
et al., 2025), and Llama3-8B-instruct (Llama-3B)
(Grattafiori et al., 2024). For our methods, we set
the batch size to 16 and the generate-num to 8 .
Tool invocations were formatted in JSON, with

a maximum sequence length of 4096. For more
details on the dataset and training, please refer to
Appendix A and Appendix B.

S Experiments

5.1 Exp-I: Can LLMs Discover Latent Rules
in Tool Composition?

In this experiment, we investigate whether LLMs
can acquire specific tool usage rules—particularly
counterfactual through post-training adaptation.
We utilize the calculator dataset introduced in Sec-
tion 4.1 and conduct training and evaluation under
three distinct mathematical rule systems. During
training, no explicit instructions about tool usage
rules are provided; instead, the model must explore
different computational strategies and tool compo-
sitions through interaction (detailed prompts are
provided in Appendix C). As shown in Table 2, all
models perform best under the Natural rule sys-
tem, while performance drops significantly under
the Linear and Reversal rule systems, which con-
tradict standard mathematical conventions. For
Think_SFT, even with access to ground-truth rea-
soning paths and tool invocation trajectories, accu-
racy improvements under counterfactual settings
remain limited , suggesting that supervised fine-
tuning struggles to override the model’s pretrained
mathematical knowledge. In contrast, reinforce-
ment learning (RL)-based methods consistently
outperform supervised fine-tuning across all rule
types.Under the most challenging Reversal rule,
our method achieves an average improvement of
32.70% across all model sizes, with particularly



Details Base SFT GRPO Tool_RL Ours
Qwen-1.5B
Full 6.70 11.83 29.17 33.33 45.17
TD 1.50 9.17 27.33 31.50 36.67
PD 2.67 8.50 25.50 32.83 33.67
Hidden 0.17 7.67 23.00 26.00 29.67
Qwen-7B
Full 6.00 14.17 28.16 41.00 45.00
TD 5.17 12.50 27.17 28.50 36.17
PD 433 14.83  29.67 30.83 36.50
Hidden 1.83 12.17  25.00 28.50 33.00
Qwen-think (MoE)
Full 26.67 33.67 56.83 71.33 78.83
TD 15.00 2450 37.17 37.50 58.67
PD 9.00 28.83  43.50 41.00 65.17
Hidden 2.17 16.67 23.83 39.67 41.67

Table 3: Accuracy (%) of five training strategies on
three model sizes under varying tool-composition com-
plexities.

strong performance on the Qwen3-think model
(40.60%). This indicates that RL can effectively
reshape the model’s internal computation strate-
gies beyond surface-level pattern matching. By
leveraging reward signals, RL encourages explo-
ration of high-reward behaviors that may conflict
with pretrained biases, facilitating the discovery of
rule-compliant tool-use strategies even when they
contradict conventional mathematical principles.

5.2 Exp-II: Can LLMs Discover Tool
Functions Under Limited Information?

In this section, we investigate whether language
models are capable of autonomously discovering
tool functionalities and invoking them correctly
under limited descriptive information. Tool invo-
cation is regarded as an extension of the model’s
instruction-following capability, which typically
relies on access to complete tool specifications.
To systematically evaluate the impact of informa-
tion constraints on tool-use behavior, we design
four progressively weakened settings, where all
tool names are replaced with abstract identifiers
(Tool-N):(1) FULL: Full access to tool descrip-
tions, including both functionality and parameter
information.(2) Tool Description (TD): Only func-
tional descriptions are provided; parameter infor-
mation is removed. The model must infer how
to use the parameters based on the textual con-
tent.(3) Parameter Description (PD): Only pa-
rameter format is preserved; functional descrip-
tions and usage strategies are replaced with abstract
identifiers, offering minimal semantic guidance.(4)
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Figure 3: Impact of historical memory on learning effi-
ciency across training steps. The four panels show: (a)
Average reward signals, (b) Output sequence length ,(c)
RL method accuracy with/without history information
and (d) SFT method accuracy with/without history in-
formation.

Hidden: All descriptive and semantic information
is removed. The model must rely solely on inter-
active feedback to explore tool functionalities. For
supervised fine-tuning experiments, we apply strict
string-matching filters to remove all tool-relevant
reasoning content, ensuring that models cannot di-
rectly learn tool semantics from demonstration data.
We train and evaluate on the four query tools in-
troduced in Section 4.1, with results summarized
in Table 3.The results show that base models rely
heavily on explicit tool information—Qwen-1.5B’s
accuracy drops from 6.70% (FULL) to 0.17% (Hid-
den). Similar trends are observed across all model
sizes. In contrast, reinforcement learning consis-
tently outperforms supervised fine-tuning under all
levels of information constraint, with our method
achieving the highest accuracy, especially under
the most challenging Hidden setting. These find-
ings suggest that RL not only improves generaliza-
tion but also enables active exploration, allowing
models to infer tool usage strategies from limited
feedback rather than relying solely on imitation.

5.3 Exp-III: Can LLMs Learn Effectively
from Historical Interactions?

This section investigates the effect of historical
interaction memory on the efficiency of learning
tool-use strategies, including question formulation,
tool invocation, and observation interpretation. In
our experimental setup, we maintain a 500-token
sliding window that records past tool interactions
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Figure 4: Performance of different models across increasing tool composition complexity in Experiment III.
Accuracy declines as composition complexity increases, highlighting the limitations of supervised learning and the
robustness of reinforcement learning in multi-tool reasoning tasks.

and relevant context, such as previous tool inputs,
outputs, and environmental feedback. To capture
the dynamics of learning, we sample multiple train-
ing checkpoints across the entire training trajectory.
We compare three configurations: Think_SFT , our
reinforcement learning method without memory,
and our reinforcement learning method augmented
with historical memory. The evaluation centers on
four key metrics: (a) progression of the average
reward signal, (b) output sequence length, and the
accuracy of both RL and SFT approaches, denoted
as (¢) and (d), respectively. Figure 3 presents the
temporal evolution of these indicators over training
steps.Experimental results demonstrate that inte-
grating historical memory significantly improves
learning efficiency in reinforcement learning set-
tings. Models equipped with access to past inter-
actions not only receive stronger reward signals
in early training but also achieve faster and more
stable convergence in accuracy. These models con-
sistently outperform their history-free counterparts
across all metrics. We attribute these improvements
to two key advantages: (1) historical records pro-
vide informative behavioral patterns that help mod-
els identify effective tool-use strategies; and (2)
they act as a lightweight, implicit replay buffer,
mitigating instability in policy learning and reduc-
ing the likelihood of suboptimal convergence. Al-
though supervised fine-tuning also benefits slightly
from history, the gains are marginal due to its static
and imitative nature, where historical context can-
not influence exploration. In contrast, reinforce-

Method Expl Exp2 Exp3
Base Model 28.90 2.17 47.10
+ FAR 30.85 18.60 57.25
+ Tool 42.80 32.50 51.40
+ Step 56.40 34.67 53.85
Ours 62.40 41.67 68.75

Table 4: Ablation results comparing different reward
strategies under different reward settings.

ment learning thrives on dynamic feedback, allow-
ing history to play an active role in guiding policy
optimization. Additionally, our history-aware RL
models generate shorter, more targeted tool-use se-
quences while maintaining high correctness, lead-
ing to improvements in both reasoning efficiency
and computational cost.

6 Discussion

6.1 Ablation Study on Reward Design

We conduct ablation studies to evaluate the con-
tribution of individual reward components in our
framework. Using qwen-think as our base model,
we compare five configurations: 1)Base:Base
Model without post-training; 2)FAR: Format and
Result correctness rewards only; 3) Tool: Tool us-
age rewards only; 4) Step: Result-conditioned tool
step rewards; 5)Ours: Full reward system combin-
ing all components with path-aware optimization.
Experience results are shown in Table 4 .Experi-
mental results show that different reward functions



much money is left?

# Model Answer of 200 steps

<reasoning>

Thought : The question is asking William’s pocket money and
how much money has left after buying pencils.

Action: Tool_A Action Input: {"Personal": "William"}
Observation: Query failed.

Thought : ToolA query failed, so we need to try another
approach....

Action: Tool B Action Input: {"Personal": "William"}
Observation: Query failed.

Thought : ToolB query also failed. We need to try...
Action: Tool_C Action Input: {"Personal": "William"}
Observation: Query failed.

</reasoning>
<answer>The information about William's pocket money is not
available through the provided tools.

60 :
</answer> 9 Failed

# Question: William spent all his pocket money on a toy in June. If William used all the money to buy two pencils, how

# Model Answer of 1200 steps
<reasoning>

Thought: The question is asking how much money William has left after buying
two boxes of pencils.

Action: Tool_D Action Input: {"Personal": "William"}

Observation: William's neighbor is David.

Thought: The information provided by the tool is not helpful for solving the
question .

Action: Tool B Action Input: {"Item": "pencils"}

Observation: For pencils, the unit price is $3.5.

Thought: The information provided by the tool is helpful for solving the question.
Action: Tool A Action Input: {"Personal": "William"}

Observation: ....William's pocket money in June was $654 ......

...... Thought: William's pocket money in June was $654. He spent all the money to
buy two pencils,which cost $3.5 x 2 = $7. So, the money left is $654 - $7 = $647.
</reasoning>

<answer> Final Answer: $647 </answer>

Figure 5: Case study comparing qwen-think model behavior after 200 steps (left) versus 1200 steps (right) of RL
training. The example shows progressive improvement in: (a) tool selection strategy, (b) error recovery capabilities,
and (c) compositional reasoning under tool-obfuscated settings, where no tool descriptions are provided.

all contribute positively to the model’s tool-use rea-
soning, with our method achieving the best overall
performance.

6.2 Post-training evaluation of capabilities in
tool-composition scenarios.

In the Section (§ 5.2) experiments, we examined
the model’s ability to adapt to tool usage rules and
to autonomously discover tool functionality. This
section further investigates the upper bound of tool
composition capabilities under full information set-
tings, with a particular focus on the comparative
advantages of reinforcement learning over tradi-
tional supervised learning in compositional tasks.In
this experiment, models are provided with com-
plete tool descriptions and are allowed to use all
tools introduced in Experiments I and II. As shown
in Figure 4, across all model scales and training
strategies, accuracy consistently decreases as the
complexity of tool composition increases. This
indicates that even with full access to tool informa-
tion, multi-tool reasoning remains a core bottleneck
for current models.

6.3 Case Study

We present a case study based on outputs from the
gwen-think model (Figure 5). The model must (i)
retrieve William’s pocket money and (ii) query the
pencil price, without access to tool descriptions or
parameter schemas. At an early stage of training,

the model frequently calls irrelevant tools, reflect-
ing limited understanding but some exploratory
behavior. After 1200 RL steps, it adopts more reli-
able strategies discarding uninformative results and
switching tools efficiently. Despite no explicit tool
guidance, it demonstrates improved accuracy and
reasoning efficiency, indicating implicit learning of
tool functionalities. Appendix D for details.

7 Conclusion

This work investigates the limitations of cur-
rent LLM tool-use approaches in handling non-
standard, under-specified, or counterintuitive sce-
narios. We introduce three challenge settings that
probe models’ ability to reason beyond format com-
pliance and instruction-following. In response,
we propose Path-Aware Reinforcement Learn-
ing (PARL), a reinforcement learning framework
that enhances tool-use by incorporating trajectory-
based reward assignment and historical interaction
memory. Empirical results show that PARL sig-
nificantly improves performance across all tasks,
particularly in tool function discovery and counter-
factual rule adaptation. These findings highlight
the importance of path-sensitive optimization and
context accumulation in developing more robust,
generalizable LLM agents.



Limitations

Despite the significant performance gains achieved,
our work has two main limitations. First, in line
with previous studies, we find that convergence
during the reinforcement-learning phase remains
highly sensitive to reward shaping, and the train-
ing dynamics can oscillate without careful tuning.
We release all hyper-parameters to facilitate repro-
ducibility and further adjustment, but model per-
formance still hinges on precise reward scaling.
Second, our experiments are constrained by lim-
ited computational resources to models of 7 B pa-
rameters or fewer. The response of larger models
to RL signals—and their ability to generalise in
more complex settings—has yet to be systemati-
cally evaluated. This will be a key focus of future
work.
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A Dataset Construction

As described in Section 4, we construct two tool-
oriented datasets. The quantity and data splits of
each dataset are shown in Table 5. The detailed
construction process of the datasets is outlined be-
low.

A.1 Rule Understanding Dataset

We first define three rule regimes. The Natural
regime follows conventional operator precedence;
the Linear regime processes every operator strictly
left-to-right; the Reverse regime applies addition
and subtraction before multiplication and division
once parentheses are resolved. We synthesise ex-
pressions with a probabilistic context-free gram-
mar. Operator probabilities are set to 0.30 for addi-
tion, 0.25 for subtraction, 0.30 for multiplication,
and 0.15 for division. Expression complexity rises
from two to more than six operators, and we raise
the chance of inserting brackets from 0.20 to 0.60
as complexity grows. Operands are sampled uni-
formly from the interval [—20, 20] for basic expres-
sions and [—50, 50] for intermediate and advanced
ones. Nested brackets never exceed depth three,
and a deterministic executor produces the gold an-
swers under each rule. In total we generate 5 000
training and 1 000 test expressions, applying the
above three rules to each expression.

A.2 Tool-Combination Dataset

We design nine synthetic APIs grouped into
four functional themes: person information, date
queries, price queries, and relation analysis. Each
APT accepts JSON input and yields a short textual
observation. To create a task, we sample one to four
relevant APIs, instantiate their parameters from a
curated entity pool, then write a natural-language
question whose answer demands concatenating the
returned observations. All questions are verified
automatically to ensure the tool sequence executes
without error and that the final answer is unique
and deterministic. The corpus contains 2,400 train-
ing and 600 test samples. Training data include
800 single-tool, 800 dual-tool, and 800 multi-tool
queries; the test set mirrors this 1-1-1 balance with
200 instances per tier. We release generation code
and corpora upon publication to enable full repro-
ducibility. Get_financial_statement tool accepts a
person’s name as input and returns a description of
that person’s financial situation. Query_item_price
tool returns the unit price of the product according
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to the product name, which is used as the basis for
subsequent calculations. Query_data tool queries
the month corresponding to the subject context,
which can be used as a condition to filter the infor-
mation obtained from the get_financial_statement
tool. Get_relationship_chain tool receives a per-
son’s name and returns the corresponding relation-
ship chain, which is used for dual-tool and multi-
tool queries construction. Definition details of the
four retrieval tools as shown in figure 6, The model
needs to plan the tool usage order and query rele-
vant information before arriving at the correct an-
SWer.

B Hyperparameters Setting

During the reinforcement learning training process,
we used eight NVIDIA A100 GPUs together with
the vLLM (Kwon et al., 2023) framework to ac-
celerate both training and inference. We set the
number of epochs to three and employed early
stopping to prevent reward hacking. The learning
rate was 1 e-6, gradient accumulation steps were 2,
and the number of generations was 8. We used a
batch size of 16 for both the Qwen2.5-3B-Instruct
and Qwen?2.5-7B-Instruct models, and likewise a
batch size of 16 for the Qwen2.5-1.5B-Instruct
and Qwen3-1.7B models. All experiments utilized
DeepSpeed’s ZeRO-3 (Rajbhandari et al., 2020)op-
timization.

For specific reward settings, the format reward
is usually set to 1. If the model has a strong ability
to follow instructions, the reward value should be
appropriately lowered, otherwise it will affect the
model’s ability to summarize and reflect. The cor-
rectness reward is divided into two levels. When
the model’s answer is completely matched, the re-
ward value is set to 3, because the result will be
correct only when all steps are correct, so a larger
reward value is given. When the model solves the
problem correctly but does not answer according
to the specified requirements, the reward value is
set to 0.2. When the model correctly calls the tool
in the required question, the reward value is set to
1. If the model incorrectly calls the tool, the reward
value is set to 0.005, which is used to encourage
the model to summarize the reasons for the error
and try again. When the information of the tool is
reduced, the model tends to refuse to answer. At
this time, the two reward values for tool calls need
to be adjusted up to train normally.



Rule Understanding Dataset

Tool-Combination Dataset

Split
Nature Linear Reverse Single-Tool Dual-Tool Multi-Tool
Train S5k Sk Sk 800 800 800
Test 1k 1k 1k 200 200 200
All 6k 6k 6k 1k 1k 1k

Table 5: The quantity and data splits of two datasets.

C System Prompt

In system prompt, we used the <reasoning> and
<answer> tags to encourage the model to think. In
order to enable the model to fully learn how to use
the tools, we then introduced in detail the purpose
and specific usage rules of each tool. Finally, we
explained the complete question-and-answer for-
mat, including the detailed format of calling tools
and answer specifications. The complete system
prompt is shown in Table 6.

D Case Study

When the model calls a simple tool, it can succeed
once. However, when the input requirements of the
tool are more complex, the model needs to modify
the input based on the feedback of the tool call
failure and then call the tool again. In other words,
the model can correct itself through tool feedback
and learn the correct tool call method. An example
is shown in figure 7.

In the early stages of training, the model cannot
handle dual-tool and multi-tool queries correctly.
As shown in figure 8, the model tries to use one tool
to obtain information that can only be obtained by
calling two tools in sequence. However, due to the
setting of reward functions for different tools, the
model can learn how to split complex problems and
call tools sequentially during training. An example
of a model correctly splitting a problem in the later
stages of training is shown in figure 12.

After removing the detailed description of the
tool, the model showed a strong tendency to aban-
don the use of the tool. Even though the tool name
already suggested that the tool could be used to ob-
tain the corresponding information, the model still
refused to use it. An example is shown in figure 9.

After removing the detailed description of the
tool, the tool becomes more difficult to understand.
After the model gets the result of the tool call, it
needs to further understand the purpose of the tool
based on the result. Therefore, in the early stage
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of training, it is difficult to take into account both
the ability to understand the tool and the ability
to summarize and analyze the tool. The tool is
called correctly but errors are made in the sum-
mary. As shown in the figure 10, it is incredible
that the model actually got an outrageous result of
2.8%5=15.2!

During the training process, the model can learn
to call tools and use them through tool call rewards.
On this basis, the model can improve its summary
and planning capabilities through correct result re-
wards. Therefore, after removing the description,
the model starts to try different tools through train-
ing, and plans the next path based on the tool feed-
back. After obtaining all the information, it can
summarize and answer the question correctly. An
example is shown in figure 11.



. {
"name_for_human": "Get Financial Statement", "name_for_human": "Query Date",
"name_for_model'": "get_financial_statement", "name_for_model": "query_date",
"description_for_model": “Get a person’s pocket money. "description_for_model": "Query the month in which the person is
Format parameters as a JSON object.", currently. Format parameters as a JSON object.",
"parameters": | "parameters"’: [
{ {
"name": "Personal", "name": "Personal",
“description”: “The person to whom the pocket money belong.", "description': "The name of the person.",
"required": True, # Set to False if it is an optional parameter. "required": True, # Set to False if it is an optional parameter.
"schema": {"type": "str"}, "schema': {""type": "str"},
} }
| |
} }
\, N
” %
¢ £
"name_for_human": "Query Item Price", "name_for_human": "Get Relationship Chain",
"name_for_model": "query_item_price", "name_for_model": "get_relationship_chain",
"description_for_model": "Query the unit price of an item. ""description_for_model'": "Get someone's relationship chain.
Format parameters as a JSON object.", Format parameters as a JSON object.",
"parameters"’: [ "parameters": [
{ i
""name": "Ttem", "name": "Personal",
"description": "The name of the item. Please retain "description": "The name of the person.",
the complete entity expression after the preposition of", "required'': True, # Set to False if it is an optional parameter.
"required": True, # Set to False if it is an optional parameter. "schema': {"type": "str"},
"schema'': {"type": "str"}, }
} 1
1 }
}
- AN

Figure 6: Tool card of Tool-Combination Dataset.

# Question:
Michael bought three rolls of stickers. How much did he spend in total? Please think step by step.

<reasoning>

Thought and Plan: The question provides the information that Michael bought three rolls of stickers, but it does not
specify the price of a single roll. Therefore, we need to determine the price of a roll to calculate the total cost.
Action: query_item_price

Action Input: {"Item": "roll of stickers"}

Observation: Query failed. Please retain the complete entity expression after the preposition 'of'.

Thought and Plan: The query for the price of a roll of stickers failed. I need to try a different approach to find the
price of a roll of stickers.

Action: query_item_price

Action Input: {"Item": "stickers"}

Observation: For stickers, The unit price is $3.7.

Final Answer: Michael spent $3.7 * 3 = $11.1 on three rolls of stickers.

</reasoning>

<answer>

Michael spent $11.1 on three rolls of stickers.

</answer>

Figure 7: The model correct its tool use methods in generating path.
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Instruction Format

# Instruction:

A conversation between User and Assistant. The user asks a question, and the Assistant solves it.The assistant first
thinks about the reasoning process in the mind and then provides the user with the answer.The reasoning process and
answer are enclosed within <reasoning> </reasoning> and <answer></answer>tags, respectively, i.e.,

<reasoning>

reasoning process here

</reasoning>

<answer>

answer here

</answer>

# Available Tools:

To answer the questions correctly, you can choose to call the tools. You need to try to understand the function of each
tool.Proper use of all tools can achieve functions such as calculation and information acquisition, and each tool has a
specific function.Please try to explore the functions of different tools and the correct parameter input. You have access to
the following APIs:

{name_for_model}: Call this tool to interact with the {name_for_human} API. What is the {name_for_human} API
useful for? {description_for_model} Parameters: {parameters}

Use the following format:

# Format Specifications:

Question: the question asked by the user

<reasoning>

# Tool Usage Guidelines:

Thought: you should always think about what to do Action: the action to take, should be one of [{name_for_model},
...... ] Action Input: the input to the action Observation: the results of the actions

Note: If you need to call the tool again (re-call the same tool or call a new tool), repeat the following structure: (this
Thought/Action/Action Input/Observation),that is, this structure: Thought/Action/Action Input/Observation can be
repeated zero or more times.

</reasoning>

<answer>

Thought: I now know the final answer

Final Answer: the final answer to the original input question

</answer>

Begin!

Table 6: Structured reasoning and tool-use interaction format for Assistant responses.
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# Question:
How much pocket money did Gregory's classmate have in June? Please think step by step.

<reasoning>

Thought and Plan: The question asks about the amount of pocket money Gregory's classmate had in June.
However, there is no specific information provided about Gregory's classmate or the amount of pocket money.
Therefore, I need to determine if there is any available data or if T need to use a tool to find the answer.

Thought and Plan: The query for 'Pocket money' failed. I need to try another approach to find the answer.
Action: query_date

Action Input: {"Personal": "Gregory's classmate"}

Observation: Query failed.

Thought and Plan: The query for 'Gregory's classmate' failed. I need to try another approach to find the answer.
Action: get relationship_chain

Action Input: {"Personal": "Gregory's classmate"}

Observation: Query failed.

Thought and Plan: The query for 'Gregory's classmate' failed. I need to try another approach to find the answer.
Action: get financial statement

Action Input: {"Personal": "Gregory's classmate"}

Observation: Query failed.

Thought and Plan: The query for 'Pocket money’ failed. I need to try another approach to find the answer.
Action: query date
Action Input: {"Personal": "Gregory's classmate"}

Observation: Query failed.

Figure 8: The model tries the tools and aggregates the feedback to get the correct answer.

# Question:
Robert bought one dozen erasers. How much did he spend in total? Please think step by step.

<reasoning>

Thought and Plan: The question is asking about how much Robert spent in total after buying
one dozen erasers. However, the provided tools do not include any that can calculate the cost of
items based on their price per unit. The available tools are for financial statements, item prices,
dates, and relationship chains. Since no tool is available to calculate the total cost, the question
cannot be answered using the provided tools.

Action: None

Action Input: None

Figure 9: After removing the description, the initial training model refuses to use the tool.
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# Question:
Michael bought five packs of file folders. How much did he spend in total? Please think step by step.

<reasoning>

Thought and Plan: The question asks for the total amount Michael spent when he bought five packs of file
folders. However, the question does not provide the price of a single pack of file folders. Therefore, we need to use
a tool to get the price of a pack of file folders.

Action: query_item_price

Action Input: {"Item": "file folders"}

Observation: For file folders, The unit price is $2.8.

Thought and Plan: Now that we know the unit price of file folders, we can calculate the total cost by multiplying
the unit price by the number of packs Michael bought.

Action: get_financial statement

Action Input: {"Personal": "Michael"}

Observation: Michael's pocket money in January was $716. Michael's pocket money in February was $516. -+
Thought: The information about Michael's pocket money in the financial statement does not help in calculating
the total amount he spent on file folders. The tool is not applicable for this question.

Final Answer: Michael spent $15.2 on file folders.
</reasoning>

<answer>

Michael spent $15.2 on file folders.

</answer>

-

J

Figure 10: The model is trained to correctly call the tool without the description, but an error occurs when

summarizing.
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# Question:
Michael bought three bundles of rulers. How much did he spend in total? Please think step by step.

<reasoning>

Thought: The question provides information that Michael bought three bundles of rulers, but it does not specify
the price per bundle or the total cost. Therefore, there is not enough information to calculate the total cost.
Action: tool A

Action Input: {"Param_A": "Michael"}

Observation: Michael's pocket money in January was $716. Michael's pocket money in February was $516------

Thought: The provided information about Michael's pocket money does not relate to the question about the cost
of three bundles of rulers.

Action: tool B

Action Input: {" Param_A ": "Michael"}

Observation: Query failed. Please retain the complete entity expression after the preposition 'of”.

Thought: The question is about the total cost of three bundles of rulers, but no information is provided about the
price per bundle. Therefore, it is impossible to calculate the total cost.

Action: tool C

Action Input: {" Param_A ": "Michael"}

Observation: Michael spent all his pocket money on a toy in January.

Thought: The provided information about Michael's pocket money does not relate to the question about the cost
of three bundles of rulers.

Action: tool D

Action Input: {" Param A ": "Michael"}

Observation: Michael's classmate is Robert.

Thought: The provided information about Michael's classmate does not relate to the question about the cost of
three bundles of rulers.

Action: tool B

Action Input: {"Param_A": "rulers"}

Observation: For rulers, The unit price is $6.5.

Thought: The total cost of three bundles of rulers is 3 * $6.5 = $19.5.
</reasoning>

<answer>

Final Answer: $19.5

</answer>

Figure 11: The problem of using two tools cannot be solved in the early stage of model training
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# Question:
How much pocket money did Edward's neighbor have in August? Please think step by step.

<reasoning>

Thought and Plan: The question asks for the amount of pocket money Edward's neighbor had in August. However, there is no
direct information provided about the neighbor's pocket money or any specific data related to August. Therefore, I need to
determine if there is any available information or if I need to use a tool to find the answer.

Action: tool A

Action Input: {"Param_A": "Edward"}

Observation: Edward's pocket money in January was $867. Edward's pocket money in February was $661---+-

Thought and Plan: The information provided in the observation shows Edward's pocket money in August. However, the
question asks about Edward's neighbor's pocket money in August. Therefore, [ need to determine if there is any additional
information or if [ need to use another tool to find the answer.

Action: tool B

Action Input: {"Param_A": "Edward"}

Observation: Query failed.

Thought and Plan: The information provided in the observation shows Edward's pocket money in August. However, the
question asks about Edward's neighbor's pocket money in August. Therefore, I need to determine if there is any additional
information or if [ need to use another tool to find the answer.

Action: tool_C

Action Input: {"Param_A": "Edward"}

Observation: Edward spent all his pocket money on a toy in September

Thought and Plan: The information provided in the observation shows Edward's pocket money in August. However, the
question asks about Edward's neighbor's pocket money in August. Therefore, I need to determine if there is any additional
information or if [ need to use another tool to find the answer.

Action: tool D

Action Input: {"Param_A": "Edward"}

Observation: Edward's neighbor is Ronald.

Thought and Plan: The information provided in the observation shows Edward's pocket money in August. However, the
question asks about Edward's neighbor's pocket money in August. Therefore, I need to determine if there is any additional
information or if  need to use another tool to find the answer..

Action: : tool A

Action Input: {"Param_A": " Ronald"}

Observation: Ronald's pocket money in January was $702. Ronald's pocket money in February was $829------

Thought and Plan: The information provided in the observation shows Ronald's pocket money in August. Therefore, the
answer to the question is $752.

Final Answer: $752

</reasoning>

<answer>

Final Answer: $752

</answer>
N\ J/

Figure 12: The model tries the tools and collects feedback to correctly solve the problem of removing descriptions
and combining tools
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