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ABSTRACT

We introduce a new challenge to test the emergent abilities of large language mod-
els. Unlike standard benchmarks that aim to examine the ability with existing do-
mains, we propose to test it in a new domain, decentralized finance (DeFi). DeFi
has the potential to rewire how the financial system works. Growing to over $250
billion within three years of existence, DeFi’s growth is rapid and unprecedented.
This domain presents a natural testbed for emergent abilities. A large number
of new concepts and entities such as specific cryptocurrencies were released af-
ter models stopped training. We create the first dataset resource in this domain
with high-quality manual annotations, with a focus on named entity recognition.
Our results show, while state of the art models produce reasonable performance
in recognizing entities that already existed before they completed training, their
performance drops dramatically when new entities are presented. Although im-
proved performance is obtained through teaching models on the training portion of
our dataset, the results suggest fundamental algorithmic innovations are required
to equip models with emergent intelligence. |

1 INTRODUCTION

Large Language Models (LLMs) have demonstrated exceptional adaptability, evidencing their com-
petence across a diverse spectrum of tasks (Touvron et al.| | 2023b; Zhang et al., 2022b; |Brown et al.|
2020a). As the size of the model increases, there have been observations about emergent abilities
like few-shot prompting abilities and zero-shot generalization (Wei et al. 2022a). This versatility
extends from everyday conversations to specialized domains such as biomedical (Wang et al.| [2023)
and business (Desmond et al., [2022).

However, as the training set also gets larger, distinguishing between genuine emergent abilities
and simple memorization becomes challenging. Most datasets used for testing, whether general
or domain-specific, often contain information already present in the LLMs’ expansive training cor-
pora, causing train-test contamination. Consequently, it becomes difficult to conclusively attribute
performance improvements to the LLMs’ evolving capabilities rather than to their extensive expo-
sure to relevant data.

To address the contamination issue in studying Large Language Models (LLMs), in this paper, we
introduce a novel method of using data from emerging domains to test emergent abilities. Specifi-
cally, we have compiled a new timestamped corpus in the emerging field of Decentralized Finance
(DeFi) and developed a new Named Entity Recognition (NER) dataset from this corpus, aiming to
evaluate the zero-shot and few-shot generalization capabilities of LLMs.

DeFi, characterized by its transparency, swift growth, and technical complexity, is an ideal focus
for such LLM research. Its decentralized nature, rooted in open-source and consensus approaches,
facilitates convenient data gathering from the Internet. The field’s rapid evolution not only enhances
data accessibility but also produces new, timely knowledge not previously available online, allowing

The dataset and code are available athttps://github.com/wang-research-lab/definer,
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for the assessment of LLMs post-knowledge cutoff. Furthermore, DeFi’s technical intricacy presents
a significant challenge for LLMs in generalizing and comprehending novel technical terms.

With a diverse labeled corpus comprising 150 DeFi white papers, we evaluate the generalization
ability of both open-source (LLaMA-2-13b (Touvron et al.|[2023b))) and closed-source LLMs (GPT-
3.5-Turbo, GPT-4) in the NER task. We show that in the DeFi domain, these LLMs exhibit only
weak generalization ability in the zero-shot setting. In addition, we observe a clear trend that the
more recent the data instance is, the poorer the performance LLM gets. Compared with the human
result that shows consistently high performance, we conclude that the LLMs’ ability to understand
the merging DeFi domain is still mainly attributed to their exposure to the relevant data.

To improve the performance in the emerging DeFi domain, our experiments show that both in-
context learning |Olsson et al.[(2022)) and fine-tuning are effective, and fine-tuning can significantly
increase the performance, highlighting the need for domain-specific data. To summarize, our main
contribution is three-fold:

* To the best of our knowledge, this is the first work to study the generalization ability of
LLMs with timestamped data from an emerging domain. The empirical experiments show
that LLMs exhibit limited comprehension capabilities in the DeFi domain. Our study also
unveils a prominent trend wherein LLMs exhibit an inclination towards memorization as
opposed to semantic analysis.

* We collect a DeFi white paper corpus comprising 150 documents and build the first NER
dataset in the DeFi domain. We also investigate the ability of LLMs to understand the
information in the DeFi field. For a domain that values transparency and automation, the
dataset also benefits the construction of DeFi automation tools.

* We demonstrate that limitations in performance can be mitigated through techniques such
as in-context learning or fine-tuning. Our comprehensive experiments using these tech-
niques show consistent performance improvement with different models, thereby opening
avenues for further technical exploration in this domain.

2 THE DEFINER BENCHMARK

2.1 DEFI1I CorPUS COLLECTION

Since the introduction of Bitcoin (Nakamoto), 2008)) in 2008, Decentralized Finance (DeFi) has been
a fast-evolving field and has received continuous attention. Many new terms have been defined and
created to describe emerging technical or product innovations. The transparency of DeFi results in a
large amount of public textual documents available online, covering almost all domain knowledge.
Because the original goal is to attract more decentralized involvement, such data is usually easily
accessible.

Among all types of textual materials online avail-

Bitcoin: A Peer-to-Peer Electronic Cash System able, white papers stand out as a promising data
R source for understanding the domain because of its
soshin@gmy com clarity, conciseness, and officiality. Compared with
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pers as our main data source (example shown in Fig-
ure[T)) and collected 150 most-accessed open-source
whitepapers comprising 32k valid sentences as our
target DeFi corpus for the study. We also collected
the release date of specific cryptocurrencies as meta-
data for further experiments.

Figure 1: An example DeFi whitepaper.
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To improve the quality and accessibility of the corpus, we extract the text from the original PDF doc-
ument and segment the sentences. We then apply rule-checking to remove malformed sentences to
further clean the data, reducing the sentence number from 32k to 25k valid sentences. The remaining
25k sentences form our unlabelled corpus.

2.2 NER IN THE DEFI DOMAIN

The task of named entity recognition (NER) aims to identify and classify named entities in text into
predefined categories (Nadeau & Sekine, [2007). It helps in locating domain-specific entities in the
given sentence or paragraph, enabling automated processing of the text in specific domains. As the
first step to understanding a new domain, NER is an important task to be first investigated.

However, developing NER tools in a new domain is often challenging because of the distribution
shift in the occurrence of specific terms, entities, and language contexts. These new terms may not
be present in standard language models or pre-trained models. In addition, the focused categories
may also change so that generic NER models that are trained on general datasets |Li et al.| (2020)
cannot be directly applied.

In specialized domains, it is important to define named relevant entity categories, as the definition
quality directly affects the usefulness in downstream applications. In this work, we define the fol-
lowing three categories of entities in the DeFi domain to reflect general DeFi knowledge.

* CRYPTO: Cryptocurrencies, such as Bitcoin, Ethereum, and Litecoin, operate as de-
centralized mediums of exchange, utilizing cryptographic algorithms for security on
blockchain networks, and serve as alternatives to currencies in traditional centralized fi-
nancial systems.

* APPS & PRODUCTS: Apps/Products encompass a diverse array of platforms, exchanges,
and applications, such as Ethereum, Binance, Uniswap, Compound, Terra Network, and
MakerDAO. These entities facilitate peer-to-peer transactions, eliminating intermediaries
and central authorities, leveraging blockchain for secure and transparent transactions, and
gaining popularity for their contributions to the DeFi field.

* PROGRAMS: Programs constitute technologies, algorithms, coded functions, and lan-
guages like Solidity and Vyper, crucial for supporting smart contracts and decentralized
networks. These programs provide the foundational infrastructure, including protocols,
middleware, and decentralized storage solutions, contributing to the secure, transparent,
and decentralized operations of blockchain systems.

We now define the DeFi NER task as the procedure to identify named entities that follow the def-
inition in the above three categories in the given text. With a given dataset that contains text and
entity labels, we can evaluate the performance of a DeFi NER tool by comparing the identification
result with the ground truth. In terms of evaluation procedure, we follow the standard practice and
incorporate metrics like F1, precision, and recall.

2.3 DATASET

With the sentences from the DeFi whitepaper corpus, we built a dataset and labeled it following our
definition of the DeFi NER task, generating a dataset with 7,338 labeled sentences. The statistics
of our dataset are in Table[I] Specifically, we first randomly sampled 1,374 sentences containing
DeFi entities and manually labeled them as a seed dataset. We then use it as seed data to fine-
tune the existing SpaCy (Honnibal et al., 2020) NER model based on RoBERTa (Liu et al.| [2019)
to accelerate the sentence filtering procedure. After human checks on the model labeled result,
revisions are applied to form a training set consisting of 5,964 labeled sentences. The seed dataset is
then used as the test set. An example of the dataset instance is provided in Figure[2a] A WordCloud
highlights the frequency of specific entities in our dataset in Figure [2b]

To ensure our dataset was of high quality, we calculated a human labeling alignment score from
multiple rounds of labeling. The human annotation yielded an alignment score of 97.6% on the test
set. In addition, for our training set, we ran a random sample of 200 sentences and the alignment
score on our revision-based labeling is 91.3%. This result verifies that our dataset is of high quality.
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Sentences CRYPTO PRODUCTS PROGRAMS Avg.(w,s) Avg.(e,s) Rate.(O,E)
Train 5,964 3,463 1,191 3,065 24.32 1.29 6.44%
Test 1,374 763 282 742 24.39 1.30 6.41%
Total 7,338 4,226 1,473 3,807 24.34 1.30 6.26 %

Table 1: The dataset statistics of DeFiINER. Shown above are the number of entities in each cate-
gory(Crypto, Apps/Products, and Programs) within the test train and total dataset. Avg.(w,s) is the
average number of words per sentence, and Avg.(e,s) is the average number of entities per sentence.
Rate.(O,E) is our entity overlap ratio for our data further explained in Section[2.3] Our dataset con-
tains 3036 unique CRYPTO, 2918 unique PROGRAM, and 902 unique APPS/ PRODUCTS.
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Figure 2: Comparison of datasets and WordCloud representation.

An additional observation about our dataset is its high rate of overlapping entities compared with
general-domain NER. In the DeFi domain, there exists a large number of overlapping entities. These
entities are defined as existing in at least two distinct categories. To quantify this overlap we calcu-

lated our entity overlap score which is equal to % * 100%. Our dataset generated an
overlap score of 6.26%. Next, to establish a baseline we calculated this statistic on CONLLO3 (Tjong
[Kim Sang & De Meulder}[2003)) and it generated a score of 0.61%. This means that our models have
to deal with 10z greater overlap in the NER domain compared with the traditional NER dataset of

CoNLLO3, highlighting one domain-specific difficulty.

3 MODELS

For our DeFi NER task, we evaluate state of the art LLMs including LLaMA-2-13b
[2023b))), GPT-3.5 Turbo, and GPT-4. Specifically, we explored both zero-shot and few-shot settings
as discussed below. In addition, we also evaluate the effectiveness of fine-tuning and compare the
result with traditional language models such as ALBERT 2020), BERT

2019), and RoBERTa (Liu et al} 2019).

3.1 ZERO-SHOT

Zero-shot inference is a technique that allows LLMs to infer and produce outputs for prompts or
queries they were never specifically trained on. We use a prompt to activate the models’ ability to
generate the answer to a new problem. In detail, the input of LLM will be [prompt]+[sentence]. We
evaluate the LLM performance on our DeFi NER dataset with a manually designed prompt: “Extract
cryptocurrencies, products, and programs from the given text. If entities are recognized, show them
in the following format: entity type (cryptocurrency, programs, or products): entity. Separate each
entity type by a newline character. If no entities are recognized, return None.”
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(a) Zero-shot

Extract cryptocurrencies, products, and
programs from the given text. If entities
are recognized, show them in the
following format: entity type

(cryptocurrency, programs, or products):

entity. Separate each entity type
by a newline character. If no entities are
recognized, return ‘None'.

Text : As of today, Bitcoin processes a
mere 3-7 transactions per second.

Answer :

(output) cryptocurrency : None

(b) Few-shot

Extract cryptocurrencies, products, and
programs from the given text. If entities
are recognized, show them in the
following format: entity type

(cryptocurrency, programs, or products):

entity. Separate each entity type
by a newline character. If no entities are

recognized, return 'None'.

Text : We introduce the TEF in Section 6.
Answer : cryptocurrency : TEF.

Text : As of today, Bitcoin processes a
mere 3-7 transactions per second.
Answer:

(output) cryptocurrency : Bitcoin

(c) Zero-shot CoT

Extract cryptocurrencies, products, and
programs from the given text. If entities
are recognized, show them in the
following format: entity type
(cryptocurrency, programs, or products):
entity. Separate each entity type

by a newline character. If no entities are
recognized, return 'None'.

Text : As of today, Bitcoin processes a
mere 3-7 transactions per second.

Answer : Let's think step by step.

(output) Firstly, find the cryptocurrencies
in the sentence.

cryptocurrency : Bitcoin

(d) Fine-tuning

Train

Inference
(input) As of today, Bitcoin processes a
mere 3-7 transactions per second.

(output) As of today, <CRYPTO> Bitcoin
<ICRYPTO> processes a mere 3-7 transactions
per second.

After post-process:
cryptocurrency : Bitcoin

Figure 3: Illustration of different approaches for the DeFi NER task.

3.2 FEw-SHOT

Few-shot inference is a technique that uses a small number of task-specific examples, ranging from
2 to a few dozen, during inference. In detail, we use in-context learning (Radford et al.| [2019)) to
implement few-shot performance. It achieves this by presenting concatenated input-target examples,
referred to as “shots,” alongside an unlabeled query example.

In our NER task, we instruct the LLM to respond to specific questions while adhering to the pre-
scribed format or style. This is done to streamline subsequent automated recognition and evaluation
processes. However, accomplishing this task solely through prompts can be a challenging endeavor.
Hence, the common practice in the context of in-context learning is to provide corresponding input-
output pairs. Within the Few-Shot section, all tests utilized a randomized selection of context sen-
tences.

3.3 FINE-TUNING

To evaluate the fine-tuning methods, we follow the formalization of sequence labeling for standard
NER tasks (He et al., [2020). Generally, the label of a word in NER is composed of two parts, i.e.,
“X-Y”, where “X” indicates the position of the labeled word and “Y” refers to the corresponding
category within a pre-defined taxonomy. In our implementation, we follow the BIO (Begin, Inside,
Outside) system. The B- prefix before a tag indicates that the tag is the beginning of an entity, and
an I- prefix before a tag indicates that the tag is inside an entity. An O tag indicates that a token
belongs to no entity. In this setting, we can transform a NER task into a classification task. Figure 3]
illustrates the methodology we employ, including instructions preceding the initial input as part of
this procedure.

4 EXPERIMENT

We show that LLMs have limited ability to understand the task of NER in this emerging domain. We
then present a more detailed analysis to illustrate the upperbound model performance on our dataset.

4.1 ZERO-SHOT

We show the zero-shot evaluation results in Table 2] As we can see, The zero-shot performance
for all three models is low. Specifically, the Llama model suffers from high false positives. GPT-4
achieves the highest F1 score due to its high precision, but its recall value is also low. In addition, we
also try to augment the zero-shot method with chain-of-thought (CoT) prompting Wei et al.|(2022b).
There is a slight improvement for GPT-3.5 Turbo, while for Llama only the recall value improves.
Overall, the improvement from CoT is not significant.

To further reason about the low zero-shot performance, with the timestamp we collected for the
cryptocurrencies, we evaluate the per-category recall in different years. The result is presented in
Figure[d As we explained in Section[I} the model would have been trained on how to understand
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Models Methods Recall Precision F1 Score
zero-shot 25.84 9.71 14.11

zero-shot CoT 27.49 8.55 13.04

Llama-2-chat-13b ¢ 00" ot (4-shot)  22.13 21.02 21.56
zero-shot 20.65 21.80 21.21

GPT-3.5 Turbo zero-shot CoT 23.90 22.70 23.28
few-shot (4-shot)  40.14 34.58 37.16

GPT-4 zero-shot 20.67 29.15 29.89

Table 2: The performance of DeFiNER in a zero-shot, chain-of-thought, and multi-shot setting with
different LLMs. Few-shot learning refers to the approach of incorporating four examples into the
input using in-context learning. The chain-of-thought (CoT) prompting is an attempt to improve
zero-shot results. Due to computation constraints, for GPT-4, only zero-shot result is available.

a specific word before and not rely solely on context, if relevant data is in the training set before
the knowledge cutoffs. However, if the entity only existed after the ending date of a given LLM’s
training data then we know for sure that the model has never seen this term before.

As shown in the figure, both open-source and closed-source LLMs share the same pattern: As the
entity gets more recent, the performance of LLMs gradually declines, becoming increasingly poor
around 2021. On the other hand, GPT-3.5 Turbo is trained on the data before 2021.9 so the model
cannot have content in its training set after the 2021.9 cutoff. Also, newer information will have less
text on the web, so it will have a lower likelihood of being in the LLMs training set. We witness the
score of the LLM decreasing with the likelihood of a term having previously been in its training set.
This result implies that LLMs can not transfer contextual knowledge of recognizing certain entities
into the new domain of DeFi.

4.2 FEW-SHOT

For our few-shot experiments also listed in Table [2}
we observe a significant performance improvement
from zero-shot prompting. It can be attributed pri-
marily to a better understanding of the output for-
mat. In few-shot prompting, the LLM is more likely
to generate content that aligns with the expected
structure, which improves the success rate for rule- w0 7.20
based extraction methods in the subsequent evalu-
ation. While for the zero-shot experiment, despite
our efforts to control the LLM’s output format in the ©
prompt, it remains challenging to force LLMs to fol-

low the exact format as instructed.

GPT-3.5 Turbo
Llama-2-chat-13b

A;)’

Recall (¥

25.0026.10

Year Range

Figure 4: Recall score of Crypto entities

We also explore how the number of examples used
in the few-shot prompting affects the final perfor-
mance of the model. As shown in Figure[5] for both
models, increasing the number of provided examples
within a specific range leads to improved model per-
formance. However, it’s crucial to note that having
too many examples cannot continually impact the
model’s performance. This tendency is particularly
noticeable within the 4-8 shot range. Beyond the 4-
8 shot range, more examples begin to poorly impact
the performance of LLMs. In addition, the context
lengths supported by the LLMs also become a limi-
tation.

within DeFiNER sorted by the time of in-
troduction for a given Crypto entity. This is
all based on zero-shot results. The Crypto
category, due to its repetition of terms, typ-
ically has above-average zero-shot perfor-
mance than other categories. The number of
unique entities for CRYPTO per year range is
2,6,8,26 (listed in range ascending from most
recent to least recent) amounting to 46 of our
143 unique CRYPTO values within our test
set.
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We also conducted a case study on the few-shot model result. e
We found that the additional examples not only help with un- = Hama 2 chat-135
derstanding the format but also help the model understand the
definition of the entity. A Llama example is provided below:

34.90 36.10 37.20 38.30

Recall (%)

21.20 21.60 21.70
17.30
14.10 13.60

e Input: “To this purpose, for Ethereum contracts we manu-
ally inspect the Solidity source code, while for Bitcoin con-
tracts we search their web pages and related discussion fo-
rums.”

[ 1 2
Number of Examples

Figure 5: Recall when using a dif-
ferent number of examples in the
few-shot setting.

e Zero-shot Llama: None.

* Few-shot (4-shot) Llama: cryptocurrency : Ethereum;
Cryptocurrency : Bitcoin

As shown in the example, the model successfully identified that Ethereum and Bitcoin should be a

type of cryptocurrency. This is made possible because the context provided allows for the model to
see similar entities and learn how to better identify DeFi entities.

4.3 FINE-TUNING

We also explore the fine-tuning method to im-

prove model performance as it is the direct way Models Recall Precision F1 Score
to 1nt.roduce the knowledge with our training ALBERT 71.80 7207 7191
set discussed in Section We also incor- BERT 73.88 70.99 7241
porate smaller language models for comparison RoBERTa 71.78 69.34 70.55
and the result is shown in Table 3l As we can Llama-2-chat-13b  74.47 71.78 76.09

see, fine-tuning significantly improves the per-

formance for all models, and the largest Llama- Table 3: The results of DeFiNER after fine-tuning
2-chat-13b model shows an advantage after the each model. All models underwent a full fine-
fine-tuning. tuning.

4.4 ERROR ANALYSIS

To gain better insights, we conducted an error analysis for the result from the fine-tuned Llama-2
model. We chose to conduct this with the fine-tuned Llama-2 model since it had the best perfor-
mance. Particularly, we find 3 main error types when analyzing our models’ incorrect outputs Listed
from most frequent to least frequent. For an expanded list of all model error types with descriptions
see Table[]

Error Category Explanation Percentage (%)
Missing label of Program Some data points lack proper labels as Programs. 15.00
Miscellaneous errors Various errors affecting model accuracy. 12.00
Labeling random as a Program Incorrectly assigning random data as Programs. 8.00
Labeling random as Crypto Random instances mislabeled as Crypto. 5.00
Not getting full label of Program  Failure to obtain complete labels for Programs. 5.00
Labeling a Program as a Crypto ~ Programs mistakenly labeled as Crypto. 4.00
Dataset Quality error Issues related to the quality of the dataset. 2.00
Uncategorized errors / 49.00

Table 4: Distribution of error categories and their explanations in the error analysis.
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1. The model is not able to correctly identify a Program.
2. Model gives a random word the label of Program.
3. Model gives a random word the label of Crypto.

For errors 1,2 we believe the model simply has trouble understanding what is a Program and what
is not a Program. This may be because Programs tend to have a vast category of name sizes. For
example, in our test dataset, one Program has the name “Ripple Client software” and one has the
name “PoS”. These two names have vastly different lengths and look very dissimilar however they
are both Programs in our dataset.

For error 3 we believe the model has learned from our training data that Cryptos tend to be abbre-
viated into 3-4 character all-uppercase words. This can be a problem when in the test set it labels
“AWS” (Amazon web services) as a Crypto when it should not be in any of our defined categories.

5 RELATED WORK

Large Language Models (LLMs) represent a category of machine learning models employing deep
neural networks for natural language processing. These models are trained on extensive volumes
of text data, encompassing sources like web pages, books, and articles, employing unsupervised
learning methodologies. Among the most notable LLMs is the GPT series, including GPT-3 [Brown
et al| (2020b). Other leading models include Meta’s OPT Zhang et al.| (2022a), Llama [Touvron
et al. (2023a), and BigScience’s BLOOM [Workshop| (2023). LLMs |Crispino et al.| (2023) exhibit a
remarkable capacity to grasp the subtleties and intricacies of language, including semantics, syntax,
and contextual nuances. This proficiency renders them highly suitable for an extensive array of NLP
applications. The advent of LLMs has brought about a paradigm shift in the NLP domain, with
their ongoing progress anticipated to yield significant ramifications across diverse industries and
disciplines.

In the realm of assessing LLMs’ effectiveness in diverse tasks, multiple benchmarks have emerged.
For instance, MMLU Hendrycks et al.| (2021a)) is focused on creating a thorough evaluation frame-
work for text models in multi-task scenarios. On the other hand, HELM (Liang et al., 2022) provides
a comprehensive assessment, covering various facets of LLM performance, including language com-
prehension and common-sense reasoning. Structure prediction tasks [Wang et al.| (2022; 2020) have
also been extensively evaluated. Big-Bench (Srivastava et al., 2022), which presents a set of 204
challenging tasks spanning various domains. The goal is to assess LLMs on tasks that go beyond
what current language models can handle. Another valuable dataset is AGIEval (Zhong et al.,|2023),
designed as an evaluation framework for measuring the performance of foundational models in stan-
dardized exams that focus on human-centric assessments.

In addition to general tasks, there are specialized benchmarks tailored for specific downstream ap-
plications. For instance, MultiMedQA (Singhal et al., [2022) is centered around medical question-
answering, focusing on evaluating LLMs in terms of their clinical knowledge and question-
answering abilities. STEM [Shen et al.| (2024)) and Social [Yuan et al| (2024) aim to test models’
ability to understand fundamental STEM and social skills. Another benchmark, MATH (Hendrycks
et al., [2021b), is dedicated to assessing the reasoning and problem-solving skills of LLMs in the
domain of mathematics. ScienceQA (Lu et al.| [2022) introduces a multi-modal benchmark encom-
passing a wide range of science topics. Datasets [Shen et al.| (2022) have been proposed to under-
stand code syntax. For planning, G-PlanET |Lin et al.| (2022) focuses on evaluation for LLM to do
grounded planning. SciEval (Sun et al., [2023) is a benchmark for scientific research ability evalu-
ation of LLMs. In comparison to these benchmarks, DeFiNER assesses the ability to comprehend
Decentralized Finance, an emerging field.

There exist many datasets for evaluating the NER task in a general domain like news or
Wikipedia (Tjong Kim Sang, 2002; Hovy et al., 2006; |Sanh et al., 2019). Special domain NER
is imperative when dealing with texts from highly specialized fields, such as medical records (Kim
et al.} 2003} Tanabe et al., 2005; [Faessler et al.,|2020; Dogan et al.| 2014])), legal documents |Leitner
et al.[(2019); [Tufis et al.[ (2020) or scientific literature (Luan et al., 2018; [Hou et al.| [2021} [Dogan
et al.|, |2014). In these domains, entities can be highly specific, and their accurate identification is
crucial for precise information retrieval, data analysis, and domain-specific knowledge extraction.
Over the course of their prolonged development, these domains have exhibited limited alterations in
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their designated entities, while conversely, decentralized finance has experienced a swift evolution,
frequently giving rise to novel cryptocurrencies and widely accepted nomenclatures.

6 CONCLUSION

To test the emergent abilities of large language models, this paper evaluates models in the emerging
domain of DeFi. DeFi is a new and critical domain. We are among the first groups to build an
annotated resource in this domain. Our experiments show that LLMs struggle to generalize to the
DeFi domain where new entities and concepts were invented after the completion of model training.
This study provides evidence that data contamination and memorization may be major factors for
LLMs to exhibit strong performance in existing domains. Only after training models on our dataset
do they start to understand the new DeFi knowledge. Despite this, we conclude that improving
the understanding of large language models in emerging domains is an open research question and
requires fundamental algorithmic innovations from the community.

7 LIMITATIONS

For the limitation of our method, the NER procedure relies on pre-trained language models from
third parties. As reported, LLMs are known to have performance limitations (Brown et al.| | 2020b).
A limitation of our dataset is that we have not conducted a large-scale manual evaluation of all text
in the corpus and instead use automated procedures together with human checking to accelerate
the labeling procedure. The main focus of our study is to evaluate the LLMs’ performance in an
emerging domain. Finally, due to the computation resource constraints, we only evaluated the basic
zero-shot setting with the slowest GPT-4 model. Future work could include testing all settings and
incorporating more powerful LLMs.

8 ETHICAL CONSIDERATIONS

We hereby acknowledge that all of the co-authors of this work are aware of the provided ACL Code
of Ethics and honor the code of conduct. This work is about evaluating the NER ability of pre-
trained language models in different settings. Our ethical considerations and the work’s underlying
future impacts are discussed in the following perspectives. Language models are known to present
potential risks and limitations (Brown et al.| [2020b)), and the corpus used in pre-training (such as
DeFi white paper) may introduce unwanted biases and toxicity. We do not anticipate the production
of harmful outputs after using our method or datasets, especially for vulnerable populations.
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