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Abstract001

While language model (LM)-powered chatbots002
and generative search engines excel at answer-003
ing concrete queries, discovering information004
in the terrain of unknown unknowns remains005
challenging for users. To emulate the common006
educational scenario where children/students007
learn by listening to and participating in con-008
versations of their parents/teachers, we create009
Collaborative STORM (Co-STORM). Un-010
like QA systems that require users to ask all the011
questions, Co-STORM lets users observe and012
occasionally steer the discourse among several013
LM agents. The agents ask questions on the014
user’s behalf, allowing the user to discover un-015
known unknowns serendipitously. To facilitate016
user interaction, Co-STORM assists users in017
tracking the discourse by organizing the uncov-018
ered information into a dynamic mind map, ul-019
timately generating a comprehensive report as020
takeaways. For automatic evaluation, we con-021
struct the WildSeek dataset by collecting real022
information-seeking records with user goals.023
Co-STORM outperforms baseline methods on024
both discourse trace and report quality. In a025
further human evaluation, 70% of participants026
prefer Co-STORM over a search engine, and027
78% favor it over a RAG chatbot.028

1 Introduction029

Recent advancements in language models (LMs)030

(Bai et al., 2022; OpenAI, 2023; Reid and031

et al., 2024) and retrieval-augmented generation032

(RAG) (Lewis et al., 2021) have led to more ca-033

pable chatbots and emerging generative search en-034

gines (Liu et al., 2023a). Compared to traditional035

search engines and information retrieval (IR) mod-036

els (Robertson, 1977), these systems fulfill user037

queries by generating direct responses, effectively038

addressing known unknowns, where users are aware039

of their information needs.040

However, a gap remains in using these systems041

for complex information-seeking scenarios, such042
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Figure 1: Comparison of different paradigms for
learning and information seeking. Co-STORM en-
ables humans to observe and participate in a collabo-
rative discourse among LM agents with different roles.
Users can request the system to generate a full-length
cited report based on the discourse history and the infor-
mation collected.

as academic research, market analysis, and deci- 043

sion making, where the system should expose users 044

to their unknown unknowns to facilitate knowl- 045

edge discovery. While the concept of unknown 046

unknowns originally referred to unexpected risks 047

in the military, it is linked to the serendipitous dis- 048

covery of information in the information research 049

context (Foster and Ford, 2003; Agarwal, 2015). 050

Specifically, Kirzner (1997) directly contrasts such 051

discovery (“the realization that one had overlooked 052

something in fact readily available”) with success- 053

ful search (“the deliberate production of informa- 054

tion which one knew one had lacked”). 055

Prior work on automated expository writ- 056
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ing (Shen et al., 2023) attempts to help readers057

reach the terrain of unknown unknowns by curat-058

ing information from various sources into unified059

articles with substantial breadth and depth. In par-060

ticular, Shao et al. (2024) demonstrate that LMs061

paired with search engines can automatically gen-062

erate Wikipedia-like articles on arbitrary topics063

through their proposed STORM writing system.064

However, with the static report as the final out-065

come, STORM does not support any user interac-066

tion which is crucial in complex information seek-067

ing where there is no single, gold query, but queries068

evolve dynamically towards a goal (Bates, 1989).069

This dynamic and exploratory nature makes de-070

signing assistance systems challenging. Traditional071

search engines and RAG chatbots passively react to072

users’ search queries or conversational questions,073

often inducing echo chamber effects (Sharma et al.,074

2024) or high cognition load as users with limited075

prior knowledge may even struggle to formulate076

questions (Kuhlthau, 1991; Belkin et al., 1982).077

To surface unknown unknowns and better sup-078

port user interaction, we propose Collaborative079

STORM (Co-STORM), an information-seeking080

assistance system that supports collaborative dis-081

course among users and multiple LM agents. Un-082

like the one-question-one-answer mode of interac-083

tion, Co-STORM allows users to learn by observ-084

ing and participating occasionally in the discourse,085

emulating a common educational scenario (Nuss-086

baum, 2008). To facilitate a thought-provoking dis-087

course and serendipitous discovery, Co-STORM088

simulates two agent types grounded in the search089

engine: experts who participate by asking or an-090

swering questions with different perspectives and091

a moderator, a non-expert who knows enough to092

ask good questions and steers the discourse. The093

user can jump in any time to steer the discourse094

and inject questions and opinions according to their095

interest. Co-STORM maintains a dynamic, hierar-096

chical mind map to ensure they can easily follow097

and engage. Upon the conclusion of the discourse,098

users can request the system to generate a cited099

report based on the mind map.100

For evaluation, we introduce WildSeek, a dataset101

of topics and user goals from real users engaged102

in complex information seeking across multiple103

domains.1 We propose automatic metrics to as-104

sess both discourse trace and final report quality.105

Our results show that Co-STORM significantly out-106

1Our data and code will be released upon publication.

performs RAG chatbots in surfacing in-depth and 107

serendipitous information while providing a more 108

engaging learning experience. 109

We further conduct a human evaluation by invit- 110

ing users with diverse backgrounds to compare Co- 111

STORM with a search engine and an RAG chatbot. 112

70% preferred Co-STORM over the search engine, 113

and 78% preferred it over the RAG chatbot for 114

the overall information-seeking experience. Par- 115

ticipants find Co-STORM faciliate serendipitous 116

discovery and require less mental effort. 117

Our main contributions include: 118

• We propose Co-STORM, a novel system that 119

combines collaborative discourse emulation, 120

human interaction, and information organiza- 121

tion to assist learning and complex informa- 122

tion seeking. 123

• We construct the WildSeek dataset from real- 124

world human information-seeking records to 125

evaluate information-seeking assistance tools. 126

127• Results from both automatic and human eval- 128

uation show that Co-STORM can better help 129

humans discover unknown unknowns with less 130

mental effort required. 131

2 Complex Information Seeking 132

2.1 Formulation 133

Pirolli (2009) defines complex information seek- 134

ing as part of the broader sensemaking process, 135

involving collecting, sifting, understanding, and 136

organizing information from large collections to 137

generate a knowledge product. Prevalent in do- 138

mains such as investigative journalism, scientific 139

research, market analysis, this task has the follow- 140

ing properties: (1) it requires seeking information 141

from multiple sources to address various facets of 142

a topic rather than retrieving a document that best 143

matches a query; (2) it involves ongoing user inter- 144

action rather than processing a single query; (3) it 145

produces report-like curated information product 146

rather than a single short-form answer. As shown in 147

Table 1, none of the existing information-seeking 148

assistance systems (Robertson, 1977; Chen et al., 149

2017; Reddy et al., 2019; Shao et al., 2024) can 150

fully support this task. 151

Specifically, given a user seeking information 152

about a topic t with a latent goal g, we define the 153

user’s interaction with the system (e.g., formulating 154

new queries or questions) as a policy π. To satisfy 155

the goal g, the system aims to respond to π, collect 156

a set of information I ⊂ R, where R represents a 157
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Multiple
Sources

Ongoing
Interact

Curated
Report

Information Retrieval ✗ ✗ ✗

Single-Turn QA ✓ ✗ ✗

Conversational QA ✓ ✓ ✗

Report Generation ✓ ✗ ✓

Co-STORM ✓ ✓ ✓

Table 1: Comparison of different information-seeking
assistance systems.

Domain: Economics

Topic: Development of a Shared Trading Currency to
Facilitate International Trade

Intent: Investigate how a new shared currency could elim-
inate transaction costs and boost GDP among member
countries.

Table 2: A data point in WildSeek dataset.

given larger information repository (e.g., the Inter-158

net), and generate an organized long-form report159

S = s1s2...sn, where each sentence si cites a list160

of information in I for verifiability.161

2.2 WildSeek: An In-the-Wild Information162

Seeking Dataset163

To study users’ interests in complex information-164

seeking tasks in the wild, we develop a web appli-165

cation that generates comprehensive long-form re-166

ports based on users’ topics of interest and their pur-167

poses for using this application (i.e., latent goals).168

Each data point is collected as a pair comprising169

a topic and the user’s goal. We apply rule-based170

filtering followed by binary classification using an171

LM (gpt-4o-2024-05-13) to determine whether172

the latent goal is well motivated, ensuring the com-173

plexity and quality of the data. Next, we use the174

same LM to predict the taxonomy class of each175

topic, followed by manual review and refinement.176

Finally, we downsample the dataset to consist of177

100 data points across 24 domains. Table 2 show-178

cases a data point from the dataset and we include179

additional details about the dataset in Appendix A.180

3 Method181

“Tell me and I forget. Teach me and I remember.182

Involve me and I learn.” — Benjamin Franklin183

3.1 Collaborative Discourse Protocol184

Nussbaum (2008) emphasizes the importance of185

collaborative discourse in fostering deep under-186

standing and critical thinking in human learning.187

Since it is difficult to assemble a group of hu- 188

man experts for collaborative discourse on any 189

topic at any time, we propose Co-STORM (Fig- 190

ure 2) to emulate this process with multiple LM 191

agents to assist human information seeking and 192

learning. Formally, the collaborative discourse, 193

D = {u1, u2, ..., un}, consists of turn-based tex- 194

tual utterances ui from one of three roles: the user 195

(§3.3), experts with diverse perspectives (§3.4), and 196

a moderator guiding the discourse and injecting 197

questions (§3.5). The discourse begins with N ex- 198

perts, P = {p1, ..., pN}, discussing the topic t for 199

one turn per expert to warm up the conversation. 200

Co-STORM dynamically maintains a mind map 201

(§3.2) to track the discourse and construct shared 202

knowledge between the user and the system. 203

Utterance Intent Inspired by the utterance intent 204

taxonomy for information-seeking conversations 205

proposed by Qu et al. (2019), we associate each 206

utterance ui with an intent type ti, where ti can be 207

one of the following: “Original Question” (which 208

initiates a new question), “Information Request” 209

(which seeks additional information from the prior 210

utterance), “Potential Answer” (which offers a pos- 211

sible answer to a previously posed question), “Fur- 212

ther Details” (which provides supplementary in- 213

formation to a previous answer). “Original Ques- 214

tion” and “Information Request” can be grouped 215

as question-asking, while the other two categories 216

can be grouped as question-answering. 217

Initiative Management Traum (2003) under- 218

scores the necessity of discourse management in 219

multiparty dialogues. While existing systems are 220

either user-initiative (e.g., QA systems) or system- 221

initiative (e.g., STORM), Co-STORM adopts a 222

mixed-initiative approach. When the user actively 223

engages in the discourse, the system continues the 224

discourse based on the user’s question or argument, 225

allowing for a more targeted discussion. Other- 226

wise, the system automatically generates the next 227

turn. The initiative is managed by the user, as Co- 228

STORM allows the user to take a turn at any time. 229

Turn Management If the user does not take the 230

turn at timestamp i, Co-STORM needs to deter- 231

mine which LM agent should generate ti. It adopts 232

a policy where different experts, p1, ..., pN , take 233

turns in sequence, while the moderator role inter- 234

venes if there are L consecutive turns with the in- 235

tent as “Further Details” or “Potential Answer”. 236

In §5.1, we analyze the benefit of this design. 237
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User: I want to learn more about Alphafold 3 
to report this technical breakthrough.

Mind Map (§3.2) 

• Background and Development
               …
• Technical Aspects

• Accessibility Enhancements for Researchers
• Advancements in Biomolecular Structure Prediction
               …
• New Features and Advancements in AlphaFold 3

• Impact and Applications
• Drug Discovery Acceleration
• Protein-DNA and Protein-RNA Interaction Predictions
• Accuracy Improvements in Drug Discovery
      …

Collaborative Discourse

Geneticist: …

User (§3.3): I'm curious about its impact its applications?

Molecular Biology Expert: ...This open-access treasure trove is leveling 
the playing field, allowing researchers everywhere to tap into top-notch 
structural data.[13] [14] ....

Moderator: That's a great point. How might the integration of AlphaFold 3 
with emerging technologies like self-driving laboratories further accelerate 
and innovate the drug discovery process? (inspired by [20][21])

AI Expert: …

Discourse 
History

Plan the Intent

Generate Question

Generate Search Queries Retrieve and Filter

Polish Utterance

Rerank Unused information Generate Question
Polish Utterance

Update Participant List

Generate Citated Response

Mind Map

Or

Large Information Respository (e.g., The Internet)

Cited 
Report

Track the Discourse Observe and Participate

Perspective-Guided Expert Pipeline (§3.4) 

Moderator Pipeline (§3.5)

Update

Generate

Figure 2: Overview of Co-STORM. Co-STORM emulates a collaborative discourse among the user, simulated
perspective-guided experts, and a simulated moderator. It maintains a dynamically updated mind map (§3.2) to help
user track and engage in (§3.3) the discourse. The simulated expert is prompted to determine the utterance intent
based on discourse history and generate a question or an answer grounded in the Internet (§3.4). The simulated
moderator is prompted with unused information and the mind map to generate a new question to automatically steer
the discourse (§3.5). The mind map can be used to generate a full-length cited report as takeaways.

3.2 Tracking the Discourse with Mind Map238

Shared knowledge or shared conceptual space is239

critical for collaboration (Roschelle and Teasley,240

1995). To help users track the discourse and re-241

duce their cognition load, Co-STORM uses a tree-242

structured mind map M to dynamically organize243

collected information in the discourse D. Specif-244

ically, M = (C, E) is a hierarchical organization245

of concepts C, where its edges E characterize la-246

tent parent-child relationships among topics (e.g.,247

in Figure 2, “Drug Discovery Acceleration” is a248

subtopic of “Impact and Applications”). Each con-249

cept ci ∈ C is associated with a subset of collected250

information I(ci) ⊂ I. To ensure M is an intent-251

driven organization of information, each piece of252

information is also associated with the question253

that leads to its retrieval.254

Co-STORM dynamically updates the mind map255

through two operations, insert and reorganize.256

Insert places information under the most appro-257

priate concept by first deriving a set of candidate258

concepts using semantic similarity between its asso-259

ciated question and each concept in C, then prompt-260

ing the LM to choose the final placement. When a261

concept ci contains more than K pieces of informa- 262

tion, M triggers reorganize. To expand ci in a 263

top-down way, Co-STORM prompts the LM to gen- 264

erate a list of subtopic names under ci and views ci 265

as the root to repeat insert on each information 266

associated with ci. After expansion, Co-STORM 267

adopts a bottom-up cleaning process to iteratively 268

delete concepts with no supporting information and 269

merge concepts with a single subtopic. 270

3.3 User Participation 271

When the user injects an utterance ui, Co-STORM 272

uses ui as the query to retrieve information to 273

prompt the LM to obtain an updated list of experts, 274

P ′. Following this update, the system switches 275

back to the auto-steering mode where the expert 276

or the moderator takes turns according to the turn 277

management policy introduced in §3.1. Once the 278

user is satisfied with the discourse, Co-STORM 279

generates the final report S as the curated informa- 280

tion product of the collaborative discourse. This 281

report is generated using the mind map M as the 282

outline and the cited information I(ci) under each 283

concept ci to generate the report section by section. 284
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3.4 Simulating the Roundtable Participant285

Inspired by STORM (Shao et al., 2024) which uses286

perspective-guided question asking to improve the287

question diversity and quality, Co-STORM person-288

ifies simulated experts with different expertise to289

sift information from different perspectives. Specif-290

ically, given a topic t, Co-STORM uses t itself as291

the search query to retrieve background informa-292

tion to prompt the LM to generate the expert list293

P = {p1, ..., pN}. For example, for the topic “Al-294

phaFold3” in Figure 2, the LM suggests an “AI295

Expert”, a “Geneticist”, and a “Molecular Biology296

Expert” to participate in the discourse. If there is no297

interruption by the user or the moderator, each ex-298

pert pj sequentially takes turns with the following299

procedure: (1) The LM is prompted with the dis-300

course history {u1, ..., ui−1}, the current expert’s301

perspective pj to choose the intent ti for its next302

utterance. (2) If ti is “Further Details” or “Poten-303

tial Answer”, we prompt the LM to generate search304

queries and retrieve information with the search305

engine for generating response with citations. (3)306

Otherwise, we prompt the LM to directly generate307

a question based on the discourse history. (4) After308

obtaining the content of the utterance, we use an-309

other LM call to polish the utterance style to make310

it more chatty and engaging.311

3.5 Simulating the Moderator312

With only the expert role, the discourse tends to313

have most of the utterances with the intent of “Fur-314

ther Details”, leading to repetition and niche discus-315

sions. During the moderator’s turn, Co-STORM316

leverages the uncited sources between the current317

turn and the last moderator turn to instruct the LM318

to generate questions grounded in retrieved infor-319

mation rather than pure speculation. As there could320

be many uncited sources, the moderator reranks321

each information i based on the similarity to the322

topic t and the dissimilarity to its associated ques-323

tion q. Formally, the reranking score is324

cos(i, t)α(1− cos(i,q))1−α, (1)325

where i, t,q are corresponding text embeddings326

and α is a hyperparameter. This reranking func-327

tion prioritizes information that does not directly328

answer the original question but relevant the topic329

t. Co-STORM concatenates these reranked sources330

along with concept names in C to avoid repetitive331

concepts. This combined context is used to prompt332

the LM to generate the question for the moderator333

turn and an updated list of experts, P ′.334

4 Experiments 335

4.1 Baselines 336

We compare Co-STORM with the following base- 337

lines: (1) RAG Chatbot, a baseline that retrieves 338

information from the search engine and interacts 339

with the user through a one-question-one-answer 340

paradigm. (2) STORM + QA, a baseline that 341

uses the STORM framework (Shao et al., 2024) 342

to generate a report for a given topic to provide 343

general information. It then allows the user to ask 344

follow-up questions and provides corresponding 345

answers grounded in the search engine. (3) Tradi- 346

tional Search Engine. 347

4.2 Experiment Setups 348

As complex information seeking involves ongoing 349

user interaction (§2.1), our experiments include 350

two setups for evaluation. 351

Setup 1 (Automatic Evaluation with Simulated 352

Users) In this setup, we compare Co-STORM 353

with RAG Chatbot and STORM + QA. We use 354

the WildSeek dataset where each data point comes 355

with a topic t and a goal g. We simulate the 356

user by parameterizing the user policy π as an 357

LM (gpt-4o-2024-05-13) prompted with t, g, the 358

discourse history D, and the instruction for ques- 359

tion generation. To ensure a fair comparison, we 360

terminate the information-seeking session once it 361

reaches 30 search engine queries for Co-STORM 362

and both baselines. For all methods, the final re- 363

port is generated using the two-stage approach of 364

outline generation followed by section-by-section 365

article generation, as proposed by STORM (Shao 366

et al., 2024), based on the interaction history. We 367

evaluate the system quality by assessing the final 368

report and the interaction history (i.e., discourse) 369

with the automatic metrics defined in §4.3. 370

Setup 2 (Human Evaluation with Real Users) 371

We conduct an IRB-approved human evaluation 372

to compare Co-STORM with RAG Chatbot and 373

Search Engine by recruiting 20 volunteers on the 374

Internet. Participants are randomly split into two 375

groups: one compared Co-STORM with Google 376

Search, while the other group compared it with the 377

RAG Chatbot. We control for confounding vari- 378

ables by creating five pairs of complex information- 379

seeking tasks, each pair consisting of two topics 380

within the same domain and a shared information- 381

seeking goal. Each pair is assigned to two partici- 382

pants per group, with each participant using both 383

systems (one per topic) to avoid topic familiarity 384
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Report Quality Question-Answering Turn Quality
Relevance Breadth Depth Novelty Info Diversity Consistency Engagement # Unique URLs

RAG Chatbot 3.57 3.50 3.26 2.44 0.595 4.37 4.13 2.94
STORM + QA 3.61 3.61 3.43 2.50 0.592 4.34 4.11 2.89

Co-STORM 3.78 3.79 3.77† 3.05† 0.602 4.40† 4.33† 6.04†
w/o Multi-Expert 3.73 3.75 3.77 2.93 0.589 4.40 4.32 5.91
w/o Moderator 3.56 3.69 3.41 2.89 0.577 4.39 4.28 5.67

Table 3: Automatic evaluation results for report quality and the quality of question-answering turns in the discourse
with simulated users. † denotes significant differences (p < 0.05) from a paired t-test between Co-STORM and
both baselines. The rubric grading uses a 1-5 scale. All scores reported are the mean values.

bias. We also alternate the order of Co-STORM385

and the baseline to avoid order effects.386

After seeking information for each topic, partici-387

pants are instructed to rate their experience based388

on four grading aspects defined in §4.3 (Relevance,389

Breadth, Depth, Novelty/Serendipity), using a 5-390

point Likert scale. After completing both tasks, par-391

ticipants are asked to provide pairwise preferences392

regarding the required effort, user engagement, ad-393

dressing echo chamber issues, and overall experi-394

ence. We also collect open-ended feedback and395

allow participants to optionally leave comments on396

each discourse turn and the mind map snapshots397

when interacting with Co-STORM. More details on398

the human evaluation are included in Appendix E.399

4.3 Automatic Metrics400

Report Quality We evaluate the final report on401

four aspects, Relevance, Broad Coverage (Breadth),402

Depth, Novelty, as indicators of the quality of the403

whole information-seeking process.2 We employ404

Prometheus 2 (Kim et al., 2024), a 7B evalua-405

tor LM, to score the report based on a 5-point406

rubric. To further quantify the diversity of the407

collected information, we also report the Informa-408

tion Diversity as the average pairwise dissimilarity409

of I, 1 −
∑

i,j∈I,i ̸=j cos(i,j)

|I|(|I|−1) , where i, j are corre-410

sponding text embeddings obtained from OpenAI’s411

text-embedding-3-small.412

Discourse Quality Since the discourse itself is413

valuable for human learning, we also evaluate the414

discourse trace using a 5-point rubric to grade each415

turn. This grading assesses Novelty, Intent Align-416

ment, and No Repetition for question-asking ut-417

terances (i.e., utterances with the intent “Original418

Question” or “Request Information”). For question-419

answering utterances that provide information, we420

assess Consistency and Engagement. We also re-421

port the number of unique cited URLs in these ut-422

2The same four aspects are used in human evaluation.

terances to indicate information diversity at the turn 423

level. Both the rubrics for report evaluation and 424

utterance evaluation are included in Appendix D. 425

4.4 Co-STORM Implementation 426

LM component of Co-STORM is implemented us- 427

ing zero-shot prompting via the DSPy framework 428

(Khattab et al., 2023) and gpt-4o-2024-05-13 429

(see full prompts in Appendix D). We ground Co- 430

STORM in the Internet using the You.com search 431

API3 although the system is compatible with other 432

search engines or IR systems. Hyperparameters N , 433

K, L, α are set to 3 and 10, 2, 0.5, respectively. 434

The text embeddings in Eq. 1 are obtained from 435

text-embedding-3-small. We set LM tempera- 436

ture as 1.0 and top_p as 0.9 for all experiments. For 437

human evaluation, we develop a web application 438

(Figure 12) for users to interact with Co-STORM 439

in real-time. 440

5 Results and Analysis 441

5.1 Automatic Evaluation Results 442

Table 3 presents the evaluation results for report 443

quality and the quality of question-answering turns 444

in the discourse. The question-answering turns 445

and the final report are the primary sources for hu- 446

man learning when they interact with Co-STORM. 447

STORM + QA considers multiple perspectives in 448

researching the given topic, indeed leading to im- 449

proved performance across all four grading dimen- 450

sions of the report quality compared to the RAG 451

Chatbot. However, Co-STORM outperforms it, 452

particularly in the Depth and Novelty aspects, by 453

simulating collaborative discourse with multiple 454

agentic roles, akin to a thought-provoking round ta- 455

ble discussion. For discourse quality, the question- 456

answering turns in Co-STORM significantly out- 457

perform both baselines in terms of Consistency 458

3https://documentation.you.com/api-reference/
search
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2.5

3

3.5

4

4.5

Novelty Intent Alignment No Repetition

Expert Moderator
Co-STORM N 1
w/o Multi-Expert 1 1
w/o Moderator N 0

User
1
1
1

Figure 3: Rubric grading results for question-asking turn
quality in automatic evaluation with simulated users.

and Engagement. This improvement is attributed459

to collaborative discourse setup, where the LM is460

prompted to generate the answer only when the461

retrieved information matches the current question462

according to the discourse history (see Listing 2).463

The utterance polishing step (see Figure 2) also464

helps as it serves as a self-improving mechanism.465

Ablation Studies As discussed in §3, a major466

innovation of Co-STORM is the orchestration of467

two types of LM agents. To assess the benefit,468

we compare Co-STORM with two ablations: (1)469

without multiple experts with different perspectives470

(“w/o Multi-Expert”), i.e., only a single expert and471

a moderator, and (2) multiple experts but no mod-472

erator steering the discourse (“w/o Moderator”).473

As shown in Table 3, the ablated systems perform474

worse than the full system across all metrics in475

both report and question-answering turn quality.476

Notably, removing the moderator has a greater neg-477

ative impact than reducing the number of experts.478

A key feature of Co-STORM is that LM agents479

can ask questions on the user’s behalf. As shown480

in Figure 3, the advantage of Co-STORM’s multi-481

agent design becomes clearer when inspecting the482

question-asking turns. Having just one expert and483

one moderator can already provide most of the484

benefits. Importantly, the moderator role in Co-485

STORM raises questions based on unused informa-486

tion about the topic—such a role represents some-487

body with a much larger known unknowns, effec-488

tively steering the discourse to help users discover489

more in the space of their unknown unknowns.490

Another key innovation of Co-STORM is the491

dynamic mind map. We include controlled experi-492

ments on mind map quality in Appendix B.493

Co-STORM is better than Search Engine

Co-STORM is better than RAG Chatbot

Neutral Strongly AgreeAgreeDisagreeStrongly Disagree

Less Effort
User Engagement

Addresses Echo Chamber
Overall Experience

66.67%

44.44%

55.56%

77.78%

80.00%

100.00%

60.00%

70.00%

Less Effort
User Engagement

Addresses Echo Chamber
Overall Experience

Agreement

Agreement

Figure 4: Survey results of pairwise comparison (i.e.,
agreement on whether Co-STORM is better than Search
Engine/RAG Chatbot) in human evaluation.

5.2 Human Evaluation Results 494

Table 4 shows the human rating results and Figure 4 495

shows the pairwise comparison results. 496

Co-STORM helps users find broader and deeper 497

information relevant to their goals. Participants 498

found that Co-STORM uncovers information with 499

greater breadth and depth compared to the search 500

engine and the RAG Chatbot. Specifically, Co- 501

STORM is rated strictly higher in Breadth by 50% 502

of the participants and strictly higher in Depth by 503

60% of the participants than the search engine. 504

Compared to the RAG Chatbot, Co-STORM re- 505

ceives strictly higher scores in Breadth from 67% 506

of participants and in Depth from 56% of partici- 507

pants. This finding aligns with the automatic evalu- 508

ation results shown in Table 3. While helping users 509

discover more information, Co-STORM remains 510

aligned with their goals, as participants also rated 511

Co-STORM higher in Relevance compared. 512

Co-STORM provides more serendipitous infor- 513

mation with less mental effort required. Par- 514

ticipants found that Co-STORM requires less ef- 515

fort, better mitigates the echo chamber issue, and 516

provides a better overall experience. In more fine- 517

grained evaluation, participants evaluated 32% of 518

Co-STORM ’s total utterances, rating 89% of them 519

as effectively “steering the discourse towards a new 520

and interesting direction”. One participant noted, 521

“Co-STORM allows for almost full automation and 522

much better understanding as it brings up topics 523

that the user may not even think of”. Moreover, par- 524

ticipants found the mind map helpful. In total, they 525

evaluated 80 snapshots of the dynamic mind map, 526

4One participant in the Co-STORM v.s. RAG Chatbot
group submitted the rating but did not leave a usage record, so
we excluded this data point from the aggregated results.
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Co-STORM v.s. Search Engine Co-STORM v.s. RAG Chatbot
Search Engine Co-STORM Win % (Lose %) p-value RAG Chatbot Co-STORM Win % (Lose %) p-value

Relevance 3.90 4.00 30% (30%) 0.758 3.89 4.22 33% (0%) 0.081
Breadth 3.60 4.10 50% (10%) 0.096 3.11 4.22 67% (0%) 0.013
Depth 3.10 4.00 60% (10%) 0.081 3.11 4.00 56% (33%) 0.069
Serendipity 2.70 3.90 70% (10%) 0.030 2.78 3.78 67% (0%) 0.009

Table 4: Human ratings on different aspects of the information-seeking experience with Co-STORM and Search
Engine (n=10) and with Co-STORM and RAG Chatbot (n=9)4. The ratings are given on a scale from 1 to 5 with 3
as “Average”. We report the win rate of Co-STORM in pairwise comparison and the p-value in a paired t-test.

finding it accurately tracked the discourse 71% of527

the time. One participant remarked, “Co-STORM528

is so much less mentally taxing for me to use”.529

Co-STORM should support more customiza-530

tion. Among the 19 participants, 4 noted that531

the RAG Chatbot better follows instructions that532

have a clear target and mentioned they expect Co-533

STORM to generate more concise utterances and534

provide less information in such cases. We view dy-535

namically adapting Co-STORM to users’ evolving536

mental states and personalizing their preferences537

as a meaningful direction for future work.538

6 Related Works539

Information-Seeking Support in NLP NLP re-540

search supporting human information seeking has541

mainly focused on building question-answering542

(QA) systems (Chen et al., 2017; Lee et al., 2019;543

Dasigi et al., 2021; Levy et al., 2021; Yuan et al.,544

2020). These works often assume that the an-545

swer can be found within a single document (Clark546

et al., 2020) or that users can formulate complex547

queries (Yang et al., 2018; Chen et al., 2021; Ah-548

madvand et al., 2023), assumptions that do not hold549

true in complex information seeking (Butler, 2000;550

Booth et al., 2009; Byström and Järvelin, 1995).551

Some more recent works have proposed long-552

form QA systems (Xu et al., 2023, 2024) and au-553

tomatic expository writing systems (Balepur et al.,554

2023; Shen et al., 2023; Shao et al., 2024) to synthe-555

size information from multiple sources. Some other556

studies have explored conversational search (Ku-557

mar and Callan, 2020; Nakamura et al., 2022).558

However, these works typically ignore human inter-559

action or only passively answer user questions. We560

construct a multi-agent system with a human-in-561

the-loop protocol to support effective user interac-562

tion for complex and evolving information needs.563

Multi-Agent Systems As LMs advance, a grow-564

ing body of research explores their use in multi-565

agent applications (Wu et al., 2023; Nakajima,566

2023; Liu et al., 2023b; Wang et al., 2024). Several567

studies show that multi-agent debate enhances the 568

factuality and reasoning compared to using a single 569

LM (Du et al., 2023; Liang et al., 2023), and co- 570

operative role-playing frameworks improve perfor- 571

mance on coding or mathematical benchmarks (Li 572

et al., 2023; Hong et al., 2023). While these studies 573

primarily focus on automating tasks, the potential 574

applications extend further. For instance, Genera- 575

tive Agents (Park et al., 2023) instantiate an inter- 576

active environment with twenty-five LM agents to 577

study emergent social behaviors, and Michael et al. 578

(2023) shows multi-agent debate helps humans su- 579

pervise model outputs. Our work aligns with these 580

broader applications by constructing a multi-agent 581

system to facilitate human learning. 582

Collaborative Discourse for Human Learning 583

Collaborative discourse has long been valued in 584

classroom settings for its ability to deepen learners’ 585

understanding of concepts, enhance peer learning, 586

and increase engagement (Nussbaum, 2008; Os- 587

borne, 2010; Kolodner, 2007; Chinn et al., 2000). 588

Specifically, Nussbaum (2008) argues not all types 589

of collaborative discourse are equally beneficial to 590

students’ learning, emphasizing critical discussion 591

where participants assume different points of view. 592

Furthermore, the facilitator role is important in 593

collaborative discourse, with asking questions and 594

providing complementary information as popular 595

strategies (Onrubia et al., 2022). 596

7 Conclusion 597

We propose Co-STORM, an information-seeking 598

assistance system that emulates collaborative dis- 599

course among users and LM agents. Co-STORM 600

facilitates learning and complex information seek- 601

ing by creating an interactive environment where 602

users can observe and participate. We construct the 603

WildSeek dataset for automatic evaluation. Experi- 604

mental results, including human assessments, show 605

that Co-STORM outperforms traditional search en- 606

gines and RAG chatbots in surfacing unknown un- 607

knowns and reducing users’ mental effort. 608
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Limitations609

We design Co-STORM to create an immersive hu-610

man learning experience by enabling humans to611

participate in LM agent conversations. Despite the612

advantages demonstrated through both automatic613

and human evaluations, several limitations remain.614

First, the system could better tailor the collabora-615

tive discourse to the user’s prior knowledge, skip-616

ping basic facts for knowledgeable users and intro-617

ducing concepts progressively for novices. Second,618

while Co-STORM employs an effective discourse619

management mechanism, users sometimes desire620

more control over the discourse, including manag-621

ing expert perspectives and customizing the utter-622

ance length. Finally, compared to the RAG Chatbot,623

Co-STORM has higher latency due to the need to624

decide the utterance intent and update the mind625

map. Although the current latency is acceptable626

for real-time interaction, as demonstrated in human627

evaluations, improving the efficiency of the LM628

system would provide a smoother user experience.629

Ethics Statement630

We build and evaluate our work to strictly adhere631

to ethical standards. The construction of the Wild-632

Seek dataset involves collecting data with users’633

explicit approval, and we carefully remove all per-634

sonally identifiable information. In contrast to cre-635

ative generation tasks, our tasks generate content636

that may impact how people perceive information637

and shape their opinions. We design our system638

to ground generated content on openly accessible639

external sources available on the general internet,640

with proper citations. Our experiments and evalu-641

ations ensure the accurate delivery of information642

and significantly reduce hallucinations. We avoid643

publishing or posting any generated content with-644

out careful examination of information accuracy.645

We believe there are no data privacy issues as we646

ground our generated content from information ac-647

cessible to the general public.648

The primary risk of our work is the common649

bias issues originating from biases present on the650

general internet. We mitigate this problem by incor-651

porating multiple sources. However, further infor-652

mation processing modules that serve as filters for653

internet sources and more robust modules to verify654

the accuracy of information can be implemented.655

Additionally, our current work only considers gen-656

erating and retrieving information from English657

sources. Extending our system to be compatible658

with multilingual sources and generation will be 659

beneficial. 660
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A Dataset Details948

We constructed WildSeek using a web applica-949

tion5 we built as described in §2.2. User privacy950

was strictly maintained by explicitly obtaining con-951

sent each time users logged into our web applica-952

tion. No personally identifiable information was953

collected, and the entire dataset was manually re-954

viewed to ensure compliance with this standard.955

We rejected topics that were illegal, harmful, vio-956

lent, racist, sexual, non-English, based on personal957

experience, or contained personal information.958

To ensure broad coverage, we conducted topic959

classification using gpt-4o-2024-05-13 and hu-960

man inspection, and then downsampled the col-961

lected data to 100 cases, covering 24 fine-grained962

categories in 6 domains: Science, Health and Fit-963

ness, Culture and Society, Lifestyle and Leisure,964

Social Science and Humanities, and Others. Ta-965

ble 5 includes example data points from each do-966

main and Figure 5 shows full taxonomy of the Wild-967

Seek dataset.968

B Mind Map Insert Operation969

As revealed in human evaluation results (see §5.2),970

the mind map is crucial for helping users track971

the discourse and the collected information. Co-972

STORM dynamically updates the mind map973

through insert and reorganize operations. In974

this section, we conduct controlled experiments on975

different implementations of insert and verify the976

quality of the mind map updates.977

Dynamically organizing collected information978

in to a mind map is challenging. Unlike classic979

document classification tasks (Zhang et al., 2024,980

2023) and recursive summarization tasks (Sarthi981

et al., 2024; Gao et al., 2023), where either the982

hierarchical organization or the information to be983

organized is fixed, mind map insertion involves an984

evolving hierarchical organization of concepts and985

an incremental set of information. We compare986

Co-STORM insert (§3.2) with two alternative987

approaches: (1) The Embedding Only baseline se-988

lects the placement with the highest semantic simi-989

larity using embedding cosine similarity. (2) The990

Language Model Only baseline directly prompts991

an LM to choose the best placement within the992

given hierarchical organization.993

We construct an evaluation dataset for the con-994

trolled experiments by leveraging the FreshWiki995

5Our institution’s IRB approved the web application

dataset (Shao et al., 2024), which is a collection of 996

recent, high-quality Wikipedia articles. We use the 997

Wikipedia article outline as the concept hierarchy 998

and require each candidate method to find the best 999

placement for a given citation used in the article. 1000

The original placement of the citation in the article 1001

is deemed as the ground truth. We apply rule-based 1002

filtering to retain articles with up to three levels 1003

of hierarchy and English citation sources only. In- 1004

serting one cited source back into the outline is 1005

considered as one task. After downsampling, we 1006

derive a dataset consisting of 111 tasks: 33 from 1007

first-level sections, 64 from second-level sections, 1008

and 14 tasks from third-level sections. 1009

We report the insertion accuracy in Table 6. For 1010

tasks where the ground truth placement is in the 1011

second or third level, we also consider a placement 1012

is partially correct if the information is inserted into 1013

one of the ancestors of the ground truth placement 1014

and report the partial accuracy. The experimental 1015

results show that solely relying on the LM performs 1016

poorly as the hierarchical organization can be wide 1017

and deep and the performance heavily depends on 1018

the quality of concept names. Co-STORM insert 1019

consistently outperforms both baseline approaches. 1020

C Full Prompts in Co-STORM 1021

In §3.1, we introduce Co-STORM ’s collabo- 1022

rative discourse protocol which includes three 1023

key roles: the user, experts, and a moderator. 1024

We implement the perspective-guided expert and 1025

moderator pipeline using zero-shot prompting of 1026

gpt-4o-2024-05-13. Listing 2 and Listing 3 doc- 1027

uments the full prompts for simulating the expert 1028

and the moderator respectively. Co-STORM uses a 1029

hierarchical mind map to track the discourse (§3.2) 1030

and the mind map insert operation is detailed 1031

in Appendix B. Prompts used for the mind map 1032

operations can be found in Listing 1. 1033

D Automatic Evaluation Details 1034

Following Shao et al. (2024), we use the 1035

Prometheus model (Kim et al., 2024), an open- 1036

source rubric grading model for evaluating long- 1037

form text based on user-defined criteria. For our 1038

experiments, we use prometheus-7b-v2.0 6, the 1039

state-of-the-art version at the time of our experi- 1040

ments. As the model has a limited context window, 1041

for report evaluation, we omit references and trim 1042

6https://huggingface.co/prometheus-eval/
prometheus-7b-v2.0
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Figure 5: WildSeek taxonomy. The number in the parenthesis denotes the number of data points classified under the
corresponding category or its descendants.

Domain Example Task

Computer Science Topic: Blockchain anomaly detection using large models
Intent: To evaluate the effectiveness of large models in detecting anomalies
in blockchain systems compared to existing models.

Healthcare Topic: The effects of NMN supplements on human anti-aging
Intent: To investigate the efficacy and mechanisms of NMN supplements in slowing down
or reversing the aging process in humans.

Environmental Science Topic: Utilization of Weather Forecasting for Wind and Solar Energy Assessment
Intent: To explore advanced methodologies in integrating weather forecast
data for optimizing wind and solar energy evaluations.

Law Topic: Recent legal cases in the US involving hardware technology innovations
Intent: To investigate the legal precedents and implications of hardware technology
innovations in the US.

Economics Topic: Development of a Shared Trading Currency to Facilitate International Trade
Intent: Investigate how a new shared currency could eliminate transaction costs
and boost GDP among member countries.

Table 5: Examples of complex information seeking tasks from the WildSeek dataset.

the input text to under 2000 words to fit into the1043

model’s context window, following the practice in1044

Shao et al. (2024); for discourse quality evaluation,1045

we reduce the discourse history length by taking1046

the last 2000 words as context. The report quality1047

evaluation and discourse quality evaluation rubrics1048

can be found in Table 9, Table 10, and Table 11.1049

To assess the quality of the automatic evalua-1050

tion results in §5.1, we randomly sampled 50 data1051

points from the automatic evaluation of discourse1052

quality, with 10 data points for each rubric item,1053

i.e. Novelty, Intent Alignment, No Repetition for1054

question-asking utterances, and Consistency and1055

Engagement for question-answering utterances, as1056

defined in §4.3. Each data point represents the au-1057

tomatic grading of one utterance on one rubric item.1058

Two independent evaluators provided human grad-1059

ing. We calculate the Pearson correlation between1060

the automatic evaluation scores and the average1061

human grading scores. Table 7 shows that the auto- 1062

matic rubric grading exhibits a positive correlation 1063

with human grading, with statistical significance 1064

observed for 4 out of the 5 rubric items. Addi- 1065

tionally, the experimental results from the human 1066

evaluation with real users (Table Table 4 and Fig- 1067

ure 4) also reveal similar findings to the automatic 1068

evaluation results, verifying our automatic evalua- 1069

tion setup. 1070

E Human Evaluation Details 1071

Human evaluation participants voluntarily provided 1072

demographic data, including their ages and highest 1073

education levels. As shown in Figure 6 and Fig- 1074

ure 7), our human evaluation covers a diverse demo- 1075

graphic. All participants gave consent to feedback 1076

data collection and we ensured no personal iden- 1077

tifiable information was stored (see Figure 11). 1078

Feedback was collected via an online questionnaire 1079
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First-Level Second-Level Third-Level
Acc. Acc. Partial Acc. Acc. Partial Acc.

Embedding only 24.24 35.94 65.62 35.71 57.14
Language Model only 3.03 7.81 62.50 7.14 71.43
Co-STORM insert 39.39 51.56 68.75 35.71 71.43

Table 6: Controlled experiment results of different mind map insertion methods (%). A placement is deemed as
partially correct if the information is inserted into one of the ancestors of the ground truth placement.

Figure 6: Age distribution of participants in the human
evaluation.

Figure 7: Education level distribution of participants in
the human evaluation.

platform 7 and a web application we built.1080

The web application provides participants an1081

interface to perform real-time interaction with Co-1082

STORM. The web application has two mode, Co-1083

STORM mode and RAG chatbot mode. Figure 121084

shows screenshot of the web application in Co-1085

STORM mode. The RAG chatbot mode is similar1086

to the common chatbot interface.1087

As discussed in §5.2, we crafted five pairs of1088

complex information-seeking tasks for human eval-1089

uation (see Table 8). After completing each task,1090

participants were instructed to rate the information-1091

7https://www.qualtrics.com

Pearson Correlation (p-value)

Novelty 0.32 (< 4e-1)
Intent Alignment 0.55 (< 2e-2)
No Repetition 0.50 (< 7e-3)
Consistency 0.50 (< 2e-3)
Engagement 0.34 (< 2e-2)

Table 7: Pearson correlation between average human
rubric grading scores and automatic rubric grading
scores on discourse turn quality (n=50).

seeking assistance system they used (i.e., Google 1092

Search, RAG Chatbot, or Co-STORM) from four 1093

grading aspects defined in §4.3 using 1 to 5 Likert 1094

scale (Likert question shown in Figure 8). After 1095

completing both two tasks, participants were asked 1096

to provide a pairwise preference by comparing Co- 1097

STORM with either Google Search (see Figure 9) 1098

or the RAG chatbot (see Figure 10) with the Likert 1099

questions. 1100

F Case Study 1101

We present two examples from different topics 1102

where the moderator effectively steers the conver- 1103

sation towards engaging directions. Example 13 1104

shows example of discourse on the topic “Theef- 1105

fects of NMN supplements on human anti-aging” 1106

where the moderator effectively steers the ongo- 1107

ing discourse to anti-aging benefits of personalized 1108

NMN and then further directs the discourse towards 1109

genetic profiling for personalized NMN supple- 1110

mentation plans. Example 14 highlights moderator 1111

effectively raises new concept and shift the dis- 1112

cussion on the topic “The Emergence of Artificial 1113

Super Intelligence: Future Prospects and Impacts”. 1114

The moderator steers the ongoing discours from 1115

technology hurdles, role of computation power, so- 1116

cietal impact, risk and mitigation towards discus- 1117

sion on quantum digital twin. 1118

Additionally, we include a complete discourse 1119

transcript (Appendix §G) and the associated report 1120

(Appendix §H) on the topic of “AlphaFold 3,” as 1121

referenced in Figure 2. In the discourse, the sys- 1122
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tem initiates the discussion with steering by the1123

moderator, focusing on the background and devel-1124

opment of AlphaFold 3, as well as the technical1125

advancements in biomolecular structure prediction,1126

protein-DNA interactions, and its impact on genetic1127

regulation. The user then directs the discourse to-1128

wards its applications. Several participants provide1129

insights into AlphaFold 3’s applications in drug dis-1130

covery, personalized medicine, and biotechnology.1131

This is followed by a discussion on self-driving1132

laboratories (SDLs), again steered by the modera-1133

tor. Finally, the user shifts the discussion towards1134

the economic impact and market implications of1135

AlphaFold 3.1136
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Topic Goal

GPT-4 Omni To investigate the latest technology breakthrough and discover a unique angle to report on it,
ensuring more people know about the technology.AlphaFold 3

Gaza war protests in US colleges To investigate the latest news and provide comprehensive coverage, ensuring
people receive diverse perspectives on the events.The conviction of Donald J. Trump in 2024

Privacy Norm with Digital Technologies To gain an in-depth understanding of the topic and prepare for a one-hour
presentation in a college reading group.Copyright Issues with Language Models

Social Organism To conduct a literature review on a given topic in preparation for a class discus-
sion in a sociology course.Social Statics and Social Dynamics

China’s dropping population in recent years To investigate the latest news and find an engaging angle to report it, incorporat-
ing background stories and connections to related events to enhance its appeal.The Humanitarian crisis in Gaza in recent years

Table 8: Information-seeking tasks used in human evaluation.

Figure 8: Human evaluation grading rubrics for each method (search engine, RAG Chatbot, and Co-STORM).
Evaluation results are shown in Table 4

.

Figure 9: Likert question for comparing Co-STORM with Google Search in human evaluation. Evaluation results
are shown in Figure 4.
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Figure 10: Likert question for comparing Co-STORM with RAG Chatbot in human evaluation. Evaluation results
are shown in Figure 4.

Figure 11: Screenshot to get consent from participants for gathering feedback data during human evaluations using
Qualtrics.
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class InsertInformation(dspy.Signature):
"""Your job is to insert the given information to the knowledge base. The knowledge base is a tree based data structure to

organize the collection information. Each knowledge node contains information derived from themantically similar
question or intent.

To decide the best placement of the information, you will be navigated in this tree based data structure layer by layer.
You will be presented with the question and query leads to ththeis information, and tree structure.

Output should strictly follow one of options presetned below with no other information.
- 'insert': to place the information under the current node.
- 'step: [child node name]': to step into a specified child node.
- 'create: [new child node name]': to create new child node and insert the info under it.

Example outputs:
- insert
- step: node2
- create: node3
"""
intent = dspy.InputField(prefix="Question and query leads to this info: ", format=str)
structure = dspy.InputField(prefix="Tree structure: \n", format=str)
choice = dspy.OutputField(prefix="Choice:\n", format=str)

class InsertInformationCandidateChoice(dspy.Signature):
"""Your job is to insert the given information to the knowledge base. The knowledge base is a tree based data structure to

organize the collection information. Each knowledge node contains information derived from themantically similar
question or intent.

You will be presented with the question and query leads to this information, and candidate choices of placement. In these
choices, -> denotes parent-child relationship. Note that reasonable may not be in these choices.

If there exists reasonable choice, output "Best placement: [choice index]"; otherwise, output "No reasonable choice".
"""
intent = dspy.InputField(prefix="Question and query leads to this info: ", format=str)
choices = dspy.InputField(prefix="Candidate placement:\n", format=str)
decision = dspy.OutputField(prefix="Decision:\n", format=str)

Listing 1: Prompts used for dynamically updating the mind map in Co-STORM.
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class QuestionToQuery(dspy.Signature):
"""You want to answer the question or support a claim using Google search.

What do you type in the search box?
The question is raised in a round table discussion on a topic. The question may or may not focus on the topic itself.
Write the queries you will use in the following format:
- query 1
- query 2
...
- query n"""

topic = dspy.InputField(prefix='Topic context:', format=str)
question = dspy.InputField(prefix='I want to collect information about: ', format=str)
queries = dspy.OutputField(prefix="Queries: \n", format=str)

class AnswerQuestion(dspy.Signature):
""" You are an expert who can use information effectively. You have gathered the related information and will now use the

information to form a response.
Make your response as informative as possible and make sure every sentence is supported by the gathered information.
If [Gathered information] is not directly related to the [Topic] and [Question], start your response with "Based on the

available information, I cannot fully address the question." Then, provide the most relevant answer you can based on the
available information, and explain any limitations or gaps.

Use [1], [2], ..., [n] in line (for example, "The capital of the United States is Washington, D.C.[1][3].").
You DO NOT need to include a References or Sources section to list the sources at the end. The style of writing should be

formal.
"""

topic = dspy.InputField(prefix='Topic you are discussing about:', format=str)
question = dspy.InputField(prefix='You want to provide insight on: ', format=str)
info = dspy.InputField(

prefix='Gathered information:\n', format=str)
style = dspy.InputField(prefix="Style of your response should be:", format=str)
answer = dspy.OutputField(

prefix="Now give your response. (Try to use as many different sources as possible and do not hallucinate.)",
format=str

)

class ConvertUtteranceStyle(dspy.Signature):

"""
You are an invited speaker in the round table conversation.
Your task is to make the question or the response more conversational and engaging to facilitate the flow of conversation.
Note that this is ongoing conversation so no need to have welcoming and concluding words. Previous speaker utterance is

provided only for making the conversation more natural.
Note that do not hallucinate and keep the citation index like [1] as it is. Also,
"""
expert = dspy.InputField(prefix="You are inivited as: ", format=str)
action = dspy.InputField(prefix="You want to contribute to conversation by: ", format=str)
prev = dspy.InputField(prefix="Previous speaker said: ", format=str)
content = dspy.InputField(prefix="Question or response you want to say: ", format=str)
utterance = dspy.OutputField(prefix="Your utterance (keep the information as much as you can with citations, prefer

shorter answers without loss of information): ", format=str)

Listing 2: Prompts used for simulating perspective-guided experts in Co-STORM.
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class KnowledgeBaseSummmary(dspy.Signature):
"""Your job is to give brief summary of what's been discussed in a roundtable conversation. Contents are themantically

organized into hierarchical sections.
You will be presented with these sections where "#" denotes level of section.
"""
topic = dspy.InputField(prefix="topic: ", format=str)
structure = dspy.InputField(prefix="Tree structure: \n", format=str)
output = dspy.OutputField(prefix="Now give brief summary:\n", format=str)

class GroundedQuestionGeneration(dspy.Signature):
"""Your job is to find next discussion focus in a roundtable conversation. You will be given previous conversation summary

and some information that might assist you discover new discussion focus.
Note that the new discussion focus should bring new angle and perspective to the discussion and avoid repetition. The

new discussion focus should be grounded on the available information and push the boundaries of the current
discussion for broader exploration.

The new discussion focus should have natural flow from last utterance in the conversation.
Use [1][2] in line to ground your question.

"""
topic = dspy.InputField(prefix="topic: ", format=str)
summary = dspy.InputField(prefix="Discussion history: \n", format=str)
information = dspy.InputField(prefix="Available information: \n", format=str)
last_utterance = dspy.InputField(prefix="Last utterance in the conversation: \n", format=str)
output = dspy.OutputField(prefix="Now give next discussion focus in the format of one sentence question:\n", format=str)

class GenerateExpertWithFocus(dspy.Signature):
"""
You need to select a group of speakers who will be suitable to have roundtable discussion on the [topic] of specific [

focus].
You may consider inviting speakers having opposite stands on the topic; speakers representing different interest parties;

Ensure that the selected speakers are directly connected to the specific context and scenario provided.
For example, if the discussion focus is about a recent event at a specific university, consider inviting students, faculty

members, journalists covering the event, university officials, and local community members.
Use the background information provided about the topic for inspiration. For each speaker, add a description of their

interests and what they will focus on during the discussion.
No need to include speakers name in the output.
Strictly follow format below:
1. [speaker 1 role]: [speaker 1 short description]
2. [speaker 2 role]: [speaker 2 short description]

"""

topic = dspy.InputField(prefix='Topic of interest:', format=str)
background_info = dspy.InputField(prefix='Background information:\n', format=str)
focus = dspy.InputField(prefix="Discussion focus: ", format=str)
topN = dspy.InputField(prefix="Number of speakers needed: ", format=str)
experts = dspy.OutputField(format=str)

Listing 3: Prompts used for simulating the moderator in Co-STORM
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Criteria Description Broad Coverage: Does the article provide an in-depth exploration of the topic and have good coverage?
Score 1 Description Severely lacking; offers little to no coverage of the topic’s primary aspects, resulting in a very narrow perspective.
Score 2 Description Partial coverage; includes some of the topic’s main aspects but misses others, resulting in an incomplete portrayal.
Score 3 Description Acceptable breadth; covers most main aspects, though it may stray into minor unnecessary details or overlook some relevant points.
Score 4 Description Good coverage; achieves broad coverage of the topic, hitting on all major points with minimal extraneous information.
Score 5 Description Exemplary in breadth; delivers outstanding coverage, thoroughly detailing all crucial aspects of the topic without including irrelevant information.

Criteria Description Novelty: Does the report cover novel aspects that relate to the user’s initial intent but are not directly derived from it?
Score 1 Description Lacks novelty; the report strictly follows the user’s initial intent with no additional insights.
Score 2 Description Minimal novelty; includes few new aspects but they are not significantly related to the initial intent.
Score 3 Description Moderate novelty; introduces some new aspects that are somewhat related to the initial intent.
Score 4 Description Good novelty; covers several new aspects that enhance the understanding of the initial intent.
Score 5 Description Excellent novelty; introduces numerous new aspects that are highly relevant and significantly enrich the initial intent.

Criteria Description Relevance and Focus: How effectively does the report maintain relevance and focus, given the dynamic nature of the discourse?
Score 1 Description Very poor focus; discourse diverges significantly from the initial topic and intent with many irrelevant detours.
Score 2 Description Poor focus; some relevant information, but many sections diverge from the initial topic.
Score 3 Description Moderate focus; mostly stays on topic with occasional digressions that still provide useful information.
Score 4 Description Good focus; maintains relevance and focus throughout the discourse with minor divergences that add value.
Score 5 Description Excellent focus; consistently relevant and focused discourse, even when exploring divergent but highly pertinent aspects.

Criteria Description Depth of Exploration: How thoroughly does the report explore the initial topic and its related areas, reflecting the dynamic discourse?
Score 1 Description Very superficial; provides only a basic overview with significant gaps in exploration.
Score 2 Description Superficial; offers some detail but leaves many important aspects unexplored.
Score 3 Description Moderate depth; covers key aspects but may lack detailed exploration in some areas.
Score 4 Description Good depth; explores most aspects in detail with minor gaps.
Score 5 Description Excellent depth; thoroughly explores all relevant aspects with comprehensive detail, reflecting a deep and dynamic discourse.

Table 9: Report scoring rubrics on a 1-5 scale for the Prometheus model.

Criteria Description Novelty:
Evaluates the extent to which the conversation turn introduces new and unexpected information that is relevant to the topic at hand.
High novelty indicates the conversation is providing fresh insights or perspectives that the user might not have considered,
thereby enriching the dialogue and enhancing the user’s understanding of the subject.

Score 1 Description The turn fails to introduce any new or unexpected information, repeating known facts or irrelevant content.
Score 2 Description The turn introduces some new information, but it is mostly predictable or only slightly relevant.
Score 3 Description The turn provides moderately novel information that is relevant and somewhat unexpected.
Score 4 Description The turn introduces new and relevant information that is largely unexpected, sparking interest.
Score 5 Description The turn consistently introduces highly novel and relevant information that is completely unexpected, significantly enhancing the conversation.

Criteria Description Engaging:
Measures how interesting and captivating the conversation turn is. An engaging turn holds the user’s attention and encourages them
to continue interacting. It often includes elements that are thought-provoking, entertaining, or particularly relevant to the user’s interests.

Score 1 Description The turn is dull and uninteresting, likely causing the user to lose interest.
Score 2 Description The turn has limited engagement, with occasional interesting points but generally fails to captivate the user.
Score 3 Description The turn is moderately engaging, holding the user’s interest but lacking captivating elements.
Score 4 Description The turn is engaging and interesting, encouraging further interaction with minor lapses.
Score 5 Description The turn is highly engaging, consistently holding the user’s interest and encouraging further interaction.

Criteria Description Consistency:
Assesses whether the conversation turn contradicts previous statements or established facts. Minimizing contradictionsis essential
for maintaining trust and coherence in the conversation. A high score indicates that the turn is free from inconsistencies and
logically fits with the preceding dialogue.

Score 1 Description The turn frequently contradicts previous statements or established facts, causing confusion.
Score 2 Description The turn occasionally contradicts itself, with some inconsistencies present.
Score 3 Description The turn is mostly free of contradictions, with only minor inconsistencies that do not significantly impact coherence.
Score 4 Description The turn is nearly free of contradictions, with only very rare and minor inconsistencies.
Score 5 Description The turn is entirely free of contradictions, maintaining perfect coherence and logical consistency.

Table 10: Question-answering turn scoring rubrics on a 1-5 scale for the Prometheus model.

Criteria Description Intent Alignment:
Assesses how well the conversation turn aligns with the user’s latent intent or goals. It measures the relevance and appropriateness of the
response in contributing towards the user’s overall objectives. High intent alignment ensures that the conversation stays focused on the user’s
needs and drives towards meaningful outcomes.

Score 1 Description The turn does not align with the user’s latent intent or goals, and may confuse the conversation’s purpose.
Score 2 Description The turn slightly aligns with the user’s latent intent, but does not significantly contribute to the overall goals.
Score 3 Description The turn moderately aligns with the user’s latent intent, contributing to the overall goals in a limited way.
Score 4 Description The turn aligns well with the user’s latent intent, contributing meaningfully to the overall goals.
Score 5 Description The turn perfectly aligns with the user’s latent intent, significantly driving the conversation towards the overall goals.

Criteria Description Repetition:
Looks at the degree to which the conversation turn repeats information that has already been provided. Lower scores indicate higher repetition,
which can detract from the value of the conversation by failing to introduce new content. Ideally, each turn should add new information or
perspectives to the dialogue.

Score 1 Description The turn repeats information already provided without adding any new value.
Score 2 Description The turn has noticeable repetition, with limited new information added.
Score 3 Description The turn includes some repetition, but provides enough new information to be moderately valuable.
Score 4 Description The turn has minimal repetition, mostly introducing new and relevant information.
Score 5 Description The turn does not repeat any information, consistently providing new and valuable content.

Table 11: Question-asking turn scoring rubrics on a 1-5 scale for the Prometheus model.
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Figure 12: Screenshot of the interactive web application for human evaluation.

Topic: The effects of NMN supplements on human anti-aging

{Previous discourse focuses on the definition of NMN, Cellular Mechanisms of NMN, Side Effects and Genetic Factors, Genetic
Variations and NMN Effectiveness, Methodologies of Recent Clinical Trials on NMN, and Safety and Side Effects.}

Moderator:
That's a fascinating angle! Considering the potential influence of genetic variations, how do you think personalized NMN
supplementation-tailored to individual genetics, lifestyle, and health factors could optimize its anti-aging benefits?
(inspired by [89][90])

{1 turn omitted}

Geneticist specializing in personalized medicine:
NMN supplementation by considering our unique genetic make-up and lifestyle. Since NMN boosts NAD+ levels, which drop with age
and are crucial for improving insulin sensitivity, mitochondrial function, and lifespan [107][110] {More content omitted}

{1 turn omitted}

Moderator:
How can we create a thorough genetic profiling method to tailor NMN supplementation plans for individuals, ensuring we
maximize those anti-aging benefits?

{rest of discourse omitted}

Figure 13: Example discourse highlight on the topic “The effects of NMN supplements on human anti-aging”.
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Topic: The Emergence of Artificial Super Intelligence: Future Prospects and Impacts

{Previous discourse focuses on Technological Hurdles, Role of Computational Power, Societal Impact, Risks and Mitigation.}

Moderator:
Building on that, how do you think the combination of digital twins with AI and quantum computing could speed up the
development and practical use of artificial super intelligence (ASI) across different industries? (inspired by [77])

General Knowledge Provider:
Integrating digital twins with AI and quantum computing is a game-changer for various industries by offering incredibly
precise simulations and optimizations{More content omitted}

In healthcare, QDTs can revolutionize our understanding and delivery of health services through advanced simulations of
biological systems[81]{More content omitted}

QDTs allow for enhanced data management from IoT devices, leading to better asset performance and reduced failure risks
[82][85].

{rest of discourse omitted}

Figure 14: Example discourse highlight on the topic “The Emergence of Artificial Super Intelligence: Future
Prospects and Impacts”.
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G Full Collaborative Discourse Example 1137

Topic: AlphaFold 3
Default Background Researcher:
Based on the available information, I cannot fully address the question in a conversational style. However, I can provide a
detailed and accurate explanation in an informative manner.

AlphaFold 3 is the latest advancement in the field of molecular structure prediction, introduced in 2024 by Google DeepMind
and Isomorphic Labs, both subsidiaries of Alphabet[2]. This groundbreaking AI model represents a substantial leap beyond its
predecessor, AlphaFold 2, by expanding its capabilities to predict the structures and interactions of a broader spectrum of
biomolecules[1][2].

Unlike AlphaFold 2, which primarily focused on single-chain proteins, AlphaFold 3 is designed to predict the structures of
complex biomolecular systems. These systems include not only proteins but also DNA, RNA, post-translational modifications, and
small molecules such as drugs and ligands[2][6][9]. The model operates by allowing scientists to input descriptions of these

biomolecular complexes, which it then processes using a sophisticated neural network architecture. This architecture employs a
custom Transformer with triangular attention and a diffusion process to generate the 3D coordinates of every atom in the

specified system[6].

One of the most notable advancements in AlphaFold 3 is its potential application in drug design. By accurately predicting the
structure and interactions of protein-ligand complexes, the model can aid in identifying and designing new molecules that
could serve as effective drugs[3][4][10]. This has significant implications for the pharmaceutical industry, where Isomorphic
Labs is already collaborating with companies to tackle real-world drug design challenges[3][4].

Researchers and scientists can access the majority of AlphaFold 3's capabilities for free through the newly launched AlphaFold
Server, which is an easy-to-use research tool designed to make these advanced predictions accessible to a broader scientific

community[3][4][7]. The introduction of AlphaFold 3 is expected to dramatically accelerate biological research by providing
detailed atomic-level views of biomolecular interactions, thus enhancing our understanding of the biological world and
facilitating the development of new treatments[9][11].

Overall, AlphaFold 3's ability to predict the structures of a wide variety of biomolecules more broadly and accurately than
previous models makes it a revolutionary tool in the fields of structural biology and drug discovery[5][8].

Bioinformatics Specialist:
Based on the available information, I cannot fully address the question. However, I can provide some insights into how
AlphaFold 3 has improved accessibility and usability for researchers aiming to integrate its predictions into their biological
studies.

AlphaFold 3 has introduced several significant enhancements over its predecessors, specifically designed to improve both
accessibility and usability for researchers. One of the most notable advancements is the launch of the AlphaFold Server, which
is a free, user-friendly platform that allows biologists to generate molecular complexes with just a few clicks[13][14]. This
means that researchers, regardless of their computational resources or expertise in machine learning, can now easily access

high-accuracy protein structure predictions.

Additionally, AlphaFold 3 extends its predictive capabilities beyond just protein structures to include a variety of
biomolecular systems, such as nucleic acids, small molecules, ions, and modified residues[12][17]. This broader scope of
prediction is particularly beneficial for researchers involved in complex biological studies and drug discovery, as it allows
them to model interactions across different types of molecules more accurately and comprehensively.

The new diffusion-based architecture of AlphaFold 3 enhances its prediction accuracy and reliability[12][16]. For example, the
model shows a significant improvement in predicting protein-protein complexes and antibody-protein interfaces[18]. Such

improvements are crucial for researchers focusing on immunology and therapeutic antibody development.

Despite these advancements, it's important to note that the downloadable code of AlphaFold 3 has not been released by DeepMind
, unlike its previous models[14][15]. This may limit the flexibility for researchers who wish to modify or integrate the model
deeply into their own systems. Nevertheless, the open accessibility of the AlphaFold Server provides a substantial step

towards democratizing access to cutting-edge protein structure prediction technology.

In summary, AlphaFold 3 enhances accessibility through its user-friendly AlphaFold Server, allowing researchers to easily
generate and use high-accuracy predictions. Its improved predictive capabilities across a range of biomolecular systems
further support its integration into various biological studies. However, the absence of a downloadable code version may be a
limitation for some users.

Pharmaceutical Industry Expert:
Based on the available information, I cannot fully address the question. However, I can provide some relevant insights into
the impact of AlphaFold 3 on drug discovery projects.

AlphaFold 3, developed by Google DeepMind and Isomorphic Labs, represents a significant advancement in the field of protein
structure prediction and has transformative potential for drug discovery[21]. Compared to previous computational methods,
AlphaFold 3 has improved the efficiency and accuracy of these projects in several ways.

Firstly, AlphaFold 3 has enhanced the prediction accuracy for protein structures, including complex interactions like antibody
-antigen bindings, which are crucial for immunology and therapeutic antibody development[24]. This increased accuracy allows
researchers to gain a better understanding of molecular interactions, which is essential for designing effective drugs.

Moreover, AlphaFold 3's ability to predict structures for nearly all molecules in the Protein Data Bank significantly broadens
the scope of potential drug targets[20]. This capability is particularly valuable for tackling neglected diseases, which
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often suffer from a lack of research funding[25].

A notable example of AlphaFold 3's impact can be seen in a project conducted by Insilico and the University of Toronto. They
applied AlphaFold to an end-to-end AI-powered drug discovery platform and successfully identified a new drug for a novel
target to treat hepatocellular carcinoma (HCC)[23]. This project demonstrates how AlphaFold 3 can streamline the drug
discovery process by integrating structure prediction with other AI models to identify effective therapeutic compounds
efficiently.

Another example involves the discovery of a potent hit molecule, ISM042-2-048, using AlphaFold in combination with other AI
tools. This molecule showed significant inhibitory activity and selective anti-proliferation effects, showcasing the practical
application of AlphaFold in the hit identification phase of drug discovery[22].

In summary, AlphaFold 3 has made significant strides in improving the efficiency and accuracy of drug discovery projects. By
providing highly accurate protein structure predictions and enabling the identification of new drug targets, it has the
potential to revolutionize the development of new therapies. However, while the implications are promising, the full
transformative impact on drug discovery may still be incremental at this stage[19].

Structural Biologist:
Based on the available information, I cannot fully address the question. However, I can provide the most relevant answer based
on the gathered information, and explain any limitations or gaps.

AlphaFold 3 introduces several specific advancements in predicting complex biomolecular structures, which significantly
enhance our understanding of interactions involving proteins, DNA, RNA, and ligands at the atomic level. One of the key
innovations in AlphaFold 3 is the updated diffusion-based architecture. This architecture enables joint structure prediction
for complexes that include not only proteins but also nucleic acids (DNA and RNA), small molecules, ions, and modified
residues[8]. This comprehensive capability allows for more accurate and detailed modeling of biomolecular interactions,
surpassing many previous specialized tools[8][16].

Furthermore, AlphaFold 3 achieves unprecedented accuracy in predicting protein-ligand interactions, which are crucial for drug
discovery. It is reported to be 50\% more accurate than the best traditional methods on the PoseBusters benchmark, and it

does so without the need for any structural information input[26]. This makes AlphaFold 3 the first AI system to outperform
physics-based tools in this domain[26].

In addition to protein-ligand interactions, AlphaFold 3 is capable of modeling the interactions between proteins and nucleic
acids such as DNA and RNA[27]. This capability is particularly important for understanding the molecular mechanisms underlying
genetic regulation and expression, as well as the role of RNA in various cellular processes.

AlphaFold 3's advancements also extend to the modeling of protein interactions with antibodies, which is another critical area
for drug development[28]. The ability to predict these interactions with high accuracy can aid in the design of new

therapeutic molecules and improve the efficiency of drug discovery pipelines[28].

Overall, AlphaFold 3 represents a significant leap forward in biomolecular structure prediction. Its ability to model a wide
range of molecular interactions with high accuracy enhances our understanding of the atomic-level details of these
interactions, which is essential for both basic biological research and practical applications in drug discovery and
development[9][11].

While the gathered information highlights many advancements of AlphaFold 3, it does not provide exhaustive details on all
potential applications and specific improvements over its predecessors. Nonetheless, the advancements mentioned above
underline the transformative impact of AlphaFold 3 in the field of structural biology.

moderator:
That's fascinating! Speaking of advancements, how do you think AlphaFold 3's improved accuracy in predicting protein-DNA and
protein-RNA interactions might deepen our insights into genetic regulation and expression?

General Knowledge Provider:
Absolutely, AlphaFold 3 (AF3) is a game-changer for understanding genetic regulation and expression. Its diffusion-based
architecture for predicting raw atom coordinates marks a significant leap, allowing it to model protein-DNA and protein-RNA
interactions with much higher accuracy[29][8]. Unlike its predecessor, AlphaFold 2, which focused on individual protein
structures, AF3 can now tackle these complex interactions, making it possible to gain deeper insights into how genetic
processes are regulated.

What's really impressive is the 50\% improvement in prediction accuracy over existing methods, with some categories even
doubling in accuracy[30][33]. This means we can now more reliably model these interactions, shedding light on the mechanisms
of gene regulation and expression at a molecular level.

Additionally, AF3's ability to predict interactions across all of life's molecules, including nucleic acids, supports a wide
range of scientific applications-from drug design to genomics research[31][32]. For instance, understanding protein-RNA
interactions is crucial for RNA-based therapeutics, opening new avenues in medical research.

So, in a nutshell, AF3 is significantly enhancing our understanding of genetic regulation and expression by providing highly
accurate models of these essential interactions.

Biochemist/Structural Biologist:
Absolutely, the strides AlphaFold 3 (AF3) has made in predicting protein-DNA and protein-RNA interactions are nothing short of
revolutionary for genetic research and personalized medicine. With its diffusion-based architecture, AF3 goes beyond what

AlphaFold 2 could achieve by predicting raw atom coordinates, allowing it to model a wide range of biomolecular interactions
with high accuracy, including those involving nucleic acids, small molecules, ions, and modified residues [29][8].
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One of the standout features of AF3 is its accuracy; it's shown to improve prediction accuracy by at least 50\%, and in some
cases, even double it [30]. This is a game-changer for understanding gene regulation and expression, providing atomic-level
insights into how proteins interact with DNA and RNA [11][5]. Imagine being able to visualize these interactions in such
detail-this could lead to breakthroughs in developmental biology, oncology, and neurogenetics [31].

Moreover, AF3's capabilities have profound implications for personalized medicine. By accurately modeling protein-RNA
interactions, it helps us understand how genetic variations affect individual responses to treatments, paving the way for more
personalized and effective therapies [36][37]. It's not just a tool for basic research but a potential catalyst for

transforming medical practices and treatment strategies.

Geneticist:
Building on AlphaFold 3's (AF3) advancements, its predictive capabilities can really push the boundaries of gene regulation
research and genetic therapies. AF3 doesn't just improve on AlphaFold 2's accuracy; it broadens the scope to predict complexes
involving proteins, nucleic acids, small molecules, and ions[8][41]. This expanded understanding of protein interactions in

their full biological context, such as with DNA, RNA, and ligands, is crucial for effective gene regulation and therapy
[38][42].

AF3's enhanced ability to model protein-ligand interactions with high precision can significantly aid in designing targeted
genetic therapies and drugs[8]. For instance, its predecessor has already contributed to drug discovery, including cancer
immunotherapy and COVID-19 vaccine development[43][40]. With AF3, we can expect even more precise modeling of these
interactions, leading to the identification of novel therapeutic targets.

Moreover, DeepMind's commitment to open science, sharing over 200 million protein structures, accelerates collaborative
efforts in genetic therapies by providing valuable data to researchers globally[39]. This open-access resource is a goldmine
for identifying new protein targets and understanding their roles in genetic regulation, paving the way for breakthroughs in
gene therapy and personalized medicine.

In essence, AF3's advanced capabilities offer unprecedented opportunities in both scientific research and therapeutic
development, enhancing our ability to identify novel protein targets for genetic therapies[38][8][41][42].

User:
What are AlphaFold3 impacts and what are its applications?

General Knowledge Provider:
Sure, let's dive into what makes AlphaFold 3 such a game-changer and where it's making waves.

AlphaFold 3, developed by DeepMind, has taken our ability to predict protein structures to a whole new level, hitting almost
99\% accuracy for human proteins[44][45]. This isn't just a cool tech feat; it's a leap in how we understand biology, so much
so that some think it could snag a Nobel Prize down the line[45].

For researchers, AlphaFold 3 is like a supercharged toolkit. It complements traditional methods like X-ray crystallography,
cryo-EM, and NMR spectroscopy, speeding up the pace of discovery and offering new insights into the molecular basis of
diseases[49].

One of the biggest wins is in drug discovery. By predicting protein interactions with other molecules, AlphaFold 3 can help
identify new drug candidates much faster, tackling one of the biggest hurdles in the field[13][1].

Then there's the AlphaFold Database, now with over 200 million protein structure predictions. This open-access treasure trove
is leveling the playing field, allowing researchers everywhere to tap into top-notch structural data[13][48]. It's fueling
advancements in enzyme design, cancer research, and even vaccine development[46][47].

Beyond proteins, AlphaFold 3 is branching out to predict interactions involving DNA, RNA, and small molecules, opening doors
in genomics, biotechnology, and synthetic biology[8][1].

Of course, it's not a silver bullet. Turning these insights into real-world applications will need lots of teamwork between
scientists and industry experts[45].

All in all, AlphaFold 3 is revolutionizing structural biology and paving the way for breakthroughs in drug discovery,
biotechnology, and beyond. Its impact is vast, touching everything from basic research to practical medical and industrial
innovations.

Biochemist:
Absolutely, AlphaFold 3 (AF3) represents a huge leap in protein structure prediction, especially with its diffusion-based
architecture. Unlike AlphaFold 2's Evoformer model, AF3 can accurately model interactions between proteins and various
biomolecules like DNA, RNA, and small molecules with remarkable precision[52][29]. This is groundbreaking for genetic
regulation research, as it allows us to predict how proteins interact with DNA and uncover the mechanisms behind gene
activation and repression[50][8][53].

This enhanced capability is crucial for developing targeted gene therapies. With AF3, we can pinpoint key regulatory elements
and design interventions to modify gene expression precisely. This has the potential to lead to innovative treatments for
genetic disorders, where adjusting gene function is essential[9][31][34].

However, it's worth mentioning that access to AlphaFold 3 is currently limited by DeepMind, which could slow down its
widespread application[51]. Despite this hurdle, the advancements made by AF3 offer a bright future for genetic research and
therapeutic development.

In short, AlphaFold 3's ability to predict protein-DNA interactions with high accuracy could revolutionize our understanding
of genetic regulation and pave the way for targeted gene therapies, even if access constraints may delay its broader use.
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Pharmaceutical Industry Representative:
Absolutely, the potential of AlphaFold 3 in drug discovery is immense. Given its advanced ability to predict 3D structures of
complex biomolecular interactions-including proteins, DNA, RNA, and small molecules-it offers a significant advantage in
understanding how drugs bind to their targets [55][7].

One of the standout features of AlphaFold 3 is its capability to predict the effects of post-translational modifications and
ions on molecular systems [55]. This can be a game-changer for identifying new drug targets that were previously considered
too challenging to tackle [55][56].

By improving the accuracy of drug metabolism and toxicity predictions, AlphaFold 3 can substantially cut down the number of
necessary wet lab experiments, saving both time and money [58]. Moreover, its near-complete prediction of human protein
structures opens up unprecedented opportunities for fundamental research and therapeutic development [44].

While these advancements are promising, some experts still see the current impact on drug discovery as incremental, requiring
further validation [54]. Nonetheless, the potential for AlphaFold 3 to streamline drug discovery, especially for complex
diseases, is incredibly exciting [21][20].

moderator:
That's a great point. How do you think integrating AlphaFold 3 with emerging technologies like self-driving laboratories could
further accelerate and innovate the drug discovery process?[60][61]

General Knowledge Provider:
Absolutely, integrating AlphaFold 3 with self-driving laboratories (SDLs) can truly revolutionize drug discovery. AlphaFold 3'
s prowess in predicting 3D structures of complex biomolecular systems offers deep insights into molecular interactions crucial
for drug design[55][9]. This means we can now target proteins that were previously considered untouchable with remarkable

precision[55][44].

On the other hand, SDLs bring in the power of machine learning, lab automation, and robotics to conduct high-throughput
experiments autonomously[64][65]. By merging AlphaFold 3's predictive capabilities with SDLs, we can streamline the process of
identifying and optimizing drug candidates. SDLs can swiftly test numerous hypotheses and chemical compounds, guided by the

insights from AlphaFold 3, making the identification of promising therapeutic candidates more efficient than ever[64].

Together, AlphaFold 3 and SDLs not only speed up the discovery process but also translate fundamental scientific insights into
practical drug solutions. While neither is a cure-all alone, their integration creates a powerful synergy, moving us faster

from understanding molecular mechanisms to developing effective drugs[63][11].

In essence, this combo promises to enhance both the efficiency and effectiveness of new drug development, potentially
transforming global healthcare outcomes[62][64].

Computational Biologist:
That sounds incredibly promising! But I'm curious, what are some of the specific challenges and limitations we might encounter
when trying to integrate AlphaFold 3 with self-driving laboratories for high-throughput drug discovery?

User:
Any impact on the stock market?

General Knowledge Provider:
It's hard to pinpoint AlphaFold 3's direct impact on the stock market, but its revolutionary advances in predicting molecular
structures could shake things up. By speeding up and cutting costs in protein structure prediction, it stands to greatly
benefit pharmaceutical giants like Pfizer, Merck, and Novartis, as well as smaller biotech firms like Schrodinger and
Exscientia[66][67][68][32][69][21][70][71][72]. These advancements might not move the market immediately, but they could
significantly boost the stock performance of companies that leverage this tech. So, keeping an eye on how these firms
integrate AlphaFold 3 could be key to understanding its broader market implications.

Financial Analyst:
Absolutely, let's dive into how AlphaFold 3 is being integrated into the workflows of both pharmaceutical giants and smaller
biotech firms, and the financial implications of this integration.

AlphaFold 3, developed by Google DeepMind, goes beyond predicting individual protein structures to modeling interactions
between multiple proteins, DNA, RNA, and small molecules[73][74]. This makes it a game-changer in drug discovery and
development.

Big pharma companies, especially those partnering with Isomorphic Labs, are using AlphaFold 3 to tackle complex drug design
challenges[80][81]. By integrating this tech, they can speed up the drug discovery process, cut costs, and improve prediction
accuracy, which enhances their development pipelines[78][79].

Smaller biotech firms are also leveraging AlphaFold 3 through platforms like Benchling, which incorporates AlphaFold beta for
predicting 3D structures of novel proteins[75][77]. This helps them innovate more efficiently without needing extensive
computational resources or deep machine learning expertise[78].

However, scaling AlphaFold 3 poses challenges like building the necessary IT infrastructure and ensuring data integrity and
interoperability[76].

In essence, both large and small firms are using AlphaFold 3 to boost efficiency and innovation in drug discovery, with
potentially significant long-term financial benefits.
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H Final Report Example 1142

AlphaFold 3

# Background and Development

## Overview of AlphaFold 3

AlphaFold 3, co-developed by Google DeepMind and Isomorphic Labs, was announced on May 8, 2024, and

represents a significant advancement in the prediction of biomolecular structures and interactions[2][7].

Unlike its predecessor, AlphaFold 2, AlphaFold 3 extends its capabilities beyond single-chain proteins

to a wide array of biomolecules including DNA, RNA, post-translational modifications, and small molecules

such as ligands, which are critical in drug discovery[1][2].

The AI model employs a neural network architecture that utilizes a custom Transformer with triangular

attention and a diffusion process to generate 3D coordinates of every atom within the specified

biomolecular system[6]. This allows researchers to input descriptions of complex biomolecular systems

and receive highly accurate predictions of their three-dimensional structures[6].

One of the standout features of AlphaFold 3 is its ability to predict the structures of protein

complexes with enhanced accuracy, particularly in protein-DNA and protein-RNA interactions. This

improvement is expected to facilitate groundbreaking discoveries in gene regulation and expression,

potentially revolutionizing genetic research and personalized medicine[5].

To facilitate broader scientific research, the capabilities of AlphaFold 3 are accessible for free

through the AlphaFold Server, an easy-to-use research tool[3][4]. This accessibility is aimed at

accelerating biological research and drug discovery processes by enabling more precise identification

of drug targets and reducing the time and costs associated with developing new medications, especially

for complex diseases[7][10]. Isomorphic Labs is also collaborating with pharmaceutical companies to

leverage AlphaFold 3’s potential in real-world drug design challenges, with the ultimate goal of

developing new life-changing treatments for patients[3][4].

## Advancements in Biomolecular Structure Prediction

AlphaFold 3 represents a significant leap in the field of biomolecular structure prediction, building

upon the successes of its predecessor, AlphaFold 2. The new model boasts a substantially updated

diffusion-based architecture, which enables joint structure prediction of not only proteins but also

nucleic acids, small molecules, ions, and modified residues[8][38]. This expansion beyond proteins

marks a pivotal advancement, allowing for a more comprehensive understanding of complex biomolecular

interactions and enhancing the accuracy of these predictions.

One of the most notable achievements of AlphaFold 3 is its improved accuracy, which far surpasses many

specialized tools previously used for protein-ligand interactions[8]. This heightened precision has

broad implications, particularly in identifying novel protein targets for genetic therapies, thereby

offering unprecedented opportunities in gene regulation research[38][39]. Furthermore, the model’s

capabilities extend to predicting the structures of complexes involving DNA and RNA, which could

significantly advance our understanding of genetic regulation and aid in the development of targeted

gene therapies[8][42].

DeepMind’s commitment to open science has also played a crucial role in the impact of AlphaFold 3. By

freely publishing the predicted structures of over 200 million proteins, DeepMind fosters collaboration

and knowledge sharing, accelerating scientific discoveries and pharmaceutical development worldwide[39].

This initiative ensures that the benefits of AlphaFold 3 are widely accessible, contributing to

collective scientific progress.
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The applications of AlphaFold 3 extend beyond academic research, impacting practical fields such as

vaccine development. For instance, the structure-guided design of COVID-19 vaccines by companies like

Pfizer, Moderna, and Johnson & Johnson benefited from advancements in protein structure prediction,

highlighting the model’s potential in addressing global health challenges[40].

Despite its significant advancements, some researchers have noted limitations in AlphaFold 3’s accuracy

for a subset of its predictions, and the model does not fully reveal the underlying mechanisms of protein

folding[42]. Nevertheless, the broader understanding of biomolecular contexts provided by AlphaFold

3, including the interactions of drug targets with protein binding partners, DNA, RNA, and ligand

cofactors, is expected to lead to more effective therapeutic interventions[43]. This richer contextual

insight underscores the potential for rational, structure-based drug design, as demonstrated in the

examination of TIM-3, a potential target for cancer immunotherapy[43].

## ProteinDNA Interactions

AlphaFold 3 represents a significant advancement in the field of computational biology, specifically

in the prediction of the structure of biomolecular systems. Building upon the foundational work of

AlphaFold 2, which accurately predicted the structure of individual proteins, AlphaFold 3 extends these

capabilities to include complex interactions involving multiple proteins, DNA, RNA, and small molecule

ligands[9][11]. This includes an accurate atomic-level view of how these biomolecules come together and

interact, providing critical insights into the structural impact of post-translational modifications

and ions[11].

By providing detailed predictions of protein-DNA interactions, AlphaFold 3 enhances our understanding

of gene regulation and the molecular basis of various diseases. This capability is crucial for

advancing drug discovery, as it allows researchers to identify potential therapeutic targets more

accurately and to understand how drugs can modify these interactions to produce desired effects[9][11].

The integration of AlphaFold 3 with emerging technologies, such as self-driving laboratories, promises

to further accelerate and innovate the drug discovery process by automating the synthesis, testing, and

optimization of new drug candidates based on precise structural data[9].

# Technical Aspects

## Accessibility Enhancements for Researchers

AlphaFold 3 significantly enhances accessibility and usability for researchers looking to integrate

its predictions into their biological studies. One of the major strides in accessibility is the launch

of the AlphaFold Server, a free and user-friendly research tool powered by AlphaFold 3. This server

is touted as the most accurate tool globally for predicting protein interactions with other molecules

within the cell. Researchers, irrespective of their computational resource availability or machine

learning expertise, can generate molecular complexes with just a few clicks on a single platform[13].

Google DeepMind has made AlphaFold Server openly accessible to facilitate the global research

community’s use of AlphaFold 3, driving advancements in fields such as drug discovery, biotechnology,

genomics, and our foundational understanding of biological systems. However, it is noteworthy that,

unlike its predecessors, DeepMind has not released the downloadable code for AlphaFold 3[14]. Despite

this, the open access to the AlphaFold Database, which houses over 200 million protein structure

predictions, continues to accelerate scientific research[13].

Additionally, the structural predictions provided by AlphaFold 3 extend beyond proteins to include

nucleic acids, small molecules, ions, and modified residues. This comprehensive predictive ability

marks a substantial improvement over the specialized models of AlphaFold 2, which were more limited in

scope[12][16][17]. The enhancements in prediction accuracy, particularly for protein-protein complexes

and antibody-protein interfaces, offer researchers more reliable data to advance their studies[18].

These advancements collectively contribute to a more accessible and powerful tool for the scientific

community.
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## Advancements in Biomolecular Structure Prediction

### AlphaFold 3 and ProteinDNA Interactions

AlphaFold 3 has revolutionized the modeling of protein-DNA interactions, an essential component in

understanding genetic regulation. The updated diffusion-based architecture of AlphaFold 3 enables

the joint structure prediction of complexes, including not just proteins, but also nucleic acids

such as DNA, small molecules, ions, and modified residues[8]. This comprehensive approach allows

for significantly improved accuracy over many previous specialized tools, especially in predicting

protein-ligand interactions[8]. By accurately modeling these interactions, AlphaFold 3 provides deeper

insights into the mechanisms of genetic regulation and opens new avenues for developing targeted gene

therapies[8].

### Impact of AlphaFold 3 on Genetic Regulation

#### ProteinDNA Interaction Prediction

AlphaFold 3 marks a significant advancement in the prediction of protein-DNA interactions, offering

enhanced capabilities compared to its predecessor. Unlike AlphaFold 2, which was optimized for predicting

the structure of individual proteins, AlphaFold 3 employs a diffusion-based model that predicts raw

atom coordinates, allowing it to accurately model an array of biomolecular interactions including those

between proteins and nucleic acids like DNA and RNA[29].

The shift to a diffusion-based architecture enables AlphaFold 3 to achieve a remarkable improvement

in prediction accuracy. Specifically, the model shows at least a 50% improvement in predicting the

interactions of proteins with other molecule types, and in certain crucial categories, the accuracy has

doubled compared to existing methods[30]. This enhanced prediction capability can lead to groundbreaking

discoveries in gene regulation mechanisms and revolutionize our approach to genetic research and

personalized medicine[30].

Introduced in collaboration with Isomorphic Labs, AlphaFold 3 goes beyond proteins to encompass a broad

spectrum of biomolecules, including DNA, RNA, and small molecules known as ligands. This comprehensive

approach opens new avenues for transformative science, from developing biorenewable materials and

more resilient crops to accelerating drug design and genomics research[31]. By accurately predicting

the interactions of proteins with DNA, AlphaFold 3 holds the potential to significantly advance our

understanding of genetic regulation and assist in the development of targeted gene therapies[29][31].

#### ProteinRNA Interaction Prediction

AlphaFold 3 has marked a significant leap forward in the field of structural biology by enhancing

its prediction accuracy for protein-DNA and protein-RNA interactions. Building upon the foundational

work of AlphaFold 2, the latest iteration of AlphaFold developed by Google’s DeepMind and Isomorphic

Labs in London can now predict the structure and interactions of a wide array of biomolecular systems

with unprecedented precision[5][11][37]. This includes a dramatic improvement, with at least a 50%

enhancement in accuracy for interactions between proteins and other molecule types compared to existing

methods, and in certain crucial categories, the prediction accuracy has doubled[33].

These advancements hold transformative potential for understanding genetic regulation and expression, as

the more accurate predictions can provide deeper insights into the mechanisms of gene regulation[36][37].

Such detailed atomic-level views of molecular interactions are expected to revolutionize approaches

in genetic research and personalized medicine, paving the way for groundbreaking discoveries in how

genes are regulated and expressed within biological systems[5][11]. This progress also means that the

model is not limited to proteins but extends to DNA, RNA, and other small molecules, enabling a more

comprehensive understanding of biomolecular dynamics[11].

### New Features and Advancements in AlphaFold 3
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AlphaFold 3 introduces several groundbreaking features and advancements in the field of biomolecular

structure prediction. One of the most significant improvements is the ability to predict the structure

of a wide variety of biomolecular systems more broadly and accurately than its predecessor, AlphaFold 2.

This has been achieved through the use of diffusion techniques to enhance the underlying architectural

model, allowing for more general predictions[16].

Notably, AlphaFold 3 has set a new benchmark in accuracy for predicting drug-like interactions,

including the binding of proteins with ligands and antibodies with their target proteins. It is 50%

more accurate than the best traditional methods on the PoseBusters benchmark, and it achieves this

without requiring any input of structural information. This makes AlphaFold 3 the first AI system to

outperform physics-based tools for biomolecular structure prediction[26].

Another significant advancement is AlphaFold 3’s ability to model proteins interacting not only with

other proteins but also with other biomolecules, such as DNA and RNA strands[27]. This capability is

particularly valuable for understanding complex biological processes and interactions at the atomic

level. Additionally, AlphaFold 3 excels in modeling protein-ligand interactions, a feature crucial

for drug discovery efforts[27][28]. Accurate predictions of protein-ligand structures facilitate the

identification and design of new molecules, which could potentially be developed into therapeutic

drugs[28].

Early analyses have shown that AlphaFold 3 greatly outperforms AlphaFold 2.3 in certain protein structure

prediction problems relevant to drug discovery, such as antibody binding[28]. This underscores the

system’s potential to significantly impact the pharmaceutical industry by improving the efficiency and

accuracy of drug discovery processes[28].

# Impact and Applications

AlphaFold 3, developed by Google DeepMind in collaboration with Isomorphic Labs, has made significant

strides in biotechnology by accurately predicting the structure and interactions of a wide range of

biological molecules, including proteins, DNA, RNA, and small molecules such as drugs[1][7][9]. This

advancement has substantial implications for several fields, most notably drug discovery and genetic

research.

One of the key impacts of AlphaFold 3 is its potential to dramatically accelerate the drug discovery

process. By enabling precise identification of drug targets, it reduces both the time and costs

associated with developing new medications, particularly for complex diseases[7][19][20][21]. The

model’s ability to predict how proteins interact with other molecules offers invaluable insights

into the mechanisms of diseases and the development of targeted therapies[7][11]. Additionally, the

integration of AlphaFold 3 with emerging technologies like self-driving laboratories could further

innovate the drug discovery process, enhancing efficiency and accuracy[9][11].

In genetic research, AlphaFold 3’s capability to predict protein-DNA interactions could significantly

advance our understanding of genetic regulation, thereby aiding in the development of targeted gene

therapies[8]. By providing an atomic-level view of biomolecular systems, including the structural

impact of post-translational modifications and ions, AlphaFold 3 deepens our understanding of the

biological world[11].

The introduction of AlphaFold Server, a free and accessible research tool powered by AlphaFold

3, has further democratized access to this groundbreaking technology. Researchers can now generate

molecular complexes with minimal computational resources or expertise in machine learning, accelerating

scientific research across the globe[13]. The server and the AlphaFold database provide open access to

over 200 million protein structure predictions, fostering an environment of collaborative scientific

discovery[13][20].

## Drug Discovery Acceleration
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AlphaFold 3 represents a significant advancement in drug discovery, offering the potential to

revolutionize the field by enabling more precise identification of drug targets and reducing the

time and costs associated with developing new medications, particularly for complex diseases[56][57].

Developed by Google DeepMind and Isomorphic Labs, AlphaFold 3 builds upon the success of its predecessor,

AlphaFold 2, by providing accurate atomic-level views of the structure of biomolecular systems. This

includes not only proteins but also DNA, RNA, and small molecule ligands, along with their interactions

and structural impacts due to post-translational modifications and ions[11][55].

The AI model’s ability to predict complex protein interactions and structures with high accuracy offers

a new set of drug target candidates to explore, potentially leading to groundbreaking therapeutic

developments[56][57]. Furthermore, the application of AlphaFold 3 in predicting the structural impact

of various molecular systems opens up exciting possibilities for rational drug development against

targets that were previously difficult to modulate[55].

Although the initial impact of AlphaFold and similar models like RoseTTAFold on drug discovery

has been incremental, the potential commercial and scientific value of AlphaFold 3 is vast, with

its transformative potential already being acknowledged as "Nobel Prize-worthy"[19][21]. By accurately

predicting the three-dimensional shapes of proteins and other biomolecules, AlphaFold 3 helps streamline

the process of identifying compounds that will successfully bind to these targets, producing beneficial

health outcomes[57].

Moreover, integrating AlphaFold 3 with emerging technologies such as self-driving laboratories

could further accelerate and innovate the drug discovery process. The combination of AlphaFold 3’s

structural predictions with automated, high-throughput experimentation could dramatically speed up the

validation and optimization of new drug candidates, transforming our understanding and approach to drug

R&D[9][44][55].

## ProteinDNA and ProteinRNA Interaction Predictions

AlphaFold 3 represents a significant advancement in the prediction of biomolecular interactions,

specifically those involving proteins, DNA, and RNA. Unlike its predecessor, AlphaFold 2, which primarily

focused on predicting the structure of individual proteins, AlphaFold 3 employs a diffusion-based

architecture to predict raw atom coordinates. This allows it to model a variety of biomolecular

interactions with high accuracy, including those between proteins and nucleic acids such as DNA and

RNA[29].

Introduced in 2024 by Google DeepMind and Isomorphic Labs, AlphaFold 3 expands its predictive

capabilities beyond proteins to encompass all of life’s molecules. This includes small molecules known as

ligands, which are significant in the context of drug discovery[31]. The ability to predict interactions

between proteins and DNA holds particular promise for advancing genetic regulation understanding and

developing targeted gene therapies[29][31].

The predictive power of AlphaFold 3 extends to complex biomolecular interactions, including those

involving protein complexes with DNA, RNA, and various ligands and ions. This enhanced capability

allows for a more comprehensive understanding of biological processes and has the potential to

unlock transformative scientific developments, from biorenewable materials to more resilient crops

and accelerated genomics research[34]. Additionally, AlphaFold 3’s success rate of approximately 70%

in accurately predicting protein-protein interactions underscores its effectiveness[34].

Perhaps one of the most exciting aspects of AlphaFold 3 is its ability to model interactions between

proteins and a wide range of biological molecules, including DNA and RNA. This advancement is critical

for understanding the fundamental mechanisms of life and for identifying potential drug candidates,

reflecting the extensive training set that includes a broad spectrum of molecules[53]. By accurately

predicting these complex interactions, AlphaFold 3 has the potential to revolutionize various fields

within biological research and biotechnology.
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## Efficiency and Accuracy Improvements in Drug Discovery

AlphaFold 3 has significantly improved the efficiency and accuracy of drug discovery processes, enabling

more precise identification of drug targets and reducing the time and costs associated with developing

new medications. This advancement is particularly impactful in the context of complex diseases, where

traditional methods have struggled to provide swift and accurate results[7][20][59].

One notable example is the discovery of a more potent hit molecule, ISM042-2-048, through AI-powered

compound generation. This compound demonstrated good inhibitory activity against CDK20, a crucial

protein in hepatocellular carcinoma (HCC), with an IC50 value of 33.4 ± 22.6 nM. It also showed

selective anti-proliferation activity in an HCC cell line, marking the first instance of AlphaFold

being applied to hit identification in drug discovery[22]. Furthermore, scientists at Insilico and the

University of Toronto have integrated AlphaFold into an end-to-end AI-powered drug discovery platform,

leading to the identification of a new drug for a novel target aimed at treating HCC[23].

AlphaFold 3 has also enhanced prediction accuracy for antibody-antigen interactions, a critical area

for immunology and therapeutic antibody development. By blending bioinformatics and physics, AlphaFold

offers a more precise understanding of the exact binding between antibodies and antigens, surpassing

the capabilities of previous computational methods[24].

Moreover, AlphaFold opens new avenues for exploring drug targets, especially in neglected diseases.

These are conditions that receive little research funding due to affecting small or low-income

populations, making them less attractive to commercial markets. The expanded scope of AlphaFold

3 to include a diverse range of biomolecules further paves the way for transformational science,

including bio-renewable materials and more resilient crops, alongside accelerating drug discovery and

genomics research[25][59].

## Biotechnology Applications

In 2024, together with Isomorphic Labs, we introduced AlphaFold 3, which predicts the structure and

interactions of all of life’s molecules[1]. AlphaFold 3 goes beyond proteins to a broad spectrum of

biomolecules including DNA, RNA, and even small molecules, also known as ligands, which encompass many

drugs[1].

## Genetic Regulation and Personalized Medicine

AlphaFold 3 has heralded a significant advancement in our understanding of genetic regulation and the

development of personalized medicine. By leveraging a diffusion-based architecture, AlphaFold 3 can

predict the structure and interactions of various biomolecular systems with unprecedented accuracy,

including proteins, nucleic acids, small molecules, ions, and modified residues[8][35]. This enhanced

capability allows for joint structure prediction of complex biological systems, which is critical for

understanding the intricate interactions within cells[35].

One of the most groundbreaking features of AlphaFold 3 is its ability to predict protein-DNA and

protein-RNA interactions with far greater accuracy compared to previous models. The new AlphaFold

model has shown a significant improvement—up to 50% or more—in predicting these interactions, which are

essential for understanding gene regulation and expression[30]. Such precise predictions could lead

to revolutionary discoveries in the mechanisms of gene regulation, potentially transforming genetic

research and opening new avenues for personalized medicine[30][35].

Furthermore, AlphaFold 3’s ability to model how DNA interacts with proteins offers profound insights

into cellular processes and the regulation of genetic codes. This capability can significantly advance

our understanding of genetic regulation and help in the development of targeted gene therapies[50][52].

The improved accuracy in predicting these molecular interactions means that scientists can now explore

genetic pathways with a level of detail previously unattainable, facilitating the creation of more

effective and personalized treatment plans for various genetic disorders[8][52].
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Despite these advancements, it is important to note that access to AlphaFold 3 is currently restricted,

which may limit the widespread application of its capabilities in the short term[51]. However, the

potential implications for genetic research and personalized medicine remain vast and promising as the

technology continues to evolve and become more accessible to the scientific community.

## Economic Impact and Market Implications

AlphaFold 3, a groundbreaking artificial intelligence program developed by Google DeepMind and

Isomorphic Labs, has been heralded for its transformative potential in drug discovery and development,

which could have substantial economic implications[21]. The program predicts the structure and

interactions of all of life’s molecules with remarkable accuracy, a significant advancement in the

field of genetics[32][67].

By dramatically reducing the cost and time associated with protein structure determination, AlphaFold 3

has the potential to expedite research and development processes in the pharmaceutical industry, leading

to significant cost savings[66]. This reduction in costs can benefit multiple sectors, particularly

companies focused on biotechnology and pharmaceuticals. Stocks of companies involved in these sectors,

such as Alphabet Inc., ABBV, EXAI, IBM, MRK, MSFT, NVS, ORCL, PFE, SDGR, and SLP, could see a positive

impact due to the advancements brought about by AlphaFold 3[68].

Moreover, the program’s ability to predict protein structures has practical applications in addressing

global health challenges. For instance, researchers at the University of Cambridge are utilizing

AlphaFold to develop a more effective malaria vaccine, while teams at the University of Colorado

are exploring solutions to antibiotic resistance, a major public health concern[70]. These efforts

underscore the potential for AlphaFold 3 to contribute to significant medical breakthroughs, which

could further bolster investor confidence in related sectors.

However, it remains uncertain how exactly AlphaFold 3 will catalyze drug discovery and development.

Many drugs fail to reach the market due to unforeseen interactions between their components and various

parts of the body[71]. Despite this uncertainty, the AI-driven advancements of AlphaFold 3 hold promise

for overcoming some of these traditional hurdles, thereby accelerating the pipeline from research to

market.

Table 12: Co-STORM’s generated final report for “Alpha Fold 3”. “#”, “##” indicate the section title and subsection
title respectively. Numbers in brackets indicate the cited references.
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