
Improving LLM-based Document-level Machine Translation with
Multi-Knowledge Fusion

Anonymous ACL submission

Abstract001

Recent studies in prompting large language002
model (LLM) for document-level machine003
translation (DMT) primarily focus on the inter-004
sentence context by flatting the source doc-005
ument into a long sequence. This approach006
relies solely on the sequence of sentences007
within the document. However, the complex-008
ity of document-level sequences is greater009
than that of shorter sentence-level sequences,010
which may limit LLM’s ability in DMT when011
only this single-source knowledge is used. In012
this paper, we propose an enhanced approach013
by incorporating multiple sources of knowl-014
edge, including both the document summa-015
rization and entity translation, to enhance the016
performance of LLM-based DMT. Given a017
source document, we first obtain its summa-018
rization and translation of entities via LLM019
as the additional knowledge. We then uti-020
lize LLMs to generate two translations of the021
source document by fusing these two single022
knowledge sources, respectively. Finally, rec-023
ognizing that different sources of knowledge024
may aid or hinder the translation of differ-025
ent sentences, we refine and rank the trans-026
lations by leveraging a multi-knowledge fu-027
sion strategy to ensure the best results. Exper-028
imental results in eight document-level trans-029
lation tasks show that our approach achieves030
an average improvement of 0.8, 0.6, and031
0.4 COMET scores over the baseline without032
extra knowledge for LLaMA3-8B-Instruct,033
Mistral-Nemo-Instruct, and GPT-4o-mini,034
respectively. We will release our code on035
GitHub.036

1 Introduction037

Large language model (LLM) has shown impres-038

sive performance across various natural language039

processing (NLP) tasks (Adams et al., 2023; Dong040

et al., 2023). Many researchers also explore how041

to utilize LLM to solve the document-level ma-042

chine translation (DMT), in which LLM needs to043

capture the inter-sentence dependency for address- 044

ing discourse issues, such as pronoun translation 045

and word translation inconsistency. Existing ap- 046

proaches can be roughly categorized into 1) su- 047

pervised fine-tuning (SFT) approaches (Lyu et al., 048

2024; Li et al., 2024; Wu et al., 2024) and 2) prompt 049

engineering (PE) approaches (Wang et al., 2023b; 050

Wu and Hu, 2023). The former directly leverages 051

the document-level parallel corpus to tune LLM 052

via some parameter-efficient methods, while the 053

later mainly relies on the ability of LLM in in- 054

context learning. Compared to SFT approaches, 055

the PE approaches do not require additional com- 056

puting resources to train or tune LLM, and are 057

more resource-efficient. Therefore, in this paper 058

we effectively explore LLM for DMT by a novel 059

PE approach, called multi-knowledge fusion. 060

Despite its resource-efficient superiority, the con- 061

text or knowledge utilized in the existing PE ap- 062

proach is limited. For example, Wang et al. (2023b) 063

translate documents sentence by sentence, using 064

only inter-sentence context/knowledge most rele- 065

vant to the current sentence. For sentence-level 066

machine translation, benefiting from the power- 067

ful in-context learning ability, randomly sampling 068

bilingual parallel sentence pairs as prompts can ef- 069

fectively enhance the translation abilities of LLMs. 070

However, different from sentence-level translation, 071

the single knowledge fusion strategy may not ef- 072

fectively solve the tough discourse problem in 073

DMT. Professional human translators typically ex- 074

plicit multi-knowledge information to ensure that 075

its translation has stronger coherence and lexical 076

cohesion when translating a source document, such 077

the topics, keywords, and entity words. 078

When translating a document, as depicted in 079

Figure 1, a professional translator first reads the en- 080

tire text to understand its content. Additionally, 081

the translator may highlight key entities within 082

the document and consider their translations in 083

advance. To mimic this behavior, we propose a 084
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Summarization

Source Document

Entity translation

Translation

英国女王维多利亚带领着国家
进入了一个工业革命的新时代。这期
间 ……
…………
查尔斯·狄更斯创作了许多以伦敦为
背景的文学作品，如《双城记》和
《雾都孤儿》，描绘了社会各个阶层
的生活。

Queen Victoria of the United Kingdom led the
country into a new era of the Industrial
Revolution. During this period……
…………
Charles Dickens wrote many literary works
set in London, such as A Tale of Two
Cities and Oliver Twist, depicting the lives of
people from different social classes.

Figure 1: Illustration of a professional translator translating a document from Chinese to English.

multi-knowledge fusion approach to prompt LLMs085

to generate better document translation. Motivated086

by He et al. (2024), our approach consists of three087

essential steps:088

• Document-Level Knowledge Acquisition: In089

this initial step, we prompt the LLM to extract090

two critical types of inter-sentence knowledge:091

summarization and entity translation. Sum-092

marization enables readers to quickly grasp093

the main ideas of lengthy documents, facilitat-094

ing a better understanding of the key points.095

This improves comprehension of the overall096

context allows the LLM to produce more co-097

herent translations. Additionally, knowledge098

of entity translation aids in organizing and099

structuring documents by maintaining consis-100

tency in the translation of entities, which en-101

hances the clarity of the output.102

• Single-Knowledge Integration: This step103

involves incorporating specific pieces of104

acquired knowledge into the process of105

document-level machine translation. While106

not every sentence in the document will need107

this integration, certain sentences will benefit108

from the added knowledge.109

• Multi-Knowledge Fusion: In the final step, we110

re-evaluate and rank translations that integrate111

multiple facets of knowledge. This process112

involves merging various elements and refin-113

ing the translations to ensure that the final114

output accurately and comprehensively repre-115

sents the source document.116

Overall, our main contributions in this work can117

be summarized as follows:118

• We introduce two additional aspects of knowl-119

edge, entity word translation and summariza-120

tion, guiding LLMs to generate better docu- 121

ment translations. 122

• Interestingly, we observe that a single type of 123

knowledge can improve the translation of cer- 124

tain sentences in a document while potentially 125

harming some others. To address this, we pro- 126

pose a novel multi-knowledge fusion strategy 127

to enhance the performance of LLM-based 128

DMT further. 129

• Upon various LLMs, including LLaMA3-8B- 130

-Instruct, Mixtral-Nemo-Instruct and 131

GPT-4o-mini, we demonstrate the effective- 132

ness of the proposed approach across eight 133

document-level machine translation direc- 134

tions. And additional analysis further verify 135

the superiority of the proposed approach in 136

addressing discourse issues. 137

2 Background 138

In this section, we briefly introduce the conven- 139

tional DMT and prompting LLM for DMT. 140

2.1 Conventional DMT 141

Given a source document X = {X1, · · · , XN} with 142

N sentences, the conventional DMT model maps 143

each sentence Xi = {x1, · · · , x|Xi|} with |Xi| words 144

into the target sentence Yi by leveraging the inter- 145

sentence context C. More specifically, the target 146

document Y is generated as follows: 147

Y = argmaxP (Y|X ; θ) , (1) 148

149

P (Y|X ; θ) =

N∏
i=1

|Yi|∏
j=1

P (yi
j |yi

<j , Xi, C; θ), (2) 150

where θ denotes the model parameters and |Yi| is the 151

length of sentence Yi. C includes both the source- 152

side and target-side inter-sentence contexts. 153
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Step 1: Document-level Knowledge Acquisition

ask for summarization

 A good summarization should have the following characteristics:
……
Please summarize the following text based on above
characteristics in English.
Text: <document>
Summarization：<Summarization>

Please extract as many entity words as possible from the
following English text and list each entity word along with its
German translation.
……
Text: <document>
Entity Pairs: <src_entity>1=<tgt_entity>1, <src_entity>2=
<tgt_entity>2 ……

ask for entity translation

Entity Pairs: <src_entity>1 = <tgt_entity>1 , <src_entity>2 =
<tgt_entity>2 ……

Summarization：<Summarization>

Please translate the following English text into German.
Each sentence in the text is marked with ’#i’ to indicate its order.
Please ensure that no sentences are omitted in your translation.
English: #1 <sentence1> #2 <sentence2>. . . . . . #n <sentencen>
German:

……Candidate Entity :

……

Candidate Baseline : ……

Best Translation: ……

Quality Estimation

Candidate Summarization :

Step 2: Single-Knowledge Integration Step 3: Multi-Knowledge Fusion

Figure 2: Illustration of our approach, which mimics the human-preferring translating process. Given a document,
we first obtain its summarization and entity translation (step 1), then prompt LLMs to generate better document
translation based on these additional knowledge (step 2 and step 3).

2.2 Prompting LLM for DMT154

Different from the conventional DMT, the LLM155

has impressive ability in instruction following. We156

can prompt LLM to translate the given document157

into the target document via concatenating a trans-158

lation instruction. Similarly, LLM generates the159

translation of a given document as follows:160

Y = argmaxP (Y|X ,P; θ), (3)161
162

P (Y|X ,P; θ) =

N∏
i=1

|Yi|∏
j=1

P (yi
j |yi

<j , Xi, C,P; θ), (4)163

where P is the instruction text.164

3 Methodology165

As shown in Figure 2, our approach consists of166

three essential steps: document-level knowledge ac-167

quisition, single-knowledge integration, and multi-168

knowledge fusion.169

3.1 Document-Level Knowledge Acquisition170

Given the source document X , we use summariza-171

tion and entity translation to provide additional172

context, helping the LLM produce a more accurate173

and fluent translation of the document.174

Summarization Knowledge. A summarization 175

provides an overall view of the document, captur- 176

ing its main themes and key points. By generating 177

a summarization, the LLM gains a clearer under- 178

standing of the document’s overall context, which 179

helps in translating complex ideas, metaphors, and 180

culturally specific content more accurately. Re- 181

search by Pu et al. (2023) and Zhang et al. (2024) 182

demonstrate that large models often produce sum- 183

marization with superior fluency and authenticity 184

compared to humans. Thus, we first prompt the 185

LLM to summarize the source document, with the 186

specific prompt outlined in row #1 of Table 1. 187

Entity Translation Knowledge. Entity transla- 188

tion knowledge can enhance the translation con- 189

sistency of specific terms in the document (Lyu 190

et al., 2021). Additionally, identifying entities in 191

the text can reduce the occurrence of untranslated 192

segments. The entities used here include not only 193

the general types of entities such as name, place 194

and organization but also events. We prompt the 195

LLM to fetch the entity translation knowledge with 196

the instruction shown in row #2 of Table 1. 197
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ID Task Prompt Template

#1 Summarization
Acquisition

A good summarization should have the following characteristics:
- Include the main points
- Include key details
- Be concise (no more than 3 sentences)
- Remain objective
Please summarize the following text based on above characteristics in English.
Text: <document>
Summarization:

#2 Entity Translation
Acquisition

Please extract as many entity words as possible from the following <src_lang> text
and list each entity word along with its <tgt_lang> translation. Entity words include
but are not limited to: Person, Organization, Location, Date, Money, Work of Art,
Product, Event, Occupation, Social Group, Animal, and so on.
Text: <document>
Entity Pairs:

#3 Prompting LLM for DMT w/o
Knowledge

Please translate the following <src_lang> text into <tgt_lang>. Each sentence in
the text is marked with ’#i’ to indicate its order. Please ensure that no sentences are
omitted in your translation.
<src_lang>: #1 <sentence1> #2 <sentence2> . . . . . .
<tgt_lang>:

#4 Prompting LLM for DMT with
Summarization

Summarization: <summarization>

Please translate the following <src_lang> text into <tgt_lang>. Each sen-
tence in the text is marked with ’#i’ to indicate its order. Please ensure that no
sentences are omitted in your translation.
<src_lang>: #1 <sentence1> #2 <sentence2> . . . . . .
<tgt_lang>:

#5 Prompting LLM for DMT with
Entity Translation

Entity pairs: <srcE1 > = <tgtE1 > , <srcE2 > = <tgtE2 > , . . . . . .

Please translate the following <src_lang> text into <tgt_lang>. Each sen-
tence in the text is marked with ‘#i’ to indicate its order. Please ensure that no
sentences are omitted in your translation.
<src_lang>: #1 <sentence1> #2 <sentence2> . . . . . .
<tgt_lang>:

Table 1: Prompt templates used for document-level knowledge acquisition (#1, #2 and #3) and single-knowledge
integration (#4 and #5).

3.2 Single-Knowledge Integration198

As long as we obtain the extracted knowledge from199

the given document, i.e., the summarization or en-200

tity translation, we explicitly integrate the knowl-201

edge into P , as shown in rows #4 and #5 of Table 1,202

prompting LLM to generate more accurate transla-203

tion by Eq. 3 and 4.204

After that, we generate two different translations205

of the source document: Ys, incorporating summa-206

rization knowledge, and Ye, incorporating entity207

translation knowledge. Additionally, we produce208

Yb, a baseline translation without additional knowl-209

edge, as detailed in row #3 of Table 1.210

3.3 Multi-Knowledge Fusion211

Intuitively, each piece of knowledge does not al-212

ways be beneficial to the translations of all sen-213

tences within the source document. The summa-214

rization knowledge can promote the translation215

quality of the sentences that are more related to216

main topic of the document. While the translation 217

quality of sentences in which appear more entity 218

words tend to be benefit from the entity transla- 219

tion knowledge. To better leverage these different 220

types of knowledge, we fuse different knowledge 221

to obtain a better translation by integrating Ys, Ye 222

and Yb. Specifically, we assume each translation of 223

X , i.e., Ys = {Y s
1 , · · · , Y s

N}, Ye = {Y e
1 , · · · , Y e

N} and 224

Yb = {Y b
1 , · · · , Y b

N}, contain N translation segments, 225

corresponding to the translations of N sentence 226

within X .1 We first select its best translation, Y f
i , 227

for each sentence Xi in X from Y s
i , Y e

i and Y b
i : 228

Y f
i = argmax S(Y,Xi), (5) 229

where Y ∈ {Y s
i , Y

e
i , Y

b
i } and S(·) is a reference-free 230

scoring function. Then the final translation of X 231

can be formulated as Yf = {Y f
1 , · · · , Y f

N}. 232

1Sentence-level translations can be readily obtained using
the instructions provided in row #3 of Table 15 in Appendix H.
In row #1 and #2 ,we can see our instructions for obtaining
stable format of summarization and entity translation.
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4 Experimentation233

We verify the effectiveness of our approach on three234

popular LLMs, including open-source and closed-235

source, across eight translation directions.236

4.1 Experimental Settings237

LLMs and Datasets. We evaluate our approach238

upon three LLMs, including GPT-4o-mini (Ope-239

nAI, 2024)2, LLaMA3-8B-Instruct (Meta, 2024)3240

and Mistral-Nemo-Instruct (MistralAI, 2024)4.241

Our test set are extracted from WMT 2023 News242

Commentary v18, including English (En) ⇌ {Ger-243

man (De), French (Fr), Spanish (Es), Russian (Ru)}244

eight translation directions. The test set for each245

translation direction contains 150 document pairs.246

For additional details, please refer to Table 7 in247

Appendix A.248

Inference Settings. We run the inference of open-249

source LLMs, i.e., LLaMA3-8B-Instruct and250

Mistral-Nemo-Instruct, on a single NVIDIA251

V100 32GB GPU using greedy decoding strategy.252

For closed-source GPT-4o-mini, we run the in-253

ference by calling the official API. The temper-254

ature is set to 0 in the inference of all LLMs. In255

multi-knowledge fusion, we employ reference-free256

COMET5 as the scoring function in Eq. 5.257

Evaluation Metrics. Following recent stud-258

ies (Wang et al., 2023b; Li et al., 2024; Wu259

et al., 2024), we report reference-based COMET260

(Rei et al., 2022) to evaluate system performance.261

Specifically, We use wmt22-comet-da6 as our eval-262

uation model. For translation performance in263

dCOMET and BLEU, please refer to Table 8 and264

Table 9 in Appendix B. Additionally, we report265

performance using the BlonDe metric (Jiang et al.,266

2022), which evaluates discourse phenomena based267

on a set of discourse-related features, with further268

details available in Appendix D.269

4.2 Experimental Results270

For better demonstrating the effect of integrating271

knowledge, we also build a Reranking system272

that ranks three different translation generated by273

2https://openai.com/research/gpt-4
3https://ai.meta.com/blog/meta-llama-3
4https://mistral.ai/news/mistral-nemo/
5https://huggingface.co/Unbabel/

wmt22-cometkiwi-da
6https://huggingface.co/Unbabel/

wmt22-comet-da

Baseline. Table 2 presents the main experimental 274

results, which highlight the following observations: 275

• Our multi-knowledge-fusion approach signifi- 276

cantly enhances LLM performance on DMT. 277

Specifically, our KFMT achieves an average 278

improvement of 0.8, 0.6, and 0.4 COMET 279

scores over the Baseline for LLaMA3-8B-- 280

Instruct, Mistral-Nemo-Instruct, and 281

GPT-4o-mini, respectively. KFMTOracle rep- 282

resents the upper bound of our approach, with 283

an average maximum improvement of 1.2, 1.0, 284

0.6 COMET scores across the three LLMs. 285

• Due to the predominance of English data 286

in the training of LLMs, our proposed ap- 287

proach shows a more pronounced improve- 288

ment in En→X translation tasks compared to 289

X→En translation tasks. For instance, with 290

LLaMA3-8B-Instruct, the average improve- 291

ment for En→X translation tasks is 1.1, which 292

is notably higher than the 0.5 improvement 293

observed for X→En translation tasks. 294

• Our approach consistently outperforms the 295

naive Reranking approach, which does not 296

incorporate any additional knowledge during 297

reranking. This further suggests the necessity 298

of integrating diverse knowledge sources. 299

• The single-knowledge fusion methods, 300

namely SuMT and EnMT, do not always 301

show improvements over the Baseline. 302

This indicates that the benefits of different 303

types of knowledge are most pronounced in 304

translations of sentences closely related to 305

that specific knowledge, rather than in all 306

sentences within a document. 307

4.3 Experimental Analysis 308

To clarify the proposed approach, we conduct an 309

in-depth analysis using the En⇌Ru and En⇌FR 310

translation tasks as representatives. These analy- 311

ses are carried out with the LLaMA3-8B-Instruct 312

model to gain further insights. Additionally, Ap- 313

pendix F includes an analysis of summarization 314

and entity translation accuracy. 315

Effect of Each Knowledge. Although the results 316

presented in Table 2 highlight the overall effective- 317

ness of our approach, the specific impact of each 318

type of knowledge on the final translation is not 319

entirely clear. To address this, we analyze the in- 320

fluence of different types of knowledge from two 321
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System En→De De→En En→Es Es→En En→Ru Ru→En En→Fr Fr→En Average

LLaMA3-8B-Instruct

Baseline 85.2 88.2 87.1 88.8 83.8 83.9 84.9 87.0 86.1
Reranking 85.7 88.4 87.4 88.9 84.5 84.2 85.3 87.2 86.5
SuMT 85.3 88.3 87.2 88.8 83.7 84.1 85.0 87.3 86.2
EnMT 85.3 88.3 86.9 88.4 83.4 83.9 84.8 86.9 86.0
KFMT 86.1 88.6 87.8 89.0 85.5 84.7 85.8 87.6 86.9
KFMTOracle 86.4 88.8 88.2 89.4 86.0 85.1 86.3 88.0 87.3

Mistral-Nemo-Instruct

Baseline 86.5 89.0 87.3 89.4 87.0 85.2 85.9 88.0 87.3
Reranking 87.1 89.0 87.7 89.4 87.4 85.2 86.3 88.0 87.5
SuMT 86.5 88.5 87.5 89.1 87.0 84.7 86.0 87.6 87.1
EnMT 86.6 88.8 87.3 89.2 87.0 85.0 86.0 87.8 87.2
KFMT 87.6 89.3 88.2 89.6 87.9 85.4 86.7 88.1 87.9
KFMTOracle 88.1 89.6 88.5 89.9 88.3 85.9 87.1 88.6 88.3

GPT-4o-mini

Baseline 88.5 89.3 88.9 89.6 88.7 85.5 87.3 88.1 88.2
Reranking 88.7 89.4 89.1 89.7 88.8 85.6 87.5 88.2 88.4
SuMT 88.5 89.3 88.9 89.6 88.7 85.5 87.3 88.1 88.2
EnMT 88.2 89.1 88.7 89.4 88.3 85.3 87.0 87.9 88.0
KFMT 88.9 89.6 89.3 89.9 89.2 85.8 87.7 88.4 88.6
KFMTOracle 89.1 89.8 89.4 90.0 89.4 86.1 87.8 88.6 88.8

Table 2: Performance in reference-based COMET score. Baseline shows results from prompting LLMs without
additional knowledge. Reranking denotes ensemble results by reranking three translations generated by Baseline.
SuMT and EnMT are the results for prompting LLMs via summarization and entity translation knowledge,
respectively. KFMT and KFMTOracle are the results with the multi-knowledge fusion strategy, where KFMT uses
a reference-free scoring function and KFMTOracle uses a reference-based one to select the best translation.

0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%

En-Ru Ru-En En-Fr Fr-En

Baseline SuMT EnMT

Figure 3: Visualization of the proportions of translations
produced by the Baseline, SuMT, and EnMT systems
relative to the total number of translations.

System En→Ru Ru→En En→Fr Fr→En

Baseline 83.8 83.9 84.9 87.0

KFMT 85.5 84.7 85.8 87.6
w/o Sum. 84.8 84.4 85.5 87.4
w/o Enti. 85.0 84.5 85.5 87.5

Table 3: Ablation study for the summarization and entity
translation fusion. w/o Sum. and w/o Ent. denote that
we remove the translation Ys and Yb when generating
the final translation via Eq. 5, respectively.

perspectives. First, we visualize the proportion of322

sentences translated with entity (Ye), summariza-323

tion (Ys), or without any additional knowledge (Yb) 324

across all sentences in the test set, as shown in Fig- 325

ure 3.7 Our observations reveal that, on average, 326

50% of the translations come from the baseline 327

system. The remaining 50% of sentences benefit 328

from incorporating summarization or entity trans- 329

lation knowledge, with summarization knowledge 330

being utilized more frequently than entity trans- 331

lation knowledge. This indicates that integrating 332

more relevant knowledge can significantly enhance 333

translation quality, while incorporating redundant 334

knowledge might actually impair it. Second, we 335

perform an ablation study by individually removing 336

either summarization or entity translation knowl- 337

edge from the knowledge fusion. As shown in Ta- 338

ble 3, the results tell that summarization knowledge 339

plays a more critical role than entity translation 340

knowledge in enhancing translation performance. 341

For more details of comparing SuMT (or EnMT) with 342

Baseline, please refer to Appendix E. 343

Performance in Translation Fluency. Since 344

KFMT selects translations from multiple transla- 345

tion systems, we investigate whether this affects 346

7From Section 3.3, all sentences in our final translation,
i.e., Yf , are selected from Yb, Ye or Ys by Eq. 5.
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System En→Ru Ru→En En→Fr Fr→En

Perplexity

Baseline 10.7 30.8 62.7 29.9
KFMT 7.5 29.5 57.5 29.6

Coherence

Baseline 56.6 41.0 91.7 42.1
KFMT 56.6 41.1 92.6 42.2

Table 4: Translation fluency evaluation in perplexity
and coherence.

System En→Ru Ru→En En→Fr Fr→En

Baseline 70.1 82.7 79.7 84.0
KFMT 74.6 84.7 82.9 86.1

Table 5: Averaged evaluation score of GPT-4o.

translation fluency. Fluency refers to how well the347

translated text aligns with the norms and natural-348

ness of the target language, which in turn enhances349

its readability and ease of understanding. Building350

on previous studies (Li et al., 2023a; Kallini et al.,351

2024), we evaluate translation fluency using two352

metrics: perplexity and coherence. Specifically, we353

compute perplexity scores using the GPT-2 (Rad-354

ford et al., 2019), and assess coherence by measur-355

ing the similarity between neighboring sentences356

using the SimCSE (Gao et al., 2021).357

As shown in Table 4, KFMT achieves an improve-358

ment of 2.5 scores in perplexity over Baseline359

while it maintains stability and consistency with the360

Baseline in terms of the coherence metric. while361

maintaining stability and consistency in coherence362

scores. This suggests that, despite selecting transla-363

tions from different systems, our multi-knowledge364

fusion approach either preserves or enhances the365

fluency of document-level machine translations.366

GPT-based and Human Evaluations. In addi-367

tion to the automatic evaluation metrics, we employ368

GPT-based and human evaluation to achieve a more369

comprehensive assessment of our results.370

Research by Kocmi and Federmann (2023) sug-371

gests the superiority of GPT-based evaluations372

over traditional automatic metrics like BLEU and373

COMET, with reliable evaluation requiring models374

outperforming GPT-3.5-turbo. Consequently, we375

utilized GPT-4o for our evaluations. GPT-4o not376

only outperforms GPT-3.5-turbo but is also com-377

parable to GPT-4. Specifically, we adopt the prompt378

template from Kocmi and Federmann (2023) but379

refined it to address issues with the original prompt,380

Figure 4: Human evaluation results on the test set when
comparing KFMT with Baseline.

En→Ru Ru→En En→Fr Fr→En

Baseline 83.8 83.9 84.9 87.0
TFMT 84.0 84.2 85.1 87.2
KFMT 85.5 84.7 85.8 87.6

Table 6: Performance comparison of token-level knowl-
edge fusion (TFMT) and our KFMT.

which included unnecessary explanations. This re- 381

finement resulted in a stable and consistent format 382

with 100% reliability. In our prompt, the model 383

is instructed to assign a score from 0 to 100 to 384

the translation results, where 0 indicates “no re- 385

tained meaning” and 100 denotes “perfect meaning 386

and grammar.” For the specific prompt used, see 387

Table 14 in Appendix G. Table 5 presents the aver- 388

age scores, demonstrating that KFMT outperforms 389

Baseline across all language pairs. 390

We also conduct a human evaluation on the test 391

set. For each document, annotators receive the 392

source document along with translations of KFMT 393

and Baseline, presented in random order. In line 394

with Lyu et al. (2021), annotators are asked to 395

choose from one of three options based on fluency 396

and correctness: (1) the first translation is better, 397

(2) the second translation is better, or (3) both trans- 398

lations are of equal quality. Two annotators, one 399

for En⇌Ru and one for En⇌Fr, are encouraged 400

to select one of the first two options if they can 401

identify a clear preference, rather than opting for 402

the third. Figure 4 displays the results. On average, 403

annotators rate 46.3% of the cases as having equal 404

quality, while KFMT is preferred over Baseline in 405

41.8% of the cases compared to 11.9%, indicating 406

a clear preference for our approach. 407

Comparison to Token-Level Knowledge Fusion. 408

Our approach to multi-knowledge fusion operates 409

at the sentence level, as it involves reranking trans- 410

lations on a per-sentence basis. In contrast, we in- 411
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vestigate token-level multi-knowledge fusion. For412

a decoder-only model used in translation, the prob-413

ability of token t at the i-th time step is given by:414

P(ti) = P(ti | P,X , tj<i), (6)415

where P represents the prompt, X denotes the416

source document, and tj<i indicates the previously417

generated tokens. Let PB(ti),PS(ti),PE(ti) repre-418

sent the probabilities of token at the ith time step419

for the systems of Baseline, SuMT, and EnMT, re-420

spectively. Motivated by Hoang et al. (2024), we421

perform token-level fusion by combining these sys-422

tems in an ensemble. We assign weight parameters423

λ1, λ2 and λ3 to the respective systems, ensuring424

that their sum equals 1 (λ1 + λ2 + λ3 = 1). Thus,425

the probability of i-th token ti is:426

Pensemble(ti) = λ1PB(ti) + λ2PS(ti) + λ3PE(ti). (7)427

During inference, we set the temperature to 0 and428

the weight to λ1 = 0.4, λ2 = 0.3, and λ3 = 0.3,429

respectively. Table 6 compares the performance.430

It shows that token-level knowledge fusion (i.e.,431

TFMT) provides an average improvement of 0.2432

COMET scores over Baseline. However, it per-433

forms less effectively compared to our proposed434

KFMT, which achieves an average improvement of435

0.7 COMET scores.436

5 Related Work437

Conventional Document-Level Machine Trans-438

lation. Conventional DMT, which are built upon439

the Transformer (Vaswani et al., 2017), have made440

significant advancements in recent years. These441

models generally fall into two main categories. The442

first category focuses on translating document sen-443

tences one by one while incorporating document-444

level context (Zhang et al., 2018; Maruf et al., 2019;445

Zheng et al., 2020). The second category extends446

the translation unit from a single sentence to mul-447

tiple sentences (Tiedemann and Scherrer, 2017;448

Agrawal et al., 2018; Zhang et al., 2020) or the en-449

tire document (Junczys-Dowmunt, 2019; Liu et al.,450

2020; Bao et al., 2021; Li et al., 2023b).451

LLMs for Document-Level Machine Transla-452

tion. The adaptation of LLMs for DMT is an453

emerging research area with significant potential.454

Current research in this domain primarily explores455

two types of approaches: supervised fine-tuning456

and prompt engineering. Supervised fine-tuning457

aims to enhance LLMs’ capabilities for document-458

level machine translation through targeted train-459

ing. For example, Zhang et al. (2023) fine-tune the460

model using the Q-LORA method and compare its 461

document translation performance with the prompt 462

engineering approach. Wu et al. (2024) introduce 463

a two-step fine-tuning method. Initially, LLMs are 464

fine-tuned on monolingual data, and subsequently, 465

they are further fine-tuned on parallel documents. 466

Li et al. (2024) propose a hybrid approach that in- 467

tegrates sentence-level fine-tuning instructions into 468

the document-level fine-tuning process, which aims 469

to improve overall translation performance. Fur- 470

thermore, Lyu et al. (2024) show that LLMs can be 471

more effectively adapted for context-aware NMT 472

by discriminately modeling and utilizing both inter- 473

and intra-sentence contexts. 474

Prompt engineering focuses on designing 475

prompts to optimize DMT. Wang et al. (2023b) 476

investigate how various document translation 477

prompts impact translation performance and assess 478

the capabilities of different LLMs. Additionally, 479

Cui et al. (2024) explore the use of contextual sum- 480

maries to select the most relevant examples, thus 481

enhancing sentence context for translation. More- 482

over, Wang et al. (2024) propose a document-level 483

translation agent that improves the consistency and 484

accuracy of document translation by utilizing a 485

multi-level memory structure. Our work is aligned 486

with prompt engineering but diverges from pre- 487

vious approaches by proposing the integration of 488

various types of knowledge to enhance document 489

translation. The most relevant work to ours is He 490

et al. (2024) which investigates the use of knowl- 491

edge for sentence-level translation. In contrast, our 492

approach extends this research to DMT by incorpo- 493

rating document-level knowledge. 494

6 Conclusion 495

In this paper, we propose a multi-knowledge fu- 496

sion approach that mimics human translators for 497

document-level machine translation. Our approach 498

explicitly combines different types of knowledge 499

to enhance translation quality. It involves three 500

key steps: First, it acquires two types of document- 501

level knowledge—summarization and entity trans- 502

lation. Next, it integrates this knowledge to im- 503

prove the translation process. Finally, recognizing 504

that different knowledge sources may impact sen- 505

tence translation differently, we optimize results 506

using a multi-knowledge fusion strategy for refine- 507

ment and ranking. Experiments across eight DMT 508

tasks demonstrate that our approach consistently 509

enhances performance across three different LLMs. 510
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Limitations511

Our approach has only been validated on a news512

dataset, and all its language pairs include English,513

so its effectiveness on a broader range of datasets514

and non-English language pairs remains uncertain.515

Moreover, in terms of performance improvements516

across the three LLMs, our approach demonstrates517

more significant gains on LLMs with weaker docu-518

ment translation performance, whereas the relative519

improvement is less pronounced on LLMs with520

stronger translation capabilities.521
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A Data Statistics 690

Table 7 presents the detailed statistics of test sets. 691

On average, each document across the four lan- 692

guage pairs contains between 37 and 39 sentences. 693

Dataset # Document # Sentence

De⇌En 150 5,967
Es⇌En 150 5,815
Ru⇌En 150 5,794
Fr⇌En 150 5,619

Table 7: Data statistics on our test sets.

B Performance in dCOMET and BLEU 694

Unlike traditional sentence-level COMET, the 695

document-level COMET (dCOMET) introduced 696

by Vernikos et al. (2022) takes into account the 697

context of previous sentences during encoding. 698

This approach results in more accurate evalu- 699

ations of document-level translations. Follow- 700

ing the work of (Wang et al., 2024), we em- 701

ployed a reference-free model to obtain dCOMET 702

scores. However, we replaced the original model, 703

wmt21-comet-qe-mqm, with the latest version, 704

wmt22-cometkiwi-da.The dCOMET scores, de- 705

rived using the wmt22-cometkiwi-da model, are 706

presented in Table 8. As shown, the performance 707

trend of dCOMET closely follows that of sentence- 708

level COMET, which is also presented in Table 8. 709

Table 9 presents the detailed performance in 710

sentence-level BLEU (Papineni et al., 2002). From 711
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Figure 5: Comparison of SuMT and the Baseline in
terms of sentence-level reference-based COMET scores.

it, we can observe that our approach achieves con-712

sistent and stable improvements in BLEU scores,713

although the gains in both COMET and dCOMET714

scores are relatively modest.715

C Performance in LTCR716

Following Lyu et al. (2021), we use LTCR to assess717

lexical translation consistency. Table 10 compares718

the performance of LLaMA3-8B-Instruct in the719

LTCR metric. The results show that our approach720

improves lexical consistency with an average gain721

of 1.62 points on the LTCR score.722

D Performance in BlonDe723

Table 11 compares the performance of724

LLaMA3-8B-Instruct in BlonDe. It shows725

that our approach outperforms Baseline with 4.6726

BlonDe scores.727

E Comparison of Baseline, SuMT, and728

EnMT729

Incorporating a single source of knowledge bene-730

fits only certain sentences in the translation, while731

others may be negatively affected. Figure 5 and Fig-732

ure 6 present the results of LLaMA3-8B-Instruct733

on the test set, comparing SuMT (or EnMT) with734

the Baseline at sentence-level reference-based735

COMET score by wmt22-comet-da. Note that we736

consider two translations to be tied if their COMET737

scores differ by no more than 0.08.738

F Performance of Summarization and739

Entity Translation740

While recent studies have demonstrated that LLMs741

are highly effective in generating summaries (Pu742

et al., 2023; Zhang et al., 2024) and translating743

entities (He et al., 2024), their performance on our744

experimental datasets remains uncertain.745
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Figure 6: Comparison of EnMT and the Baseline in
terms of sentence-level reference-based COMET scores.

The studies by Wang et al. (2023a) demonstrate 746

that GPT evaluations achieve remarkable perfor- 747

mance and closely align with human assessments 748

in various NLP tasks. Therefore, we adopt and 749

modify the reference-free scoring prompt from 750

Wang et al. (2023a) to evaluate the quality of our 751

summarization knowledge and entity translation 752

knowledge. Table 12 presents the prompts used 753

in our evaluation of the generated summarization 754

knowledge and entity translation knowledge with 755

GPT-4o. Table 13 provides the corresponding eval- 756

uation scores. It shows that our summarization and 757

entity translation are of good quality. 758

G Prompt for GPT Evaluation 759

Table 14 presents the prompt template used in GPT 760

evaluation in Section 4.3. The highlighted part 761

demonstrates our difference from the template de- 762

scribed in Kocmi and Federmann (2023). By speci- 763

fying that the scores be returned in dictionary for- 764

mat, we achieve 100% consistency in format out- 765

put. 766

H Prompt for formatting LLM’s answer 767

Table 15 presents the prompt we used for format- 768

ting LLM’s answer, including summarization, en- 769

tity translation and document translation. 770
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System En→De De→En En→Es Es→En En→Ru Ru→En En→Fr Fr→En Average

LLaMA3-8B-Instruct

Baseline 83.8 82.4 85.3 84.3 81.8 80.8 85.3 83.0 83.3
Reranking 84.0 82.4 85.4 84.3 82.2 81.0 85.4 83.0 83.5
SuMT 83.8 82.4 85.3 84.3 81.8 80.8 85.3 83.0 83.3
EnMT 83.8 82.4 85.3 84.2 81.7 80.8 85.3 83.0 83.3
KFMT 84.3 82.7 85.8 84.6 82.8 81.4 85.8 83.5 83.9

Mistral-Nemo-Instruct

Baseline 83.7 82.6 84.8 84.4 83.0 81.1 85.3 83.4 83.5
Reranking 84.0 82.6 85.0 84.4 83.2 81.1 85.5 83.4 83.6
SuMT 83.7 82.4 84.9 84.4 83.1 80.9 85.4 83.2 83.5
EnMT 83.8 82.6 84.9 84.5 83.1 81.1 85.5 83.3 83.6
KFMT 84.4 82.7 85.7 84.7 83.5 81.3 85.8 83.5 84.0

GPT-4o-mini

Baseline 84.6 82.7 86.0 84.6 83.6 81.3 85.9 83.5 84.0
Reranking 84.7 82.7 86.0 84.6 83.6 81.3 85.9 83.6 84.0
SuMT 84.6 82.7 86.0 84.6 83.6 81.3 85.9 83.5 84.0
EnMT 84.6 82.7 86.0 84.6 83.5 81.2 85.8 83.4 84.0
KFMT 84.8 82.9 86.2 84.8 83.9 81.5 86.1 83.7 84.2

Table 8: Performance in document-level (dCOMET) score.

System En→De De→En En→Es Es→En En→Ru Ru→En En→Fr Fr→En Average

LLaMA3-8B-Instruct

Baseline 31.2 39.5 42.0 45.4 27.7 31.8 35.9 37.6 36.4
Reranking 31.6 39.5 42.2 45.4 28.1 32.3 36.1 37.6 36.6
SuMT 31.0 40.0 42.0 45.7 27.4 32.4 35.7 38.4 36.6
EnMT 31.0 40.0 41.6 44.0 27.3 31.2 35.6 36.4 35.9
KFMT 32.1 40.4 42.5 46.1 28.8 32.9 36.5 38.4 37.2

Mistral-Nemo-Instruct

Baseline 34.6 42.6 43.3 48.0 31.7 35.7 38.2 40.2 39.3
Rerankding 35.0 42.7 43.5 48.0 32.0 35.8 38.5 40.2 39.5
SuMT 34.2 39.5 43.2 45.4 31.2 33.4 38.5 37.8 37.9
EnMT 34.5 41.3 43.1 47.0 31.4 34.8 38.3 39.3 38.7
KFMT 35.8 43.2 44.6 48.5 32.5 36.1 39.1 40.7 40.1

GPT-4o-mini

Baseline 41.2 44.0 48.6 50.1 36.0 37.0 42.0 41.4 42.5
Reranking 41.3 44.0 48.6 50.1 36.0 37.1 42.0 41.5 42.6
SuMT 41.0 44.0 48.4 50.0 35.8 36.9 41.9 41.4 42.4
EnMT 39.9 42.7 47.5 48.9 34.8 35.8 41.1 40.2 41.4
KFMT 41.5 44.2 49.0 50.4 36.5 37.3 42.4 41.7 42.9

Table 9: Performance in SacreBLEU score.

System En→De De→En En→Es Es→En En→Ru Ru→En En→Fr Fr→En Average

Baseline 86.67 81.25 74.19 85.71 42.42 66.67 83.33 63.64 73.00
KFMT 93.33 82.35 75.00 86.67 45.45 66.67 83.33 64.12 74.62

Table 10: Lexical translation consistency evaluation in LTCR.

System De→En Es→En Ru→En Fr→En Average

Baseline 49.4 59.4 41.1 50.1 50.0
KFMT 58.9 60.5 46.8 52.0 54.6

Table 11: Performance in BlonDe score.
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ID Task Prompt Template

#1 Summarization Score the following summarization for overall quality on a continuous scale from 0 to 100. A
score of zero means "poor quality" (disjointed, hard to read, or containing significant factual
inaccuracies), and a score of one hundred means "excellent quality" (fluent, coherent, and
consistent with the key ideas of the original text).

Overall Quality measures both:
1. Fluency: Whether the summarization is well-written, grammatically correct, and easy to
understand, with smooth sentence transitions and a natural flow.
2. Consistency: Whether the summarization accurately conveys the main points, key details,
and intended meaning of the original text, without introducing errors, distortions, or irrelevant
information.

Original Text: <Original text>
Summarization: <Summarization>
Score:

#2 Entity Translation Score the following <src_lang> translation of extracted entities from original text for
overall quality on a continuous scale from 0 to 100. A score of zero means "poor
quality" (missing important entities or containing significant translation errors), and a score
of one hundred means "excellent quality" (all key entities are extracted and translated accurately).

Overall Quality measures both:
1. Correctness of Entity Extraction: Whether the extracted entities include all critical persons,
locations, organizations, dates, and other relevant information explicitly mentioned in the
original text.
2. Translation Accuracy: Whether the English translations are faithful to the meaning, spelling,
and nuances of the original entities.

Original Text: <Original text>
Extracted Entities (Original): <the list of extracted entities in the original language>
Extracted Entities (Translated): <the list of extracted entities in <src_lang>>
Score:

Table 12: Prompt Templates for evaluating summrization and entity translation.

Task En→Ru Ru→En En→Fr Fr→En Average

Summarization 78.0 78.6 77.1 80.5 78.6
Entity Translation 87.1 87.1 91.7 83.6 87.4

Table 13: Averaged evaluation score of GPT-4o for Summarization and Entity Translation.

Prompt Template

Score the following translation from <src_lang> to <tgt_lang> with respect to the human reference on a continuous scale
from 0 to 100, where a score of zero means "no meaning preserved" and a score of one hundred means "perfect meaning and
grammar". Please return the score you gave in the dictionary format of {{"score": score}}. You only need to give the score,
no additional explanation is needed.
<src_lang> source: <src_seg>
<tgt_lang> human reference: <ref_seg>
<tgt_lang> translation: <tgt_seg>
Score:

Table 14: Prompt template used in GPT evaluation.

ID Task Prompt Template

#1 Formatting
summarization

I hope you can return the summarization in dictionary format. The format of the dictionary is:
{\" summarization \": your summarization}

#2 Formatting
entity translation

I hope you can return the entity and its translation in dictionary format. The key of the dictionary
is the entity, and the value is the translation of the entity.

#3 Formatting
document translation

I hope you can return your translation results in dictionary format. The keys of the dictionary
should be the sentence numbers, and the values should be the translation results of the sentences.
For example, if your text consists of two sentences, the format of your final translation results
should be: {‘#1’: translation result of sentence 1, ‘#2’: translation result of sentence 2}.

Table 15: Prompt Templates for formatting LLMs’ answer.
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