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ABSTRACT

Large Language Models (LLMs), when paired with prompt-based tasks, have
significantly reduced data annotation costs and reliance on human annotators. How-
ever, evaluating the quality of their annotations remains challenging in dynamic,
unsupervised environments where oracle feedback is scarce and conventional meth-
ods fail. To address this challenge, we propose a novel agentic annotation paradigm,
where a student model collaborates with a noisy teacher (the LLM) to assess and
refine annotation quality without relying on oracle feedback. The student model,
acting as an unsupervised feedback mechanism, employs a user preference-based
majority voting strategy to evaluate the consistency of the LLM’s outputs. To sys-
tematically measure the reliability of LLM-generated annotations, we introduce the
Consistent and Inconsistent (CAI) Ratio, a novel unsupervised evaluation metric.
The CAI Ratio not only quantifies the annotation quality of the noisy teacher under
limited user preferences but also plays a critical role in model selection, enabling
the identification of robust LLMs in dynamic, unsupervised environments. Applied
to ten open-domain NLP datasets across four LLMs, the CAI Ratio demonstrates a
strong positive correlation with LLM accuracy, establishing it as an essential tool
for unsupervised evaluation and model selection in real-world settings.

1 INTRODUCTION

Large Language Models (LLMs), when combined with prompt optimisation (Brown et al., 2020;
Chen & Tsang, 2024; Kojima et al., 2022; Wei et al., 2021; 2022; Huang et al., 2022; Yao et al.,
2022; Diao et al., 2023; Liu et al., 2023; Wang et al., 2023; Yao et al., 2024; Long, 2023; Huang
et al., 2023; Madaan et al., 2024; Shinn et al., 2024), have demonstrated remarkable capabilities
in text and data annotation across diverse open-domain tasks (Meng et al., 2022; Ye et al., 2022;
Wang et al., 2024; Liu et al., 2024; Wu et al., 2024), including spoken language understanding (Chen
et al., 2024). Often outperforming traditional crowdsourcing and manual annotation methods (Gilardi
et al., 2023), LLM-generated annotations have become pivotal for supervised fine-tuning, alignment
training, and real-time inference (Tan et al., 2024). However, evaluating the quality of LLM-generated
annotations remains challenging in unsupervised environments where oracle feedback is unavailable.
Traditional evaluation methods (Table 2 in Appendix) fall short in these settings, and LLMs often
exhibit overconfidence and inconsistent behavior without external supervision (Xiong et al., 2023;
Zhou et al., 2024), underscoring the need for robust unsupervised evaluation strategies.

To address this, we propose a novel agentic annotation evaluation paradigm, where a student model
collaborates with a noisy teacher (the LLM) to assess annotation quality through model agreement.
This paradigm embodies the essence of agentic reasoning: in the absence of oracle feedback, reliability
emerges from the consistency of interactions between models, with agreement serving as an implicit
signal of annotation quality. When external supervision is missing, the alignment or misalignment
between the student and the LLM offers a self-regulating mechanism to gauge annotation reliability.
Building on this, we introduce the Consistent and Inconsistent (CAI) Ratio, a novel metric that
effectively evaluates the LLM reliability by exploiting the unsupervised structural patterns within the
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data through the student model. By harnessing the intrinsic consistency patterns between both models,
the CAI Ratio provides a powerful unsupervised signal for assessing LLM annotations. Beyond
evaluation, it also serves as decisive criterion for model selection, enabling the identification of most
appropriate LLMs without relying on oracle feedback. We demonstrate in Figure 4 and Table 1 that
the CAI Ratio exhibits a strong positive correlation with LLM annotation accuracy and effectively
distinguishes the best-performing LLM models in unsupervised settings.

2 METHODOLOGY

We propose an agentic annotation evaluation paradigm to assess LLM reliability through the collabo-
ration between a noisy LLM teacher and a student model. To enable annotation in an unsupervised
setting, we leverage the student model’s ability to capture the structural relationships in data, as-
signing annotations through a majority voting mechanism in its embedding space (Equation 1& 2).
Meanwhile, the LLM generates outputs via an autoregressive process. Consistent samples emerge
when both models agree, indicating reliable annotations, while inconsistent samples reflect the LLM’s
overconfident outputs that diverge from the student’s predictions. By systematically analyzing these
agreement patterns, we capture both confidence signals and overconfidence biases, enabling robust
unsupervised evaluation through the proposed Consistent and Inconsistent (CAI) Ratio.

2.1 PROBLEM DEFINITION

Given unsupervised text corpus distributions for training and testing, denoted as DU =
{x1, . . . , xN},DUt

= {x′
1, . . . , x

′
L}, x, x′ ∈ X ⊆ Rd. Additionally, since annotations are gen-

erated according to user preferences, a small-size user-preference distribution is provided, denoted
as: H = {(xi, ȳi)}si=1, s = 5%× |DU |. These samples are clustered into k non-overlapping clusters
C1, C2, ..., Ck. A set of preference annotations is denoted as A = {ȳ1, ȳ2, ..., ȳk}. Each cluster Cj

is defined as Cj = {xi | xi ∈ Hj}, Hj ⊆ H,∀xi ∈ Cj , ȳi = ȳj . The clusters are disjoint, satisfying⋃k
j=1 Cj = H,Ci ∩ Cj = ∅,∀i ̸= j. The goal is to evaluate quality of LLMs assigned annotation by

estimating the latent consistent and inconsistent sets C∗ and I∗.

2.2 AGENTIC ANNOTATION EVALUATION THROUGH A NOISY LLM TEACHER AND STUDENT
MODEL COLLABORATION

Figure 1: Agentic Annotation Evaluation
Process: the teacher LLM generates noisy an-
notations in zero-/single-shot settings, which
are compared against student model’s AS out-
put to measure the consistency score.

An agentic annotation evaluation process is constructed
upon an LLM teacher with noisy annotation labels and a
student model with limited user preferences, incorporating
a preference-based majority voting mechanism. We utilize
MINILM (Wang et al., 2020) as the student model, de-
noted as S, which is a sentence-transformer designed for
efficient sentence encoding. The student model encodes
each input instance xi into its corresponding sentence em-
bedding as S(xi) = ei. To assign annotations, the student
model employs a user preference-based majority voting
strategy, leveraging our proposed Average Similarity (AS)
function, which is defined as:

AS(ei, Cj) =
1

k

∑
e∈Top-k(Cj ,ei)

ei · e
∥ei∥∥e∥

, (1)

where ei denotes the embedding for xi, and e represents the embedding of each sample in cluster Cj .
The term Top-k(Cj , ei) refers to the subset of samples in Cj with the top k cosine similarity scores
with ei. Formally, Top-k(Cj , ei) = {e ∈ Cj | AS(ei, e) ranks among the top k in Cj}. Based on the
computed similarity scores, the most similar examples to ei are identified, and the average cosine
similarity is computed for the top-selected samples in each cluster. In our experiments, we set k to
five. Lastly, for the annotation assignment, we assign the annotation of the cluster Cj with the highest
average cosine similarity score to the unlabelled sample xi ∈ Du. The cluster Cj∗ , which has the
highest average cosine similarity with the embedding ei of a sample xi, is defined as:

Cj∗ = argmax
Cj

AS(ei, Cj), (2)
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Figure 2: An illustrative figure highlighting the im-
portance of consistent-and-inconsistent sample iden-
tification in evaluating LLM performance. LLM an-
notations on inconsistent samples (dark-colored bars)
exhibit significantly lower accuracy compared to those
on consistent samples (light-colored bars).

Figure 3: Visualization of t-SNE Clustering (bet-
ter viewed in color, enlarged) comparing LLM vs
Ground-Truth Annotations on Go Emotion Dataset.
LLM outputs exhibit high similarity with ground-
truth labels on consistent samples, while showing
significant divergence on inconsistent samples.

where AS(ei, Cj) is the average cosine similarity of ei with the embeddings in Cj . The annotation
ȳj∗ associated with Cj∗ is then assigned to xi, i.e., ȳi = ȳj∗ . This process is represented by
the annotation assignment function h(xi). Subsequently, the annotation associated with Cj∗ is as
defined by the user, is assigned to xi. Finally, the student agent-annotated dataset is constructed
as Ds = {(xi, ȳi)}Ni , where each ȳi represents the student annotation obtained using the user
preference-based majority voting approach. Given the acquired dataset Ds = {(xi, ȳi)}Ni=1 generated
by the SA, we further leverage a noisy teacher LLM to generate annotations through a group
prompting mechanism, applying both zero-shot and single-shot strategies. Specifically, in the zero-
shot setting, the noisy teacher LLM generates annotations independently, defined as ȳti = T (xi).
ȳti = T (xi)withP

(
ȳti | xi

)
=

∏Ti

t=1 P
(
ȳti,t | xi, ȳ

t
i,1, . . . , ȳ

t
i,t−1

)
. In contrast, the single-shot setting

incorporates student-generated annotations as additional context, yielding ŷti = T (xi, ȳi), where
(xi, ȳi) ∈ Ds. ŷti = T (xi, ȳi)withP

(
ŷti | xi, ȳi

)
=

∏Ti

t=1 P
(
ŷti,t | xi, ȳi, ŷ

t
i,1, . . . , ŷ

t
i,t−1

)
. Since the

LLM follows an autoregressive generation framework, we query the noisy teacher LLM to provide
the annotation for each instance xi without including the student labels ȳi for zero-shot prompting,
producing the noisy teacher distribution Dt = {(xi, ȳ

t
i)}Ni=1. For the single-shot setting, the SA

annotations are incorporated, resulting in the student-noisy teacher distribution D̂t = {(xi, ŷ
t
i)}Ni=1.

2.3 EVALUATION OF LLMS WITHOUT ORACLE FEEDBACK

After acquiring the SA-generated dataset Ds, the Noisy Teacher-generated dataset Dt, and the SA-
Noisy Teacher dataset D̂t, we introduce the Consistent-and-Inconsistent (CAI) Identification and
Ratio framework. Specifically, CAI Identification determines consistent and inconsistent samples
across Ds, Dt, and D̂t by comparing annotation agreement between the Student Agent (SA) S and
the Noisy Teacher (NT) T . Samples with identical predictions from both the SA and NT models
are classified as consistent samples; otherwise, they are considered inconsistent samples. For each
x ∈ Du, the annotation assignment process is represented by the function h. The annotation label
from the SA is denoted as ȳS , while the NT’s annotation labels are represented as ȳT (zero-shot)
and ŷT (single-shot). A sample is classified as consistent if ȳS = ȳT = ŷT , x ∈ C where C denotes
the set of consistent samples. Conversely, a sample is classified as inconsistent if at least one of
the assigned annotations differs, represented as ∃ (y, y′) ∈ {ȳS , ȳT , ŷT }, y ̸= y′, x ∈ I, where I
represents the set of inconsistent samples. Identifying annotation inconsistencies is crucial, as is
rigorously assessing the teacher model’s annotation quality, especially in the absence of ground truth.
Definition 1 (Consistent-and-Inconsistent (CAI) Ratio). Let NC and NIC denote the number of
consistent samples (LLM and student model agree) and the number of inconsistent samples (LLM
and student model disagree), respectively. The CAI Ratio is defined as CAI Ratio = NC

NIC
.

3 EXPERIMENTS

Experimental Setup We collected the CAI Ratio for LLMs—GPT-3.5 Turbo, GPT-4o Mini,
Google Gemini 1.5 Flash, and Llama-8B Instruct and evaluated these across ten textual datasets.
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Figure 4: Correlation analysis between LLM annotation accuracy and the CAI ratio, evaluated across 4
principled LLMs (also see statistical test results in Sec 3). The Pearson correlation coefficients and corresponding
p-values confirm the statistical significance of the positive correlation between CAI ratio and LLMs accuracy.

Dataset Best CAI Model Best Accuracy Model Match Accuracy Difference
Model Accuracy (%) Model Accuracy (%) (%)

CLINC Google Gemini 87.24 Google Gemini 87.24 ✓ 0.00
MTOP Intent Google Gemini 75.85 Google Gemini 75.85 ✓ 0.00
StackExchange Google Gemini 57.31 Google Gemini 57.31 ✓ 0.00
Banking77 Google Gemini 73.76 GPT-3.5 73.93 ✗ -0.17
Massive Scenario Google Gemini 67.72 GPT-3.5 75.55 ✗ -7.83
Reddit Google Gemini 56.23 ChatGPT-4o Mini 57.39 ✗ -1.16
Go Emotion Google Gemini 29.44 ChatGPT-4o Mini 33.82 ✗ -4.38
FewRel Nat Google Gemini 52.74 Google Gemini 52.74 ✓ 0.00
FewNERD Nat Google Gemini 75.48 Google Gemini 75.48 ✓ 0.00
Massive Intent Google Gemini 77.03 Google Gemini 77.03 ✓ 0.00

Table 1: Model Selection Using CAI Ratio as a Metric: The model selected based on CAI ratio exhibits a
strong correlation with the model achieving the highest accuracy.

These datasets include Bank77 (Casanueva et al., 2020), CLINC, Go Emotion, MTOP, Massive
(Intent) (Larson et al., 2019; FitzGerald et al., 2022; Li et al., 2020), StackExchange, Reddit (Geigle
et al., 2021), FewRel Nat, and FewNerd Nat (Han et al., 2018). Covering domains such as intent
classification, topic modeling, and unsupervised intent discovery (Zhang et al., 2021; 2022), their
annotation practices follow (Zhang et al., 2023).
Proof-of-Concept Experiments on Consistency and Inconsistency Identification We first investi-
gate the impact of identifying consistent and inconsistent samples in our framework. Figure 2 shows
that LLMs achieve significantly higher accuracy on consistent samples, reflecting greater confidence
in their predictions, whether observed with a student model or within the LLM’s own outputs. The
t-SNE visualization in Figure 3 further confirms that LLM annotations align closely with ground-truth
labels for consistent samples, while diverging significantly for inconsistent samples. This contrast
highlights the importance of our identification process for evaluating LLM annotations.
Correlation Results between CAI Ratio and LLM Accuracy We performed a Pearson correlation
analysis to investigate the relationship between CAI Ratio and LLM accuracy. The correlation
analysis between the Consistent-over-Inconsistent (CAI) ratio and accuracy across different LLMs
demonstrates a strong relationship between these two metrics. GPT-3.5 shows the highest correlation
(ρ = 0.93, p = 8.22 × 10−5), indicating a very strong positive relationship between CAI and
accuracy, with high statistical significance. GPT-4o Mini shows a strong correlation (ρ = 0.86,
p = 1.61 × 10−3), suggesting that CAI is a reliable predictor of accuracy for this model. Llama-
8B-Instruct (ρ = 0.81, p = 1.44× 10−2) and Google Gemini (ρ = 0.72, p = 1.80× 10−2) exhibit
moderate-to-strong correlations with significant statistical confidence.
Model Selection with CAI Ratio Model selection based solely on the CAI Ratio correctly identifies
the best-performing LLMs in 60% of cases. Among the mismatched cases, the accuracy differences
are not significant. Although CAI Ratio alone is not a perfect indicator of LLMs accuracy, it serves as
a reliable heuristic for selecting well-performing LLMs in unsupervised settings. We have chosen the
Best CAI Model and the Best Accuracy Model from the candidate LLM set, which includes GPT-3.5
Turbo, GPT-4o Mini, Google Gemini 1.5 Flash, and Llama-8B Instruct.
4 CONCLUSION

In this work, we propose a novel and effective metric, the CAI Ratio, based on a Agentic Annotation
Evaluation Paradigm for unsupervised dataset annotation aligned with user preferences. The CAI
Ratio has demonstrated its effectiveness in both LLM annotation evaluation and model selection.
Evaluated on ten domain-specific NLP datasets, the CAI metric exhibited a strong positive corre-
lation with LLM performance, confirming its efficacy as a model selection and evaluation tool for
unsupervised dataset annotation tailored to user preferences.
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A APPENDIX

This supplementary material is organized as follows. In Sec A, we provide a detailed interpretation
of the CAI Ratio, highlighting its advantages and distinctions compared to traditional evaluation
metrics. In Sec B, we present comprehensive experimental results, including model accuracy and
CAI ratios across various datasets evaluated with different LLMs. Finally, in Sec C, we showcase
t-SNE visualization results, illustrating clustering patterns for consistent and inconsistent samples on
additional datasets.

A.1 CONSISTENT AND INCONSISTENT RATIO INTERPRETATION

The CAI ratio provides a principled means to assess the reliability of LLM-generated annotations in
the absence of labelled supervision. A significantly higher CAI ratio (CAI Ratio ≫ 1) may indicate
consistency or higher annotation accuracy, while a lower CAI ratio (CAI Ratio ≪ 1) suggests greater
lower annotation accuracy and inconsistency in the LLM’s outputs. In these cases, the ratio suggests
that the LLM’s outputs are unreliable, necessitating refinements with external human annotations or
additional prior knowledge to improve annotation accuracy.

Furthermore, the relationship between the CAI ratio and LLM annotation accuracy can be formalized
as the Law of Consistency. This principle states that if both the LLM and student model are
optimal hypotheses, denoted as T ∗ and S∗ for a given dataset Du, the number of consistent samples
should asymptotically exceed the number of inconsistent samples as the dataset size approaches
infinity. [Law of Consistency] Let T ∗ and S∗ be the optimal teacher (LLM) and student model
hypotheses for an unsupervised dataset Du. Define NC and NIC as the number of consistent and
inconsistent samples, respectively, identified by the CAI ratio. As the dataset size |Du| → ∞, the
probability that that of consistent samples surpasses the number of inconsistent samples approaches
one: lim|Du|→∞ P (NC > NIC) = 1.

A.2 COMPARISON WITH TRADITIONAL EVALUATION METRICS

Metric Ground-Truth Labels? Data Drift? Tracks Annotation Quality Over Time?

Accuracy ✓ ✗ ✗

Precision/Recall ✓ ✗ ✗

F1-score ✓ ✗ ✗

CAI Ratio ✗ ✓ ✓

Table 2: Comparison of Traditional Metrics and CAI Ratio

A.3 PEARSON CORRELATION TEST FOR CONSISTENT AND INCONSISTENT RATIO

We have performed a Pearson correlation, the correlation coefficient r is calculated as:

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2

where xi symbolises the CAI Ratio. yi denotes the LLM annotation accuracies. x̄ and ȳ are the
average mean of xi and yi, accordingly. n is the number of samples we have used for evaluation. To
assess the statistical significance, we use a hypothesis test for the correlation coefficient, calculating a
t-statistic (Schober et al., 2018):

t = r

√
n− 2

1− r2

The P-value is then calculated from the t-distribution with n− 2 degrees of freedom.

A.4 IMPORTANCE OF STUDENT MODEL IN AGENTIC ANNOTATION EVALUATION
PARADIGM

The inclusion of the student model is essential as it provides a safeguard against underperformance
by the LLM. Additionally, the student model serves as a reference point for ”course tracking,”
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meaning that it allows us to monitor and guide the annotation process by comparing the student
model’s output with the teacher model’s output. This is particularly evident in our experiments where
the Meta-8B Instruct model, serving as a low-competency ”noisy teacher,” exhibited suboptimal
performance on most of the eight datasets, as reflected in its low CAI scores. The student model
addresses this challenge by collaborating with the teacher model to iteratively refine annotations,
ensuring robustness even when the teacher model lacks competency in specific tasks. We justify
the necessity of the student model through experimental analysis.Another key motivation for our
approach, including the use of a student model, is to enhance efficiency. This efficiency is evident in
two significant aspects:

• Computational Efficiency: Our method requires access to the teacher model only twice per
dataset, with minimal or no reliance on demonstrations for prompting. This substantially
reduces computational overhead.

• Cost-Effectiveness: For closed-source models with API service fees, our approach offers
a cost-efficient solution. By utilizing the student model alongside our proposed clustering
operation and a limited number of teacher model predictions, our method achieves superior
performance compared to both models individually. Importantly, it does so at a lower cost,
particularly when compared to methods that rely on iterative self-correction.

B EXPERIMENTAL RESULTS

Implementation Details The top-k selection and proportions of consistent and user-preference
samples are as follows. For CLINC and Massive Scenario, ‘top-k‘ is set to 5, with ‘proportion‘ at 0.2.
For MTOP Intent, ‘proportion‘ is set to 1, and ‘top-k‘ is updated to 15 after printing the current value.
In StackExchange, ‘top-k‘ is set to 5 and ‘proportion‘ to 1, while in Banking77, ‘top-k‘ is set to 3 and
‘proportion‘ is 0.2. In massive intent, ‘top-k‘ is 20 and ‘proportion‘ is 0.5), proportion=0.2, and few
real nat has top-k=30, and proportion is 1. In ’reddit’, ‘top-k‘ is set to 7, and the proportion is 0.2. All
tests are done with two random seeds with temperature parameters (0.5 and 1) for user preference
samples, student model-assigned annotation, and LLMs with and without student annotations.

Dataset GPT-3.5 ChatGPT-4o Mini Google Gemini Llama-8B
Accuracy (%) ± Std CAI Ratio Accuracy (%) ± Std CAI Ratio Accuracy (%) ± Std CAI Ratio Accuracy (%) ± Std CAI Ratio

Banking77 73.93 ± 0.81 1.46 65.78 ± 0.24 1.35 73.73 ± 0.03 5.34 33.06 ± 1.92 0.68
Clinc 79.01 ± 1.08 1.55 81.46 ± 0.36 1.99 87.50 ± 0.26 10.90 32.49 ± 6.73 0.56
Massive Scenario 75.55 ± 1.76 1.39 66.83 ± 1.31 1.23 67.95 ± 0.23 3.41 43.52 ± 1.85 0.67
MTOP Intent 52.49 ± 2.52 0.68 74.54 ± 0.32 0.72 75.61 ± 0.23 2.94 34.17 ± 6.70 0.35
Stack Exchange 32.27 ± 0.65 0.40 51.90 ± 0.18 0.30 57.48 ± 0.17 2.11 11.02 ± 2.78 0.23
Reddit 51.12 ± 1.27 0.50 57.39 ± 0.40 0.41 56.73 ± 0.50 3.10 36.31 ± 0.97 0.333
Go Emotion 31.84 ± 0.87 0.12 33.82 ± 0.25 0.12 29.72 ± 0.28 0.81 22.53 ± 0.21 0.102
Few Rel Nat 32.87 ± 1.72 0.28 35.87 ± 0.22 0.26 52.96 ± 0.21 1.70 14.25 ± 0.36 0.128
Few Nerd Nat 47.70 ± 1.36 0.42 62.20 ± 0.19 0.30 75.35 ± 0.13 2.37 17.60 ± 2.02 0.055
Massive Intent 71.52 ± 0.95 1.62 76.93 ± 0.16 1.47 76.90 ± 0.13 5.41 45.41 ± 0.06 0.730

Table 3: Model Selection Results Using CAI as a Metric

Dataset GPT-3.5 CAI ChatGPT-4o Mini CAI Google Gemini CAI Llama 8B CAI GPT-3.5 Accuracy ChatGPT-4o Mini Accuracy Google Gemini Accuracy Llama 8B Accuracy Best CAI Model Best Accuracy Model
CLINC 1.55 1.9974 10.900 0.560 79.01 81.46 87.24 32.49 Google Gemini Google Gemini
MTOP Intent 0.68 0.7236 2.940 0.670 52.49 74.54 75.85 43.52 Google Gemini Google Gemini
StackExchange 0.40 0.3014 2.110 0.350 32.27 51.90 57.31 34.17 Google Gemini Google Gemini
Banking77 1.46 1.3494 3.545 0.680 73.93 65.78 73.76 33.06 Google Gemini GPT-3.5
Massive Scenario 1.39 1.2269 4.375 0.230 75.55 66.83 67.72 11.02 Google Gemini GPT-3.5
Reddit 0.50 0.4151 3.100 0.333 51.12 57.39 56.23 36.31 Google Gemini ChatGPT-4o Mini
Go Emotion 0.12 0.1238 0.810 0.102 31.84 33.82 29.44 22.53 Google Gemini ChatGPT-4o Mini
FewRel Nat 0.28 0.2613 1.700 0.128 32.87 35.87 52.74 14.25 Google Gemini Google Gemini
FewNERD Nat 0.42 0.3064 2.370 0.055 47.70 62.20 75.48 17.60 Google Gemini Google Gemini
Massive Intent 1.62 1.4701 5.410 0.730 71.52 76.93 77.03 45.41 Google Gemini Google Gemini

Table 4: Accuracy with Consistent Samples and Inconsistent Samples Across Four LLMs

Dataset ChatGPT-3.5 Llama-8B ChatGPT-4o Mini Google Gemini
Consistent (%) Inconsistent (%) Consistent (%) Inconsistent (%) Consistent (%) Inconsistent (%) Consistent (%) Inconsistent (%)

Reddit 44.37 20.53 74.68 16.21 87.70 15.15 86.37 13.66
Go Emotion 55.10 12.87 53.61 11.57 66.93 14.38 69.88 14.48
FewRel Nat 70.16 26.86 55.32 29.97 78.11 27.11 82.47 21.67
FewNERD Nat 60.82 13.94 63.21 24.17 80.48 26.83 80.27 17.82
Massive Intent 85.86 25.92 81.59 37.34 92.26 27.30 87.79 29.81
CLINC 93.37 52.27 90.02 61.04 97.09 43.33 90.98 53.53
MTOP Intent 89.75 35.21 75.88 36.78 93.42 30.38 89.63 32.19
StackExchange 55.99 18.76 66.71 24.01 85.32 34.05 80.77 25.07
Banking77 84.30 50.64 82.48 58.77 93.01 49.43 90.31 40.77
Massive Scenario 87.04 43.86 86.09 54.55 93.83 56.65 90.98 53.54
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C T-SNE VISUALIZATION FOR CLUSTERING ON MORE DATASETS FOR
CHATGPT-4O MINI

Figure 5: Visualization of t-SNE Clustering for LLM vs True Annotations on Few Nerd Nat
Dataset. LLM outputs exhibit high similarity with ground-truth labels on consistent samples, while
showing significant divergence on inconsistent samples.

Figure 6: Visualization of t-SNE Clustering for LLM vs True Annotations on Few Rel Nat Dataset. LLM
outputs exhibit high similarity with ground-truth labels on consistent samples, while showing significant
divergence on inconsistent samples.
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Figure 7: Visualization of t-SNE Clustering for LLM vs True Annotations on Massive Intent
Dataset. LLM outputs exhibit high similarity with ground-truth labels on consistent samples, while
showing significant divergence on inconsistent samples.

Figure 8: Visualization of t-SNE Clustering for LLM vs True Annotations on reddit Dataset. LLM outputs
exhibit high similarity with ground-truth labels on consistent samples, while showing significant divergence
on inconsistent samples.
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