
No Stupid Questions: An Analysis of Question Query Generation for
Citation Recommendation

Anonymous ACL submission

Abstract001

Existing techniques for citation recommenda-002
tion are constrained by their adherence to arti-003
cle contents and metadata. We leverage GPT-004
4o-mini’s latent expertise as an inquisitive as-005
sistant by instructing it to ask questions which,006
when answered, could expose new insights007
about an excerpt from a scientific article. We008
evaluate the utility of these questions as re-009
trieval queries, measuring their effectiveness010
in retrieving and ranking masked target doc-011
uments. In some cases, generated questions012
ended up being better queries than extractive013
keyword queries generated by the same model.014
We additionally propose MMR-RBO, a varia-015
tion of Maximal Marginal Relevance (MMR)016
using Rank-Biased Overlap (RBO) to identify017
which questions will perform competitively018
with the keyword baseline. As all question019
queries yield unique result sets, we contend020
that there are no stupid questions.021

1 Introduction022

With the publication volume of scientific articles023

increasing rapidly, tools for enhancing researcher024

productivity have become invaluable. Scientists025

not only design and run experiments, but are also026

responsible for identifying and synthesizing related027

work to position their own contributions within028

community knowledge. The proliferation of Large029

Language Models (LLMs) has enabled scientists030

to expedite this workflow, enhancing productivity031

in literature surveyal, experimental design, data032

analysis, and writing research papers (Wade, 2022;033

Huang and Tan, 2023; Lu et al., 2024). Although034

the delegation of these tasks is the most common035

role for LLMs in science, they can also catalyze036

scientific workflows in other ways.037

Citation recommendation is the task of rec-038

ommending scientific papers for a citing motiva-039

tion (Ma et al., 2020). As a retrieval problem, cita-040

tion recommendation is complex and exploratory in041
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Figure 1: Context, Keyword (extractive), and the best-
performing question from each group were evaluated as
retrieval queries. Hit ratio reflects how often the target
article appeared in the top 50, though predicting which
question will succeed at inference time remains difficult.

nature with no bound on the number of relevant doc- 042

uments. Concretely, highly recommended citations 043

should reflect both the citing motivation and the 044

narrative that the researcher is trying to construct. 045

In literature search, citation motivation should be 046

formulated as a query. Queries are formed by ei- 047

ther keyword extraction, bibliographic metadata, 048

or a combination of each of them (Bascur et al., 049

2023; Martínez-Cruz et al., 2025; Agarwal et al., 050

2025). Forming queries in this way constrains the 051

narrative of the researcher to what has already been 052

written. 053

We position LLMs as inquisitive assistants to as- 054

sist in writing scientific articles without imposing 055

rigid constraints on an underlying narrative. LLMs 056

have exhibited the ability to retain factual knowl- 057

edge from training data. By harnessing this latent 058

knowledge, we generate questions about research 059

articles. Questions, unlike claims, have no truth 060

value while also semantically conveying inquisitive 061

intent. We conduct an analysis of the produced 062

questions as search queries and explore techniques 063

for identifying features of “good questions”. 064
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Query Type Position Query

Keyword 14 "annotators identity", "data curation", "diversity perspectives", "conversational safety",
"sociodemographic groups"

Question 1 What methodologies have been employed in previous research to assess the influence
of annotators’ backgrounds on their interpretations?

Question 20 What evidence exists to support the claim that diverse perspectives improve the
robustness of datasets?

Target Article When Do Annotator Demographics Matter? Measuring the Influence of Annotator
Demographics with the POPQUORN Dataset

Table 1: Extractive keyword queries are limited by source material from which they were generated. Asking
questions enables the model to use its expertise to seek articles that it may not otherwise have found.

Our primary contribution is an analysis of ques-065

tions generated by GPT-4o-mini1 from masked ex-066

cerpts of scientific articles. These questions are067

analyzed on their utility as search queries, with068

some outperforming an extractive keyword base-069

line (Table 1). Although such questions may also070

function as valuable prompts for exploration and re-071

flection to the researcher, in this work we focus on072

evaluating them by their utility as search queries.073

We found that GPT-4o-mini was capable of pro-074

ducing questions which outperform the extractive075

baseline, both during retrieval and reranking (Fig-076

ure 1). At inference time, when the target article is077

unknown, it is often difficult to tell which questions078

from a batch are the most useful as queries.079

We propose the MMR-RBO scoring function for080

selecting questions which are both similar in utility081

to a verifiably good query while simultaneously dis-082

tinct enough from other questions in the same batch.083

MMR-RBO is an extension of Maximal Marginal084

Relevance (Carbonell and Goldstein, 1998), using085

Rank-Biased Overlap (Webber et al., 2010) as a086

similarity function. This method enables us to eval-087

uate keyword queries and semantic queries on the088

basis of their retrieved results.089

Our results show that all questions contribute090

uniquely—supporting the idea that there are no091

stupid questions.092

2 Experimental Design093

We downloaded all 1268 articles from the main094

track of EMNLP 2024 using the ACL Anthology095

to extract the related work sections from.096

2.1 Creating a Dataset of NLP Articles097

We use GROBID (Lopez, 2009), a tool for parsing098

scholarly articles, to extract both full text and cita-099

tion spans from each article. Citation spans within100

the related work section of each article are replaced101

1Specifically, we use GPT-4o-mini-2024-07-18

with a special mask token. We then split the related 102

work section into paragraphs, forming our initial 103

set of datapoints. We further disambiguate citation 104

targets by matching ACL paper titles, allowing us 105

to distinguish between citations to papers within 106

the ACL Anthology and those external to it. 107

We select a candidate citation from each para- 108

graph on the basis that it cites exactly one article 109

and that article can be found within the ACL An- 110

thology, our choice of retrieval corpus. We focused 111

on citations with exactly one cited article to avoid 112

confounding signals being encoded into generated 113

questions. A total of 566 paragraphs met our filter- 114

ing criterion. 115

We prompt GPT-4o-mini with the context 116

around the candidate citation, asking for ques- 117

tions which could help identify articles to cite 118

and strengthen the passage. We separately ask 119

GPT-4o-mini to produce a query containing 5 key- 120

words found within the context to serve as our base- 121

line. 122

2.2 Building a Retrieval Pipeline 123

We use 94885 articles from ACL Anthology as 124

our retrieval corpus. We encode titles and abstracts 125

from the selected articles using SPECTER-2 (Singh 126

et al., 2022) and store them within a FAISS in- 127

dex (Johnson et al., 2019). We encode each query 128

with the SPECTER-2 ad-hoc query adapter and 129

recorded the top 50 results when queried against 130

the index. For each paragraph, we use the context, 131

extracted keywords, and 20 questions as retrieval 132

queries. 133

As result sets from the context queries most fre- 134

quently contained the target document, we use con- 135

text query results as the baseline for our reranking 136

experiment. A total of 144 (∼ 25%) of the retrieval 137

result sets contained the target document. We 138

used a MS MARCO pre-trained MiniLM-v2 cross- 139

encoder from Sentence Transformers (Reimers and 140

Gurevych, 2019) to jointly encode title and abstract 141
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Rank-Biased Overlap (RBO)
Hit Ratio
Mean Reciprocal Rank (MRR)

Figure 2: We compare context, keywords, and questions on their utility as retrieval queries. Questions are sorted by
the Rank-Biased Overlap (RBO) between their retrieved documents and the documents retrieved by the context
query. Higher RBO indicates a result set that is more similar to the result set of the context query.

of retrieved documents against context, keyword,142

and question queries, producing a score by which143

they were reranked.144

2.3 Measuring Question Utility145

Our evaluation is contingent on two metrics: Mean146

Reciprocal Rank (MRR) (Eq. 1) and Rank-Biased147

Overlap (RBO) (Webber et al., 2010). We consider148

MRR to be a measure of true query utility which in-149

dicates, when maximized, that the target document150

is ranked in the highest position. Because we don’t151

know the target document at inference time, we152

examined several variables in search of a positive153

monotonic relationship with MRR.154

MRR =
1

|Q|

|Q|∑
i=1

1

ri
(1)155

RBO (Eq. 2) evaluates two result sets of size156

k, and returns a score based on their common ele-157

ments and ordering. If we have a query Q which158

is verifiably good, such as the extractive keyword159

baseline, we can compare it with a generated ques-160

tion Di using RBO (Eq. 3). Due to the rank-161

weighted nature of RBO, two queries Di and Dj162

could have low RBO between each other (Eq. 4),163

while each having moderate RBO with Q.164

RBO(S, T, p, k) =
Xk

k
· pk + 1− p

p

k∑
d=1

Xd

d
· pd

(2)165

simQ = RBO(Di, Q) (3) 166

simD = max
Dj∈S

RBO(Di, Dj) (4) 167

Maximal Marginal Relevance (MMR) (Car- 168

bonell and Goldstein, 1998), is a λ-weighted combi- 169

nation of similarity functions used to find relevant, 170

yet distinct documents in a collection. MMR-RBO 171

(Eq. 5) is our variation of MMR, using RBO as 172

a similarity function to find unique and high util- 173

ity question queries. We evaluate the relationship 174

between MRR and MMR-RBO. 175

MMR-RBO(Di) = λ · simQ − (1− λ) · simD

(5)
176

3 Discussion 177

Finding the best question in a batch is a non-trivial 178

process because the relationship between query and 179

target is often unclear. Around 32% of question 180

batches contain at least one question with the target 181

document in its retrieved results (Figure 1), while 182

Figure 2 suggests that the question with the highest 183

RBO with the context retrieves the target docu- 184

ment around only 15% of the time. It’s a similar 185

case with reranking where the extractive baseline 186

outperforms questions, on average, while the best 187

question in each batch is a far better query with 188

respect to the rank of the target document (Fig- 189

ure 3). This showcases the potential of questions 190

as queries, but the difficulty remains in identifying 191

the best one. 192
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Figure 3: Difference in MRR by reranker query over the
result set from the retriever. Colored bars are average
across all paragraphs. Wicks represent minimum and
maximum questions for each paragraph.

3.1 The Needle in the Haystack193

In reranking, MMR-RBO can provide limited as-194

sistance in identifying the best query in a batch,195

but the parameter λ proves extremely sensitive to196

the number of questions being generated. We ob-197

serve a positive monotonic relationship between198

MRR and MMR-RBO (Figure 4) by evaluating the199

average Fisher-transformed Spearman correlation200

across question batches (Table 2). As the number201

of questions per batch increases, the relationship202

between these values becomes significant across203

more batches as well. This suggests that, while204

there is an observed positive correlation between205

variables, MMR-RBO is highly susceptible to vari-206

ance in small datasets. Generating more questions207

makes it easier to identify which questions outper-208

form the extractive baseline.209
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Figure 4: The observed correlation between MMR-RBO
and article rank in question queries. Blue indicates an
increase in rank, while red indicates a decrease in rank.

3.2 Next Steps210

If questions are advantageous to keyword queries211

in that they are formed as natural language and212

carry semantic interpretability, they would be a213

more natural way for researchers to interface with214

Questions λ Batch Ratio Spearman ρ

5 0.0 0.0921 -0.1182
5 0.5 0.0992 0.3273
5 1.0 0.0851 0.0928
10 0.0 0.1748 -0.1193
10 0.5 0.1888 0.0255
10 1.0 0.2027 0.1382
20 0.0 0.2500 -0.1059
20 0.5 0.2847 0.0515
20 1.0 0.3680 0.1552
20 0.0 ∗ -0.2428
20 0.5 ∗ 0.1337
20 1.0 ∗ 0.2939

Table 2: We evaluate the relationship between MRR and
MMR-RBO on reranker queries by computing the mean
Fisher-transformed Spearman correlation. Question
batches were evaluated independently with a varying
λ hyperparameter for the MMR-RBO function. Batch
ratio is the ratio of question batches with p-value < 0.05.
Global Spearman correlation is denoted with ∗.

retrieval systems. They should be further subjected 215

to semantic evaluation, both by humans and using 216

automated metrics, to validate their utility. We dis- 217

cuss one way in which a language model can be 218

used to evaluate question quality in Appendix A 219

but a more thorough assessment could be formed 220

as a document question answering task. Linking 221

questions to claims made within a target document 222

could be a future direction for scientific article re- 223

trieval. Ajith et al. (2024) attempt exactly this by 224

creating question dataset from ACL papers using 225

GPT-4 and article authors. Curation of quality ques- 226

tion data is an essential next step in bolstering the 227

robustness of scientific retrieval models to question 228

queries and it would enable researchers to more 229

easily use their own questions to identify articles 230

they’re seeking. 231

4 Conclusion 232

We generate questions using GPT-4o-mini from ar- 233

ticle excerpts and evaluated their utility as search 234

queries using the MMR-RBO metric. We identify 235

questions which, in some cases, outperformed an 236

extractive keyword baseline in both retrieval and 237

reranking while also observing a trend between 238

MMR-RBO and the final rank of target documents. 239

We also discuss several directions in which ques- 240

tion query research for scientific document retrieval 241

can be explored further. 242
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Limitations243

Automatic Generation of the Dataset244

A notable limitation of our dataset lies in its re-245

liance on GROBID for content and metadata ex-246

traction. Although GROBID is a popular tool for247

parsing structured bibliographic data from scien-248

tific PDFs, it is not infallible. The extraction pro-249

cess may introduce inaccuracies such as citation250

segmentation, misidentified section headers, and251

malformed reference entries. These errors can prop-252

agate through the dataset and negatively affect the253

performance and reliability of downstream tasks.254

We explored Nougat (Blecher et al., 2023) for con-255

tent extraction coupled to regular expression for ci-256

tation identification. However, GROBID ultimately257

proved more suitable for our pipeline due to its258

ease of integration, reproducibility, and efficient259

processing times, even though it may not always260

produce fully accurate content.261

MMR-RBO Variance Issues on Small Datasets262

The largest version of our dataset only contained263

20 questions per batch. As mentioned in Section264

3.1, the number of statistically significant batches265

in support of correlation between MMR-RBO and266

target document rank increases as the number of267

questions in a batch increases. This indicates that268

MMR-RBO is vulnerable to noise in high variance,269

small datasets. MMR-RBO as a scoring function270

for identifying good question queries will operate271

in a more stable manner against larger pools of272

questions.273

Ethical Considerations274

Usage of LLMs in Writing Scholarly Articles275

Leveraging LLMs to assist with writing scholarly276

articles should be approached with caution to pre-277

vent the inclusion of offensive content or the spread278

of misinformation. While LLMs have the potential279

to enhance learning by offering diverse perspec-280

tives and personalized experiences, the reliability281

of their outputs depends on the quality of the data282

they are trained on. If LLM-generated questions283

were applied in real-world scenarios, it would be284

crucial to address these concerns by reinforcing285

safety measures and actively ensuring that no misin-286

formation is spread—thereby maintaining an accu-287

rate, ethical, and beneficial learning environment.288

Reproducibility of Experiments 289

We provide detailed descriptions of our method- 290

ology and will make our code and data publicly 291

available under MIT license after publication. 292
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A Additional Evaluation358

A.1 Scoring Question Relevance using LLMs359

To estimate the topical relevance of a question with360

respect to a given set of keywords, we implemented361

a prompt-based method that leverages Llama 3.1362

8B2 as a probabilistic evaluator. The task is framed363

as a language modeling problem, where the model364

is prompted to assign a relevance score on a fixed365

scale from 1 (least relevant) to 5 (most relevant).366

The prompt is formulated in natural language as367

follows:368

On a scale from 1 (worst) to 5 (best),369

score how relevant the question is to the370

topic characterized by the list of key-371

words.372

Question: {question}373

Keywords: {keywords}374

Answer:375

The prompt is first tokenized using the language376

model’s tokenizer to generate input token IDs for377

inference. These tokens are then passed through378

the model in inference mode, and the logits corre-379

sponding to the next-token prediction are extracted.380

To narrow the output space, we limit evaluation381

to tokens corresponding to the numerical scores382

“1” through “5”. Only those scores encoded as a383

single token are retained to ensure clear and un-384

ambiguous mapping. A softmax function is then385

applied to the filtered logits to obtain a probability386

distribution over the five candidate scores. This387

process yields a dictionary that maps each score to388

its corresponding model-assigned probability:389

2https://huggingface.co/meta-llama/Llama-3.
1-8B

{"1": p1, "2": p2, ..., "5": p5} 390

Rather than relying solely on the top-ranked pre- 391

diction, we compute a weighted score based on the 392

full distribution. This allows us to account for the 393

model’s uncertainty and provide a smoother evalua- 394

tion signal. The score is calculated as the expected 395

value of the predicted rating: 396

Score =
5∑

i=1

pi · i 397

We conduct this evaluation on 20 questions gen- 398

erated by GPT-4o-mini. As shown in Figure 5, the 399

quality of generated questions correlates with both 400

their position in the sequence and the total number 401

of questions. Notably, later questions tend to re- 402

ceive higher scores. This pattern suggests that as 403

generation progresses, the model may benefit from 404

contextual cues or internal calibration, resulting 405

in questions that are increasingly aligned with the 406

article’s keywords. Whether these questions would 407

be genuinely useful to a human remains an open 408

question and requires further evaluation. 409
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Figure 5: Although questions are scored by Llama indi-
vidually, we observed an increasing trend when observ-
ing question scores in the order in which the questions
were generated.
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