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Figure 1: Visualization of the Web-CogKnowledge Framework along with the experimental results.
ABSTRACT

Multimodal large-scale models have significantly advanced the development of
web agents, enabling them to perceive and interact with the digital environment
in a manner analogous to human cognition. In this paper, we argue that web
agents must first acquire sufficient knowledge to effectively engage in cognitive
reasonindﬂ Therefore, we decompose a web agent’s capabilities into two essential
phases: knowledge content learning and cognitive processes. To formalize this,
we propose the Web-CogKnowledge Framework, which categorizes knowledge
into Factual, Conceptual, and Procedural domains. In this framework, knowl-
edge content learning corresponds to the agent’s processes of Memorizing and

'Drawing inspiration from Bloom’s educational philosophy, a cornerstone of modern pedagogy.
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Understanding, which rely on the first two types of knowledge respectively, rep-
resenting the ”what” of learning. Conversely, cognitive processes correspond to
Exploring, grounded in Procedural knowledge, defining the ”how” of reasoning
and action. To facilitate knowledge acquisition, we construct Web-CogDataset,
a structured resource curated from 14 real-world websites, designed to systemat-
ically instill the core knowledge necessary for a web agent. This dataset serves
as the agent’s conceptual grounding—the “nouns” upon which comprehension is
built—as well as the basis for learning how to reason and act. Building on this
foundation, we operationalize these processes through a novel knowledge-driven
Chain-of-Thought (CoT) reasoning framework, developing and training our pro-
posed agent, Web-CogReasoner. Extensive experimentation reveals its signifi-
cant superiority over existing models, particularly in its capacity for generaliza-
tion to unseen tasks where its structured knowledge proves decisive. To facilitate
rigorous and systematic evaluation, we introduce Web-CogBench, a comprehen-
sive evaluation suite designed to assess and compare agent performance across the
delineated knowledge domains and cognitive capabilities.

1 INTRODUCTION

The advent of large-scale models marks a milestone in artificial intelligence, with Large Multimodal
Models (LMMs) greatly expanding application horizons. Al agents have become the primary vehicle
for deploying these models, enabling capabilities in code generation (Hui et al., 2024} Jiang et al.,
2024])), image and video synthesis (Huang et al.l 2025; [Bie et al., 2024} |Assran et al., 2025} [Liu
et al.| 2024c)), and academic research (Li et al.| 2025} [Zhang et al.,|2025). Recent progress has also
highlighted the growing importance of web agents.

Web agents have evolved from early rule-based systems to modern approaches leveraging Large
Language Models (LLMs) and Language Vision Models (LVMs) (Wang et al.| [2024; [Ning et al.,
2025} [Zhang et al.| 2024; Sapkota et al.l 2025). LLM-powered agents typically convert HTML
or Accessibility Tree inputs into natural language prompts for reasoning and action. With LVMs,
agents gain perceptual abilities akin to human vision, allowing them to process multimodal content
on web pages. Broadly, web agents can be categorized as: (1) text-only (Zhou et al., 2023} |L1 et al.}
2023)), which miss visual cues; (2) vision-only (Qin et al.|[2025)), which lack structured data; and (3)
hybrid (Koh et al., [2024; He et al.,|2024b)), which integrate both modalities.

LLMs and LVMs pre-trained on general-domain knowledge provide strong foundations but remain
limited in specialized tasks, creating performance bottlenecks. Prior knowledge-enhancement meth-
ods often lack systematic or theoretical grounding. To address this, we draw inspiration from
Bloom’s Taxonomy (Ormell, 1974;|Conklinl |2005), which divides learning into two phases: Knowl-
edge Content Learning and Cognitive Processes.

In our paradigm, the first phase builds a multi-layered foundation: Factual Knowledge, covering
basic concepts, and Conceptual Knowledge, capturing their interrelations. This equips the agent
with core web knowledge and its application to familiar tasks. The second phase develops Proce-
dural Knowledge, providing logical frameworks to synthesize prior knowledge for reasoning and
exploration. This enables the agent to “learn how to learn,” creatively leveraging self-knowledge to
solve novel challenges. This mirrors the human learning trajectory: we first accumulate knowledge
through education (Phase 1), and then based on that foundation of knowledge and experience, we
learn to apply, innovate, and create (Phase 2).

To support this, we construct Web-CogDataset from 14 prominent websites with 12 fine-grained
tasks, and design knowledge-guided reasoning templates combined with imitation learning to instill
the required cognitive faculties. Rigorous evaluations on public and in-domain benchmarks show
that our method consistently surpasses state-of-the-art baselines, with the performance advantage es-
pecially pronounced in knowledge-intensive tasks. These results confirm that structured knowledge
acquisition is crucial for enabling agents to excel in complex, domain-specific scenarios.

In summary, our contributions are threefold:

1. Drawing inspiration from Bloom’s taxonomy and established human educational
paradigms, we propose the Web-CogKnowledge Framework, a systematic, two-phase train-
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ing methodology designed to enhance the cognitive capabilities of web agents. As shown
in Figure (1} built upon this framework, we develop Web-CogReasoner. Rigorous bench-
marking demonstrates that agents trained under our framework achieve a significant per-
formance improvement over current state-of-the-art models.

2. We construct Web-CogDataset, a structured curriculum consisting of 12 fine-grained and
progressively challenging tasks. These tasks are meticulously designed to incrementally
build the agent’s web knowledge, cognition capability, and higher-order reasoning.

3. To enable comprehensive and robust evaluation, we introduce Web-CogBench, a novel
benchmark specifically designed to assess whether a web agent possesses the requisite
prior knowledge and cognitive capabilities for effective web navigation. This benchmark
will be released publicly to foster further research in this area.

2 RELATED WORK

2.1 WEB AGENT

Early work on web understanding focused on structured HTML, addressing tasks like semantic clas-
sification, description generation, and navigation (Gur et al.,|2022)), with AutoWebGLM (Lai et al.,
2024) further applying curriculum learning for structure recognition, component understanding, and
progressively complex task execution. More recent studies leverage visual signals: SeeClick (Cheng
et al.| 2024)) linked elements to textual descriptions to enhance localization, CogAgent (Hong et al.,
2024) combined high-resolution cross-module modeling with a large GUI dataset for VQA and
navigation, OmniParser (Wan et al.| 2024) unified text spotting, extraction, and table recognition,
UI-TARS (Qin et al., |2025) directly maps screenshots to actions, and UGround (Gou et al.| [2024)
trained on 10M GUI elements for robust desktop and mobile performance. Multimodal approaches
integrate text and vision: WebVoyager (He et al.,2024a) combines screenshots with bounding boxes
and accessibility trees, SeeAct (Zheng et al., [2024)) grounds text plans via GPT-4V, and TAG (Xu
et al.| 2025)) exploits pretrained attention for grounding without fine-tuning.

2.2  WEB AGENT EVALUATION

Benchmarks are categorized into browsing and understanding. For browsing, offline datasets like
Mind2Web (Deng et al.l [2023), Multimodal-Mind2Web, AutoWebBench (Lai et al., 2024), and
WebVLN-v1 (Chen et al., [2024) test multi-step task execution, while online environments such as
Mini-WoB++ (Liu et al., 2018), Webshop (Yao et all [2022), and WebArena (Zhou et al., [2023)
allow real-time evaluation. Mini-WoB++ emphasizes low-level Ul operations, whereas Webshop
and WebArena simulate complex tasks. VisualWebArena (Koh et al.| [2024])) further adds multimodal
inputs for dynamic interactions.

For web understanding, WEBQA (Chang et al., |2022)) evaluates open-domain multi-hop reasoning.
ScreenQA (Hsiao et al., [2022) and ScreenAl (Baechler et al.l 2024) focus on screen comprehen-
sion, with ScreenQA targeting Ul recognition and contextual QA, while ScreenAl extends this into
three subtasks: Screen Annotation, ScreenQA Short, and Complex ScreenQA. Together, they assess
layout understanding, semantic interpretation, and reasoning in visually dense interfaces.

3 WEB-COGKNOWLEDGE FRAMEWORK

3.1 BLOOM’S TAXONOMY

The Bloom’s Taxonomyﬂ (Anderson & Krathwohl, 2001) presents a two-dimensional framework:
knowledge content learning and cognitive processes, embodying a “’shallow-to-deep” instructional
methodology. It structures learning from foundational facts and concepts to complex procedures,
ensuring a solid knowledge base before higher-level reasoning.

This progression can be formalized through four hierarchical types of knowledge: Factual, Concep-
tual, and Procedural Knowledge. Further details are in Appendix

“https://fetl.ucf.edu/teaching-resources/course-design/blooms-taxonomy/
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Web-CogDataset

Factual Web Knowledge : Improving agent's ability o accurately identify facts about web elements and webpages

Procedural Web Knowledge : Developing agent's ability to accomplish complex and real-world web tasks.

Conceptual Web Knowledge : Enhancing agent's ability to analyze the deep semantics and contextual relationships within web content.
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Figure 2: Illustration of Web-CogDataset.
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Motivated by Bloom’s taxonomy, we propose a hierarchical web knowledge framework that struc-
tures web knowledge according to its taxonomy, collects corresponding knowledge at each level,
and trains the model correspondingly. We refer to this knowledge as Web-CogKnowledge. This
Web-CogKnowledg decomposes knowledge into three levels:

1. Factual knowledge: concrete information extracted from web contents, such as identifying
the attributes of individual web elements and predicting the immediate, direct consequences
of a single interaction.

2. Conceptual knowledge: semantic relationships and abstract patterns underlying webpage
content and structures, such as inferring the function of interface components, compre-
hending the overall purpose and structure of a webpage, and interpreting its multimodal

content.

3. Procedural knowledge: actionable know-how for accomplishing specific tasks through
interaction, including planning, decision-making, and sequential execution. Such as exe-
cuting goal-oriented action sequences, inferring user intent from observed behaviors, and
handling unexpected interruptions to complete complex tasks.

This taxonomy aligns each knowledge type with a corresponding cognitive competency required for
web-based reasoning and interaction.
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To fully leverage the potential of Web-CogKnowledge, leading to the ultimate realization of the
Web-CogKnowledge Framework, we first collect multimodal metadata from 14 real-world web-
sites (see Figure[3)) and then design Web-CogDataset with diverse sets of web tasks for web-agent
training in Section[3.3] and finally construct Web-CogBench in Section[3.4] built from meticulously
chosen subsets. Specifically, we curate Web-CogReasoner learning and training process in Section
[] due to its importance and complexity. More details about data collection and cleaning process can
be found in Appendix [A.T.5]

3.3 WEB-COGDATASET

By selectively crawling metadata from 14 representative websites and aligning it with the hierar-
chical design of Web-CogKnowledge, we construct Web-CogDataset, a large-scale, hierarchically
structured dataset tailored for knowledge-centric web reasoning. The dataset spans three layers of
knowledge: Factual, Conceptual, and Procedural. Each mapped to carefully designed task families
that progressively cultivate perception, comprehension, and action-oriented reasoning.

As illustrated in Figure [2] these tasks together form a coherent pipeline that transitions agents from
identifying elemental attributes, to grasping semantic patterns and page structures, and finally to
executing complex, goal-directed interactions under realistic constraints. This organization mirrors
human learning trajectories, ensuring that higher-order reasoning is built on solid perceptual and
conceptual foundations.

Detailed task definitions, implementation protocols, and examples are provided in Appendix [A.2]
Dataset statistics are reported in Table

3.4 WEB-COGBENCH

To evaluate the cognitive capabilities enabled by our knowledge-centric framework, we introduce
Web-CogBench. While our training dataset is organized by knowledge type (Factual, Concep-
tual, Procedural), Web-CogBench measures agent performance across three corresponding abili-
ties: Memorizing, Understanding, and Exploring. Curated from a representative subset of Web-
CogDataset, it assesses how effectively an agent applies learned knowledge in complex web con-
texts. Detailed statistics are in Table |1} and the evaluation dimensions align with our hierarchical
knowledge framework. A complete definition of all tasks is provided in the appendix[A.2.2]

Table 1: Statistics of Web-CogBench.

Task Congition Metric #Num
Element Attribute Recognition ROUGE-L 249
Next Page Prediction Memorizing Accuracy 93
Source Element Prediction Accuracy 32
Element Understanding Understandin LVM Judge 200
WebPage Understanding £ LvMJ udge 77
User’s Intention Prediction Explorin LVM Judge 105
Popup Close P & Accuracy 58
Single Step Exploration Accuracy 62
Total - - 876

Memorizing Assessing the agent’s ability to recall and recognize concrete information, directly
corresponding to the acquisition of Factual Knowledge. It evaluates whether the agent can accurately
identify the attributes of web elements and the state of a webpage.

Understanding Measuring the agent’s capacity for semantic interpretation, aligning with the mas-
tery of Conceptual Knowledge. It tests whether the agent can move beyond mere identification to
comprehend the function of elements and the contextual relationships within a page.
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Exploring Evaluating the agent’s ability to plan and execute goal-oriented actions, reflecting the
application of Procedural Knowledge. It assesses whether the agent can strategically navigate the
web, handle interruptions, and complete multi-step tasks to fulfill user goals.

4 WEB-COGREASONER

4.1 PROBLEM SETUP

We model the interaction between Web-CogReasoner and the environment as a partially observable
Markov decision process (POMDP): P = (S, 4,0, K, T, R), where S denotes the webpage state,
A the action space (Table |§[), O the observation space, K the internal knowledge, 7" the transition
function, and R the reward function. At each step ¢, the agent receives a screenshot and its accessi-
bility tree (AX Tree), forms a reasoning thought h,, and selects an action a; under policy 7y. This
process continues until task completion or step limits are reached, with binary rewards indicating
success or failure.

4.2 FRAMEWORK OVERVIEW

Web-CogReasoner is a knowledge-driven reasoning system built on LVMs and trained on Web-
CogDataset (Section [3.3). As illustrated in Figure 3] it tackles complex web tasks by generating a
Knowledge-driven Chain-of-Thought (CoT), in which each reasoning stage is explicitly grounded
in a layer of Web-CogKnowledge.
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@ The taskis to find Apple Stores close o the zip code 90028, The user has already navigated to the *Find a Store" section of the Apple website and is ready fo
= input the zip code.
[ Observation Space ] #4# Webpage Layout Description:
The webpage is structured 1o help users find Apple stores near a specified location. At the top, there is a navigation bar with links to various sections such as
= Store, Mac, iPad, iPhone, Watch, Vision, AirPods, TV & Home, Entertainment, Accessories, and Support. Below the navigation bar, there is a search bar for
. entering a location, ZIP, or store name. The main content area displays a list of stores near San Jose, with images, names, addresses, and opening times. At the
oo bottom, there is a pagination control for navigating through additional store listings. The page also includes a promotional banner offering discounts on Mac and
iPad purchases with education savings.
Sores s San ose il Key Element Analysis:

- **Element Name: Search Bar**
- ARTA role is * search" , accessible name is "Search by location, ZIP, or store name"
- [Brief description of function and visual appearance]: The search bar is prominently displayed in the fop section of the page, allowing users o input a location
ZIP, or store name to find nearby Apple stores magnifying q\LSS can, Inlcating s search furctionaiy.
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- [Brief description of function and visual appe J: Each store listing includes an image, store na
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- **Element Name: Pagination Control**
- ARIA role is * navigation', accessible name is *Previous page"

- [Brief description of function and visual appearance]: The pagination contral is located at the bottom of the page, featuring a rightward-pointing arrow icon.
T+ allows users fo avigate hrough ore listings.

Knowledge-driven COT Reasoning

- [Expected r clicks or interacts]: Users will click the arrow to view m
“predict vou . page Wil change after ineraction: Clcking e arrow wil load the next page of store 1stnge, expanding she Kt of vaible ores

### Summary:

‘The webpage is designed fo assist users in locating Apple stores near a specified location. The primary interaction path involves using the search bar fo enter a
location, which then filters the store listings displayed below. Users can click on individual store listings to access more details or directions. The pagination
control at the bottom allows users to browse through additional store listings. The page also includes a promotional banner offering discounts on Mac and iPad
purchases, enhancing user engagement and providing additional value. The overall layout is user-friendly, with clear navigation and interactive elements to
facilitate easy access to store information

### Trajectory History Review:
to th " section and is prepared to input the ZIP code. The next logical step is to use the search bar to find stores

Action Space

Planing

it Step-by-Step Reasoning:
The user’s goal is to find Apple Stores near the ZIP code 90028, The search bar is the primary tool for this task. By entering the ZIP code info the search bar,

i 1) dickithe'element [d) ‘the webpage will update the store listings to show relevant results. If the search does not yield results, the "Complete store list" link can be used as an
type L) content) fill the element [id] with [conent] alternative. However, the search bar is the most direct and efficient method to achieve the godl.
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dbclick[id) Double click the element [id] {44 Step Summary:
= e The user has navigated o the "Find a Store section and is ready to input the ZIP code. The next logical step is to use the search bar to find stores near
Cr3 loackiine v ey oo 90028. This will update the store listings to show relevant results.
go_forward, Advance 1o the browser page
stop [content] Give the final answer 2 #4# Final Action Summary:
Restart 6o back to the intial page S Action: Type [20] 90028"
Wait Wait

Figure 3: Tllustrating the Knowledge-driven Chain of Thought (CoT) process.

Knowledge-driven CoT Reasoning The core of Web-CogReasoner is a structured chain-of-
thought (CoT) reasoning process (Figure [3), decomposed into three layers: Factual (identify-
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ing page elements and states: “What is on the page?”), Conceptual (inferring roles and interac-
tions: “What does it mean?”’), and Procedural (planning goal-directed steps: “How to accomplish
the task?”). This layered reasoning maps task prompts to executable actions: Task Prompt —
Knowledge-driven CoT — Plan — Action. The agent initiates with a Task and observes the web-
page (Observation Space). This structured reasoning guides the Planning phase, which decomposes
the task and formulates a step-by-step strategy. The process culminates in a concrete Action to be
executed on the webpage.

5 EXPERIMENT

5.1 EXPERIMENTAL SETUP

Models and Baselines Our proposed Web-CogReasoner builds on Qwen2.5-VL-7B (Bai et al.,
20235)), extended with a knowledge-induced reasoning framework. Training details are provided
in Appendix [A.3.1] For comparison, we include diverse baselines: the vanilla Qwen2.5-VL-7B
(zero/few-shot), OpenWebVoyager (He et all [2024b) in IL and Max variants, the open-source
UI-TARS-7B-SFT (Qin et al., 2025)), and two powerful commercial LVMs, Claude Sonnet 4 and
Gemini 2.5 Pro. Together these cover foundational LLMs, end-to-end web agents, and general-
purpose multimodal models.

Datasets Web-CogReasoner is trained via upervised fine-tuning on the curated Web-CogDataset
(Sec.[3.3), which aligns samples with Factual, Conceptual, and Procedural knowledge using screen-
shots, accessibility trees, and reasoning trajectories. Evaluation is conducted on four datasets. Our
custom Web-CogBench (Sec. assesses cognitive dimensions of Memorizing, Understanding,
and Exploring. VisualWebBench (Liu et al.l [2024b) provides 1.5K curated tasks across 139 real
websites, testing grounding and reasoning in diverse settings. WebVoyager (He et al.| 2024b) con-
tains 643 queries across 15 seen sites, measuring performance in familiar environments. Online
Multimodal-Mind2Web (Deng et al., 2023)) evaluates cross-task and cross-website generalization
with queries from both known and unseen domains.

5.2 MAIN RESULTS

Table 2: Performance evaluation on the Web-CogBench benchmark.

Model Element Next Source Element
ode Attribute Rec  Page Pre Element Pre Understanding
Claude Sonnet 4 79.7 93.5 62.5 62.8
Gemini 2.5 Pro 79.8 94.6 84.4 62.6
Qwen2.5-VL-7B 53.2 83.9 65.6 60.0
UI-TARs-7B-SFT 63.5 88.0 31.3 48.0
Web-CogReasoner (Ours) 914 93.5 87.5 69.2
WebPage User Popup Single Overall
Understanding Intent Pre  Close  Step Exp
Claude Sonnet 4 54.3 64.7 100 96.8 76.8
Gemini 2.5 Pro 73.5 51.9 96.6 98.4 80.2
Qwen2.5-VL-7B 62.0 51.9 91.4 90.3 69.8
UI-TARs-7B-SFT 48.0 324 259 33.9 46.4
Web-CogReasoner (Ours) 79.0 614 98.3 95.2 \ 84.4

Results on Web-CogBench We evaluate Web-CogReasoner on Web-CogBench, which assesses
foundational knowledge and cognitive reasoning across twelve web tasks. As Table [2| shows,
our model outperforms both commercial and open-source baselines, owing to the integration of
structured Web-CogKnowledge (factual, conceptual, procedural) with Knowledge-driven Chain-of-
Thought reasoning. This combination enables accurate perception of web elements and informed,
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step-wise decision-making. The strong synergy between visual recognition and cognitive reason-
ing allows Web-CogReasoner to excel on diverse tasks and generalize effectively to web navigation
scenarios.

Table 3: Performance evaluation on the VisualWebBench benchmark.

Perception-Oriented Tasks Perception ‘ Reasoning-Oriented Tasks Reasoning ‘ Overall

Model

WebQA HeadOCR  OCR Avg Element Action Action Avg Avg

¢ ca Ground  Prediction  Ground

Claude Sonnet 4 73.3 72.6 96.2 80.7 81.1 96.1 96.3 91.2 85.9
Gemini 2.5 Pro 74.9 70.8 95.1 80.3 91.8 96.8 90.3 92.9 86.6
Qwen2.5-VL-7B 70.8 71.7 81.4 74.6 71.5 86.8 68.0 77.4 76.0
UI-TARs-7B-SFT 71.3 78.7 97.2 824 91.8 91.8 85.4 89.7 86.0
Web-CogReasoner (Ours) 67.2 72.6 97.0 79.0 ‘ 96.4 96.1 88.4 93.6 ‘ 86.3

Results on VisualWebBench We evaluate visual understanding on VisualWebBench (Liu et al.,
2024b). As Table 3| shows, Web-CogReasoner achieves the highest average score (86.3%), slightly
above UI-TARs (86.0%). However, UI-TARs performs poorly on Web-CogBench (46.4%), high-
lighting that strong visual perception alone does not ensure robust cognitive reasoning. In contrast,
Web-CogReasoner consistently excels across both visual and reasoning benchmarks, demonstrating
the effective integration of precise visual perception with structured knowledge-driven reasoning —
a dual capability essential for reliable web agents.

Table 4: Task success rates on the WebVoyager. The ”Overall” score is the average success rate.

Agent Allrecipes Amazon Apple ArXiv GitHub Booking ESPN Coursera
Claude Sonnet 4 26.7% 878%  488% 69.8%  68.3% 2.3% 45.5% 83.3%
Gemini 2.5 Pro 60.0% 63.4%  628% 674%  68.3% 9.1% 56.8% 73.8%
Qwen2.5-VL-7B 0.0% 0.0% 0.0% 4.7% 0.0% 0.0% 0.0% 2.3%
OpenWebVoyagery, 17.8% 122%  209% 14.0% 14.6% 9.1% 9.1% 31.0%
OpenWebVoyagery,x 22.2% 293%  32.6% 209%  26.8% 11.4% 11.4% 42.9%

Web-CogReasoner (Ours) 26.7% 31.7%  32.6% 349% 29.3% 2.3% 15.9% 54.8%

BBC Cambridge Google Google Hugsineface Wolfram Overall

News Dictionary Flights  Map ugsing Alpha v
Claude Sonnet 4 23.8% 37.2% 4.8% 80.5% 48.8% 82.6% 47.7%
Gemini 2.5 Pro 52.3% 76.7% 4.8% 75.6% 58.1% 82.6% 54.9%
Qwen2.5-VL-7B 0.0% 11.6% 0.0% 2.4% 7.0% 2.2% 2.2%
OpenWebVoyagery;, 9.5% 37.2% 9.5% 22.0% 20.9% 26.1% 18.1%
OpenWebVoyagery.x 14.3% 34.9% 214%  29.3% 32.6% 37.0% 26.2%
Web-CogReasoner (Ours) 14.3% 55.8% 95%  39.0% 37.2% 391% | 302%

Table 5: Performance comparison on the Online-Mind2Web under cross-task and cross-websites

Asent Cross-task (Unseen Task) Cross-web (Unseen Websites)

8 Entertainment Shopping Travel Overall | Entertainment Shopping Travel Overall
Claude Sonnet 4 44.9% 35.3% 40.0%  40.2% 45.5% 6.7% 14.0%  21.7%
Gemini 2.5 Pro 46.9% 35.3% 283%  37.5% 42.4% 10.0% 233%  25.5%
OpenWebVoyageryax 22.4% 29.4% 152%  20.5% 3.0% 8.7% 233% 11.7%
Qwen2.5-VL-7B 2.2% 0.0% 0.0% 1.0% 3.0% 0.0% 0.0% 1.0%
OpenWebVoyagery, 8.2% 5.9% 4.3% 6.3% 3.0% 5.8% 4.7% 6.6%
Web-CogReasoner (Ours) 16.3% 23.5% 152% 17.0% 12.1% 7.7% 9.3% 10.1%

Results on Online Web Tasks We evaluate Web-CogReasoner on live web tasks using We-
bVoyager and Online Multimodal-Mind2Web to assess practical utility and generalization to
unseen websites and multi-step tasks, excluding UI-TARs-7B-SFT due to missing online infer-
ence scripts. Web-CogReasoner achieves state-of-the-art performance among open-source agents,
demonstrating that integrating structured Web-CogKnowledge with Chain-of-Thought reasoning en-
hances accurate perception and informed task execution. On Mind2Web, which tests cross-task



Under review as a conference paper at ICLR 2026

and cross-web generalization, OpenWebVoyagery.x appears competitive but uses additional sam-
ple collection and retraining on high-error sites, making direct comparison unfair. Without task-
specific fine-tuning, Web-CogReasoner outperforms OpenWebVoyager;;, and remains competitive
with OpenWebVoyagery,x, highlighting that structured knowledge and cognitive reasoning provide
robust, broadly applicable generalization.

Table 6: Average steps per successful task across different benchmarks.

Mind2Web Mind2Web

Agent WebVoyager Cross-Task  Cross-Web Final Avg
Claude 7.35 10.89 11.04 9.76
Gemini 6.68 7.74 10.30 8.24
OpenWebVoyageryax 5.07 7.59 6.91 6.52
Qwen2.5-VL-7B 7.69 12.00 13.00 10.9
OpenWebVoyagery, 5.26 7.00 9.29 7.18
Ours 4.73 7.37 8.89 7.00

Results on Average Steps Table[6|reports the average number of steps for successful online tasks.
Our approach consistently achieves high efficiency, particularly in cross-domain scenarios, indi-
cating that the model effectively balances streamlined task execution with robust generalization to
unseen environments.

5.3 ABLATION STUDY

Table 7: Ablation study of our Web-CogReasoner on Web-CogBench.

Model Configuration Memorizing Understanding  Exploring  Overall
Qwen2.5-VL-7B (Base Model) 67.6 61.0 77.9 69.8
+ Factual Knowledge (S1) 85.5 (+17.9) 64.2 60.1 72.1
+ Conceptual Knowledge (S2) 88.1 75.5 (+11.3) 65.8 78.3
+ Procedural Knowledge (S3) 90.8 74.1 85.0 (+19.2) 84.4

We conduct an ablation study to evaluate the contribution of Factual, Conceptual, and Procedu-
ral knowledge by progressively augmenting the base Qwen2.5-VL-7B model and assessing per-
formance on Web-CogBench. Factual Knowledge establishes the perceptual foundation, enabling
precise identification and labeling of page elements, which enhances the Memorizing dimension;
Conceptual Knowledge builds on this by teaching semantic relationships and ele