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ABSTRACT

Real-world visual signals are inherently variable in resolution, and it is natural to
endow multimodal large language models (MLLMs) with such native-resolution
perception capabilities. In principle, for general and straightforward multimodal
understanding, low-resolution images are sufficient. While for images with nu-
anced details like documents and charts, it is crucial to preserve fine-grained de-
tails using high-resolution inputs, as naive resizing inevitably results in informa-
tion loss. Recent advances employ sequence packing to process images of any
resolution and aspect ratios. Despite these efforts, model performance degrades at
both low and high resolutions, and high-resolution inputs incur substantial com-
putational costs. We argue that the rigid use of a single patch size is the primary
cause: when image resolution or information density varies, fixing patch size is
intrinsically suboptimal. To address this issue, we introduce Adaptive Patching
(AdaPatch), a simple yet effective strategy that adjusts patch size according to im-
age resolution and information density and could be seamlessly plugged into pre-
trained fixed-patch MLLMs without any training efforts. Extensive evaluations
demonstrate consistent improvements in native resolution performance without
additional training. Besides, we provide a training-based method to further adapt
MLLMs with dynamic patch sizes and enhance the performance.

1 INTRODUCTION

Multimodal large language models (MLLMs) (Liu et al., 2024aj Team et al.,|2023) have emerged as
a central paradigm for joint visual and linguistic understanding. A common design couples a pre-
trained vision transformer with a large language model via a lightweight projector. In real-world
scenarios, visual inputs exhibit substantial variability in resolution and aspect ratio, ranging from
low-resolution thumbnails to high-resolution documents, making robust native resolution capability
a key requirement for MLLMs (Guo et al.,2024). Early MLLMs (e.g., the LLaVA (Liu et al.,[2023a}
2024b) and InternVL (Chen et al.| 2024b) series) typically rely on fixed-resolution vision encoders,
resizing images to a single canonical size or partitioning them into tiles prior to encoding. Such
preprocessing inevitably alters visual content and can degrade performance on inputs that demand
preservation of fine detail or global structure, e.g., charts and diagrams.

Following NaViT (Dehghani et al.|[2023)), recent works retain images at native resolution and divide
them into fixed-size, non-overlapping patches, producing token sequences whose length scales with
image size. Multiple sequences are concatenated into a single packed sequence and processed jointly
by the encoder using per-sample image masks, a technique known as sequence packing. Several
state-of-the-art models, including Qwen2.5-VL (Bai et al.} 2025), Ovis2.5 (Lu et al.l 2025), and
Kimi-VL (Team et al.| 2025)), implement this paradigm and claim support for any input resolutions.

In this work, we demonstrate that current designs for any-resolution processing still fail to realize
genuine native capability. Through systematic evaluation on multiple benchmarks across a broad
spectrum of pixel range, we reveal that model performance fluctuates considerably between resolu-
tion bands. It often degrades or becomes unstable at both low and high resolutions. These findings
suggest that robust any-resolution understanding remains an open challenge.
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Figure 1: Illustration of strategies for different image resolutions: (a) Fixed resolution: resize to a
preset size; (b) Fixed-size tiling: split into uniform tiles; (c) Native resolution: fixed patch size with
sequence packing; (d) Our method: adaptively adjust patch size.

Our analysis identifies the inflexibility of a fixed patch size as the principal source of degradation. In
low-resolution or information-dense images, a large patch size is too coarse to recover fine-grained
cues. In contrast, in very high-resolution or information-sparse images, a small patch size becomes
overly local and fails to capture global context. This mismatch constrains the model’s receptive
granularity and underlies most of the observed performance loss.

To address this limitation, we propose Adaptive Patching, a simple drop-in method that computes a
lightweight information-density estimate p and maps (p,r) +— s to determine an appropriate patch
size s for an image of native resolution , as illustrated in Fig. [l We further present a weight-
preserving conversion that enables pretrained fixed-patch MLLMs to operate with any patch sizes
without additional training, effectively transforming them into adaptive patch models while remain-
ing compatible with sequence packing. Extensive experiments show Adaptive Patching improves
accuracy and stability across resolutions on multiple benchmarks, while reducing encoder token
counts at high resolutions to speed up inference. Our contributions are summarized as follows:

* We conduct a comprehensive evaluation of AnyRes performance by rescaling benchmarks
across wide resolution ranges, revealing significant degradation and instability in recent
state-of-the-art MLLMs with fixed patch size.

* We uncover that the fixed patch size is the principal architectural cause of such degradation:
it induces a representational mismatch across resolutions and information densities.

* We propose Adaptive Patching (AdaPatch) that adapts patch size according to the resolu-
tion and information density. Our method provides both training-free and training-based
alternatives. Extensive experiments validate the improved accuracy and stability across
resolutions and reduced computation for high-resolution images.

2 ANYRES EVALUATION AND ANALYSIS

2.1 BACKGROUND AND NOTATION

We consider a causal MLLM that takes an image « and a text sequence y;.7 as input and generates
an autoregressive distribution p(y; | y<¢, ) over the next token, including the following steps:

AnyRes preprocessing. Given an input image x € R"*wxe with native resolution r = (h, w), the
AnyRes preprocessor produces & € Rhx®xe 5y target resolution 7 = (h ). The target dimensions
h,w are required to be divisible by the patch size sﬂ and approximate the native size. Formally, 7 is

!"To simplify the analysis, we ignore special-token merging. Under this assumption the factor is equal to the
patch size; if special-token merging is applied, the factor is the patch size x the merge size.
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Figure 2: Anyres evaluation of SOTA MLLMs (Qwen2.5-VL, SAIL-VL, Ovis2.5, and Kimi-VL):
varying the preprocessing pixel range on a single benchmark causes marked changes in performance,
contradicting claims of any-resolution robustness.

chosen to minimize:
~ min  (hw—wh)? +6[(l~z—7h)2 + (w—ww)Q] +&%(y —1)?,
h,W€Zy,v>0 (1)
S.t. iL,'[Z) e SZ_A,_, Pmin S E?I) S PmaX7

where [Prin, Pmax] 18 the valid pixel range, v is an auxiliary scale parameter, and 0 < ¢ < 1is
a small tie-breaking weight. Resizing (e.g., bilinear interpolation) is applied independently to each
channel and can be regarded as a linear transformation:

T, = resizef(a:i) = BT vec(xz;)) (i=1,...,¢), ?2)

where vec(z;) € R vectorizes channel i and B! € RMxhw g the interpolation matrix. The
preprocessed image is & = [Z1, ..., Z|.

Patch embedding. Divide the image € R"***¢ into n non-overlapping s x s patches (n
h/ sJ |w/s]) and embed into vision feature space R%. The patch-embedding layer gg : R?*wx¢
R™*4v i a stride-s convolution with kernel wg € R****<*dv and bias by € R%, i.e. go(x)
convg(x; s), then flattened to an n x d,, token sequence.

Vision encoder, projector, and LLM. From the preprocessed image, patch tokens Z = gg(&)
are passed to a vision encoder £, with an attention mask M, producing features V' = {v; }f;l =
E¢(Z; M) (when packing multiple images, M is block diagonal to avoid cross-image atten-
tion). A lightweight projector Il : R% — R% maps tokens into the language space,
vV = {@j}fgl with ©; = IIy(v;). The causal LLM L¢ then reads the interleaved sequence
u = [(BOS), (IMG), V, (/IMG), 7(y1.7)] and the next-token distribution is pe(y; | y<¢, V) =
Softmax(Head(L¢(u<;))), with causal masks enforcing left-to-right text generation.

41

2.2 ANYRES EVALUATION OF SOTA MLLMS

To explore the ability of handling inputs with various resolutions, for the first time, we evaluate
MLLMs from a pixel-range perspective: we apply multiple pixel ranges P € [Ppin, Pmax] during
AnyRes preprocessing and evaluate representative models (Qwen2.5-VL, Ovis2.5, Kimi-VL, and
SAIL-VL). Experimental Results in Fig. |Z| show that different models (and tasks) exhibit distinct
preferred resolution ranges, and the performance drops sharply at both low and high pixel ranges:
(1) Low pixel budgets: the degradation is pronounced on information-dense images (e.g., charts,
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Figure 3: Effect of patch size on AnyRes performance. Left: MME benchmark performance across
patch sizes (s) and input resolutions (7). Right: Relative optimal patch size at the same resolutions
for MME, chart, and document images.

documents) because resampling at low resolutions range P destroys fine-grained signals, making
it difficult to extract accurate cues from information-dense images. (2) High pixel budgets: most
models decline markedly despite claims of supporting ~3K inputs. We argue that a fixed (rela-
tively small) patch size struggles to capture global context for information-sparse images with high
resolution. In conclusion, a fixed patch size fails to cope with images at varying resolutions.

2.3 HoOW FIXED PATCH SIZE DRIVES ANYRES INSTABILITY

To verify our assumptions and investigate the effect of patch size in Anyres, we convert pretrained
Qwen2.5-VL (patch size s = 14) to multi-sizes s € {7,14,21,28, 35,42} (details in Sec.
and evaluate each configuration on the MME benchmark across a wide range of input sizes. The
results in Fig. [3] (Left) reveal a clear, resolution-dependent preference: smaller patches improve
performance at low resolutions, while larger patches are preferable at high resolutions.

However, the preferred patch size is not determined by resolution alone but also depends on infor-
mation density. Fig.[3|(Right) compares three image types: documents, charts, and general MME
images. For a given absolute resolution, the empirically optimal patch size is smaller for higher
information-density images (e.g., Pdocument > Pchart > PMME, Where p denotes the information den-
sity). Empirically, we observe the following approximate trend: s* o r/p where s* is the preferred
patch size and r denotes a scalar measure of resolution (e.g., pixels on the shorter image side).

3 METHOD: ADAPTIVE PATCHING

Motivated by the observation in Sec. [2]that the optimal patch size is related to native resolution and
information density, we propose Adaptive Patching (AdaPatch). Our method quantifies informa-
tion density and maps it (together with native resolution) to a patch-size estimate. We then extend
fixed-patch models to any-patch, enabling per-image patch-size selection. The proposed method is
illustrated in Fig. @] and described below.

3.1 ADAPTIVE PATCH SIZE ESTIMATION

Estimation of Information Density. In this work, we introduce a simple measure of image in-
formation density to guide patch size adaptation. Intuitively, downsampling high-density images
leads to larger information loss than downsampling sparse images. To capture this effect, we quan-
tify information density by comparing features extracted from the native images with those from a
decreased resolution. Formally, the information density of an image «x is defined as

pmfo =1l=- = Z

<S[ “(conve(Z; 5)), Egc’](conve* (B r/2 vec(&); 5/2)))
Hf,'k 1 (conve(&; s) H HS[’“ (convex (B r/2 vec(Z); s/2))“

3)

Here, &£ ([: /1 denotes the ¢-th token feature at layer % of the vision encoder, and convg- is the patch

embedding with patch size adjusted to s/2. In definition, p(x) € [0, 1] where larger values signify
increased downsampling loss and therefore higher information density.

4
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(a) Adaptive Patch Size Estimation (b) The Adaptive Patching framework for Native-Resolution MLLM
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Figure 4: Patching is a drop-in method that estimates information density p from feature similarity
and maps (p,r) — s to choose a patch size. We also convert fixed-patch MLLMs to any-patch
models for per-sample adaptation at training or inference.

Adaptive Patching Law. We adjust the patch size based on the empirical observation in Sec.
that s* o %. For simplicity, we model this dependency as a power-law relation and introduce
hyperparameters & > 0 and 8 > 0 to control the relative sensitivity to resolution and information
density, respectively. Specifically, the target patch size s* for image x is given by

o - B
s*(x) = Quantize (Clip (§ (”(:Um)) (MT’JHE) , Smin, Smax)) . 4)

where k(-) is a scalar measure of resolution (e.g., min{h, w}), and 7o, g, and § denote the base
resolution, information density, and patch size of the pretrained model, with default values set to
896, 14, and 0.2. The constant € is a small positive value for numerical stability. The operator
clip(“, Smin, Smax) constrains to specified bounds, while Quantize(-) maps the result to the nearest
value from a predefined discrete set in Z .

Eq. [ reflects two trends: (1) higher resolution favors larger patches, and (2) higher information
density favors smaller patches to preserve details. This rule enables per-image patch size selection
that balances resolution and density, remaining compatible with existing sequence-packing MLLMs.

3.2 CONVERTING FIXED-PATCH MLLMS TO ANY-PATCH

Given a pretrained MLLM with patch embedding gg at patch size s, our objective is to extend it to
any sizes {s; }2, while preserving model performance. We introduce two solutions: pseudo-inverse
resize (training-free) and multi-scale patch embedding (training-based).

Pseudo-inverse resize (training-free) optimizes the patch-embedding layer convg, so that token
embeddings are consistent across patch sizes s; and corresponding resolutions ;. The optimization
objective is:

{we,,be;} :=0; = arg Iréin ]E;ENXHCOHVG (ae, s) — conve, (B;i vec(zx), sl) , i=1,...,M. (5

‘ F

The closed-form solution is wy, = B;(B,' B;)~'wy = (B," ) Twy, where B; = Bzz and (-)* denote
the Moore—Penrose pseudoinverse. For upsampling (s; > s), inner products are preserved exactly,
ie., (Biz, (B )T wg) = (z,wy); for downsampling (s; < s), the pseudoinverse yields the optimal
approximation. We introduce Pl-resize as a weight-preserving mapping from s to s;:

Pl-resize’ (w) = (BY) " vec(w). (6)

Multi-scale patch embedding (training-based) allocate independent parameter {Bi}f\il for patch
size s; and jointly train MLLM with embedding layers end-to-end. During training, the patch size
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Table 1: Evaluation results under native resolution. Our method (Adaptive Patching) is compared
with the baseline (fixed patch size = 14), using the same pretrained model. For each model, the larger
score between vanilla and our is marked in bold.

Benchmark Qwen2.5-VL-3B SAIL-VL-2B Ovis2.5-2B Kimi-VL-A3B
vanilla AdaPatch vanilla AdaPatch vanilla AdaPatch vanilla AdaPatch
General
MME 2135.90 2210.41 2026.27 2103.96 2156.29 2208.60 2191.92 2230.94
MMMU 49.22 51.89 44.11 45.97 46.33 49.28 50.44 51.32
MMStar 54.27 55.42 59.87 60.68 59.47 59.22 50.93 52.86
MMBenchgn 75.15 78.49 81.58 83.35 78.79 81.32 81.58 82.50
LLaVABench 66.30 65.34 52.50 53.53 42.00 44.81 70.00 68.70
RealWorldQA 65.36 66.35 69.80 70.76 67.84 68.15 69.80 70.30
SEEDBenchivg 72.91 75.57 74.40 7591 75.37 76.36 75.57 71.77
AI2Dyegt 80.31 81.16 82.32 82.67 84.55 84.26 80.47 80.87
HallusionBench 48.73 50.80 51.32 53.44 50.70 52.35 48.26 50.52
Domain
ChartQA s 82.92 83.40 84.08 85.98 83.60 84.11 88.40 89.17
TextVQA 78.68 79.53 79.92 80.02 79.91 80.76 89.82 89.96
OCRBench 821 845 783 855 706 814 865 890
DocVQA.a 92.31 92.62 91.48 92.89 93.90 93.22 96.45 98.33
POPE 86.39 86.88 86.10 86.09 87.81 88.65 85.75 86.43
InfoVQA.al 74.65 75.29 70.61 71.62 76.48 77.21 84.92 85.86
MathVistawmni 60.30 62.37 67.40 69.99 63.10 66.90 65.00 67.04

s; is sampled adaptively, and we minimize the task loss

(0, }I,nqiﬁl,lw,g E(m,ylzT)NX, s; j(ﬁg ([<BOS>> <IMG>7 ‘72'7 </IMG>7 T(yliT)])7 yliT)v (7)
where 7 is the task loss and 0; is initialized via PI-resize}’ (). In summary, PI-resize converts fixed-
patch to any-patch models at inference, while MSPE trains embedding weights for multiple patch
sizes, both supporting Adaptive Patching (Sec. without altering the backbone.

4 EXPERIMENTS

Evaluation Setup. We evaluate on diverse public benchmarks, including comprehensive bench-
marks (MME (Fu et al., 2023), MMMU (Yue et al., 2024), AI2D (Kembhavi et al.| 2016), MM-
Bench (Liu et al.l 2023b), LLaVABench (Liu et al., |2023a), RealWorldQA, InfoVQA (Mathew
et al., 2022), SEEDBench (Li et al [2023a), MMStar (Chen et al.| 2024a)) and domain-specific
benchmarks (ChartQA (Masry et al.} [2022), TextVQA (Singh et al., 2019), OCRBench (Liu et al.|
2024d), DocVQA (Mathew et al., 2021}, POPE (Li et al., [2023b), HallusionBench (Guan et al.}
2024])), ScienceQA (Lu et al.l |2022))). Experiments are conducted on four representative native-
resolution MLLMs: Qwen2.5-VL, SAIL-VL, Ovis2.5, and Kimi-VL. We exclude fixed-resolution
or cropped-input models (e.g., LLaVA, InternVL) to focus on native-resolution architectures.

Implementation Details. All experiments are conducted on 8xA100 GPUs with 80GB mem-
ory. We evaluate the official checkpoints of Qwen2.5-VL, SAIL-VL, Ovis2.5, and Kimi-VL using
VLMEvalKit (Duan et al.,[2024). Candidate patch sizes are set to integers within [6, 56]. The infor-
mation density is estimated from the ¢ = 0 layer of the vision encoder with default hyperparameters
(o, B) = (0.5,0.3). For MSPE, we train with AdamW (learning rate le—5, weight decay 0.01).
Inference is performed with a maximum generation length of 512 tokens and temperature 0.

4.1 MAIN RESULTS

Comparison with State-of-the-Art on Native Resolution. Table (1| summarizes results across
all public benchmarks. Adaptive Patching consistently improves performance over the fixed-patch
setting across all evaluated MLLMs. The gains are particularly pronounced on benchmarks that in-
volve heterogeneous image resolutions and varying information densities. For instance, OCRBench,
which contains images ranging from low resolution (56 x 56) to high resolution (1344 x 1344).
Similarly, MMBench and MME, which cover diverse image types and complex information layouts,
also benefit notably. On most general benchmarks, our method achieves stable and consistent im-
provements without introducing additional training overhead. These results confirm that Adaptive
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Figure 5: Evaluation results across different pixel ranges of preprocessing pipeline. All MLLMs
exhibit notable performance degradation at low and high resolutions, whereas Adaptive Patching
achieves substantially more stable performance.

Table 2: Evaluation of Adaptive Patching under supervised finetuning. We evaluate the same pre-
trained backbone (SAIL-VL-2B) after incremental fine-tuning on LLaVA1.5-665K and LLaVA1.6-
779K. Patch sizes are adaptively chosen in our method, while the baseline uses a fixed size of 14.

Dataset ChartQAs DocVQA,, MMBenchgy MME SEEDBenchpg TextVQA,, OCRBench
LLaval.5-665K 47.96 69.65 70.12 1821.49 71.68 68.86 418
+ AdaPatch (Ours) 54.84 70.66 71.43 1854.14 72.24 70.34 535
LLaval.6-779K 75.16 85.90 70.59 1790.26 71.44 72.60 466
+ AdaPatch (Ours) 77.53 87.00 71.89 1837.25 72.04 73.59 579

Patching is especially effective when input resolution differences are large or when the information
density varies significantly, thereby enhancing the robustness and adaptability of MLLMs compared
to the fixed patch-size baseline.

Comparison with State-of-the-Art on Pixel-range. To assess robustness with respect to input
resolution, we evaluate models across pixel ranges from 112x112 to 3584x3584. As shown in
Fig. B recent MLLMs exhibit strong resolution preferences: performance deteriorates at both low
and high pixel budgets, with different models peaking at distinct ranges. In contrast, Adaptive
Patching markedly mitigates such instability. By dynamically adjusting patch sizes, our method
preserves fine-grained detail under limited budgets while maintaining global context at larger scales.
Consequently, performance remains substantially more stable across the entire spectrum. These
results indicate that resolution sensitivity in current MLLMs largely stems from fixed patching, and
Adaptive Patching is an effective solution.

Comparison with SAIL-VL-2B on Supervised Finetuning. Training-based Adaptive Patching
is realized by modifying the patch embedding layer (Eq. [/) and initializing multi-scale patch sizes
with Pl-resize (Eq. [6), where the default set is {s;}}£, = {8,12,14,16,24,28}. Under limited
computational resources, we incrementally finetuned the SAIL-VL-2B model on the LLaVA1.5-
665K and LLaVA1.6-779K datasets, which inevitably leads to some degradation compared to the
original pretrained model. During supervised finetuning, the patch size is adaptively selected per
image, while the remainder of the training pipeline is kept unchanged. As shown in Table[2] Adaptive
Patching yields consistently higher performance across datasets at their native resolutions compared
to the fixed patch size baseline (s = 14). These results indicate that dynamically adjusting patch
sizes during training can provide more benefits.
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Table 3: Performance comparison across different model scales. The table reports evaluation
results of Adaptive Patching on Qwen2.5-VL (3B, 7B, 34B) and Ovis2.5 (2B, 9B).

Model Size  SEEDBench DocVQA MMBench MME OCRBench MMMU TextVQA Hallusion LLaVABench ChartQA

QOwen2.5-VL
3B 72.91 92.31 75.15 213590 821.00 54.27 78.68 48.73 66.30 82.92
+ our method 75.57 92.62 78.49 221041 845.00 55.42 79.53 50.80 65.34 83.40
7B 76.15 94.50 81.89 2313.17 863.00 62.13 84.62 54.73 74.70 85.68
+ our method 76.50 94.80 82.04 234596 897.00 63.55 85.38 5591 76.79 86.42
32B 76.47 92.47 85.84  2433.57 839.00 66.07 77.76 57.21 77.50 72.16
+ our method 76.92 92.68 86.56 2460.71 859.00 66.18 79.61 58.22 77.36 74.78
Ovis2.5
2B 75.37 93.90 7879  2156.29  706.00 59.47 79.91 50.70 42.00 83.60
+ our method 76.36 93.22 81.32 2208.60 814.00 59.22 80.76 52.35 44.81 84.11
9B 77.12 95.08 84.67 2353.73  722.00 67.00 81.85 55.96 78.30 85.92
+ our method 77.19 95.19 85.51 239041 843.00 67.31 82.09 56.81 77.45 86.73
Pl-resize Area Bilinear
MMBenchgy OCRBench SEEDBenchyc
; ; 735 ~
75 : 800 - T
o ° 0 73:0
£77.0 2750 Q
g Tes E 700 E 725
E g 650 E 72.0
76.0 600l s
xd ”C"& u§} ‘%96 @“‘& Q"’i ﬁ@*"g \?’i ”D'g v°§ 998 QPS \/«q’c ,@"q; O’t 'ﬂg v“fg Q?G @“g Q"’rﬁ ,@"q;
Pixel Range Pixel Range Pixel Range

Figure 6: Comparison of different resizing methods on Qwen2.5-VL-3B. We evaluate Bilinear, PI-
resize, and Area for adjusting the embedding layer weights, where PI-resize performs the best.

4.2 ABLATION STUDY AND ANALYSIS

Impact of Model Scale. We examine whether the advantages of Adaptive Patching scale with
model size by evaluating Qwen2.5-VL (3B, 7B, 34B) and Ovis2.5 (2B, 9B). As shown in Table [3}
consistent gains are observed across all scales, indicating that the benefits stem from mitigating the
rigidity of fixed patch sizes rather than from model capacity. The improvements are particularly
pronounced on OCRBench and MME, consistent with the findings in Sec. [.1] that tasks involving
diverse image resolutions and information densities benefit most.

Impact of Resizing Methods. We investigate the effect of alternative interpolation strategies (bi-
linear, PI-resize, and area) for adapting pretrained models with fixed patch sizes to different target
patch resolutions. Using Qwen2.5-VL-3B as a case study, we compare these resizing methods in
conjunction with Adaptive Patching. As shown in Fig. [6] PI-resize consistently outperforms other
approaches, demonstrating its ability to effectively realign the patch embedding layer without addi-
tional training. In contrast, bilinear and area interpolation lead to notable performance degradation.

Impact of Hyperparameters o and 3. As shown in Fig. we evaluate different values of the
two hyperparameters, which control sensitivity to resolution and information density when adap-
tively scaling the base patch size (s = 14). The results indicate that « has a stronger influence, with
larger values leading to notable performance degradation. By default, we set o = 0.5 and 8 = 0.3.

Comparison with Resizing Images. ~As shown in Table[] Adaptive Patching consistently outper-
forms direct image resizing. Although resizing brings gains on benchmarks such as OCRBench, it
substantially degrades performance on others (e.g., DocVQA and MME). This highlights the limited
robustness of resolution adjustment and underscores the importance of preserving native resolution,
which enables the model to directly process heterogeneous visual regions without distortion.

Comparison on Inference Time. Adaptive Patching introduces additional computational over-
head from two sources: (1) a lightweight information-density estimation, and (2) variation in the
sequence length of image tokens, which is the dominant factor. As shown in Fig. we compare
inference cost against fixed patch sizes. While our approach introduces higher cost at low resolu-
tions, it achieves substantial speedups at high resolutions.
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Table 4: Comparison of image resizing and Adaptive Patching. Images are resized to a fixed pixel
range [896, 1344] and compared with Adaptive Patching on Qwen2.5-VL and SAIL-VL.

Dataset ChartQAsy DocVQA,; MMBenchgy MME  SEEDBenchpg TextVQA,; OCRBench
Qwen2.5-VL-3B
IMG-resize 83.16 91.53 76.32 2165.01 72.89 78.48 803.00
Adaptive Patching 83.40 92.62 78.49 2210.41 75.57 79.53 845.00
SAIL-VL-2B
IMG-resize 84.56 90.24 81.73 2007.54 74.59 79.43 822.00
Adaptive Patching 85.98 92.89 83.35 2103.96 75.91 80.02 855.00
B Fixed Patching (s = 14) Adaptive Paching (s €[6, 56])
R 5 ChartQAtest DOCVQAal
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5 RELATED WORK

Early works on any-resolution aimed to improve classification accuracy or reduce computation. For
example, Learn-to-Resize (Talebi & Milanfar, 2021) replaced fixed interpolation with a learnable
resizing layer; Resolution Adaptive Networks (Yang et al., [2020) and Dynamic Resolution Net-
works (Zhu et al.| 2021) routed inputs to different sub-networks or resolutions depending on task
difficulty. However, these methods are closely tied to CNN architectures and are difficult to transfer
to vision—language systems.

For ViT-based model, FlexiViT (Beyer et al., |2023) resizes patch-embedding weights to trade off
accuracy and computational cost. Pix2struct (Lee et al., [2023) and NaViT (Dehghani et al.| 2023)
preserve native resolution while using a fixed patch size, producing variable-length token sequences
and using sequence packing to handle different input sizes. |Liu et al.| (2024c) extends FlexiViT by
learning resized embeddings jointly with the model, which improves cross-resolution performance.
Recent MLLMs (e.g., Qwen2.5-VL (Bai et al., [2025))) follow NaViT to process images at native
resolution, but a fixed patch size degrades performance at resolution extremes. We propose Adaptive
Patching, which selects a per-image patch size from the native resolution and an information-density
estimate to improve accuracy and efficiency.

6 CONCLUSION

We revisit the widely claimed “any-resolution” capability of recent MLLMs and show that their per-
formance is in fact highly sensitive to input resolution, largely due to the rigidity of fixed patch size.
To address this, we introduce Adaptive Patching, a lightweight and training-free method that adjusts
patch size according to image resolution and information density, and converts fixed-patch MLLMs
into any-patch models via PI-resize or MSPE. Extensive experiments on a broad suite of bench-
marks demonstrate that adaptive patching improves both accuracy and stability across resolutions
while reducing computation at high resolutions. Our study highlights patch size as a key bottleneck
for vision—language modeling and provides a simple, general, and effective solution toward genuine
native resolution robustness.

Limitations and Future Work. In this work, we tackle the native resolution issue from the per-
spective of visual processing before LLMs. Future work could incorporate more high-quality multi-
resolution data. Besides, our method could also endow current thinking-with-images models like
OpenAl 03 (OpenAlL [2025) with more advanced multi-resolution perception abilities.
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A APPENDIX

A.1  VALIDATION OF THE INFORMATION-DENSITY FORMULATION

We provide additional analyses to validate the proposed information-density formulation. Repre-
sentative visualizations are shown in Figure [8|and Figure 0]

Layer-wise consistency. Information-density maps computed from different ViT layers exhibit
highly similar spatial patterns. Maps from layer O closely match those from deeper layers, indicating
that the formulation is stable across the feature hierarchy.

Comparison with statistical measures. We also compare information-density formulation with
two statistical pixel-level measures: gradient entropy, computed from the histogram of Sobel gra-
dient magnitudes, and Laplacian variance, computed from the variance of the Laplacian response.
As shown in Figure [0} these traditional measures primarily capture edges and fine-grained textures,
whereas the information density defined in Eq. 3] better identifies regions that are semantically mean-
ingful in the feature space.

Input Layer=0 Layer=2 Layer=3

Figure 8: Information-density maps computed across different ViT layers.

A.2 ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. No human subjects or animal experimentation
were involved. All datasets used, including MME, MMMU, AI2D, MMBench, LLaVABench, Re-
alWorldQA, InfoVQA, SEEDBench, MMStar, ChartQA, TextVQA, OCRBench, DocVQA, POPE,
HallusionBench, and ScienceQA, are publicly available and widely adopted benchmarks in the re-
search community, ensuring no violation of privacy. We have taken care to avoid biases or discrim-
inatory outcomes in our research process. No personally identifiable information was used, and no
experiments were conducted that could raise privacy or security concerns. We are committed to
maintaining transparency and integrity throughout the research process.
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Input Our Gradient laplacian

Figure 9: Comparison between the information-density formulation and statistical measures.

A.3 REPRODUCIBILITY STATEMENT

We have taken extensive measures to ensure reproducibility of our results. The experimental setup,
including evaluation procedures, model configurations, and hardware details, is described in detail
in the paper. We evaluate the official checkpoints of Qwen2.5-VL, SAIL-VL, Ovis2.5, and Kimi-VL
using open-source code (VLMEvalKit), ensuring consistent and verifiable results. These measures
enable other researchers to reproduce our work and build upon it to further advance the field.

A.4 LARGE LANGUAGE MODELS USAGE

LLMs were used only to assist with writing and polishing the manuscript. They supported tasks
such as sentence rephrasing, grammar checking, and improving readability, but were not involved
in the ideation, methodology, experimental design, or data analysis. All research concepts, analy-
ses, and conclusions were developed by the authors. The use of LLMs was limited to enhancing
linguistic quality, without affecting the scientific content. The authors take full responsibility for
the manuscript and have ensured that the use of LLMs complies with ethical standards and avoids
plagiarism or scientific misconduct.
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