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Fact-checking information from large language
models can decrease headline discernment
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Fact checking can be an effective strategy against misinformation, but its implementation
at scale is impeded by the overwhelming volume of information online. Recent artificial
intelligence (AI) language models have shown impressive ability in fact-checking tasks, but
how humans interact with fact-checking information provided by these models is unclear.
Here, we investigate the impact of fact-checking information generated by a popular large
language model (LLM) on belief in, and sharing intent of, political news headlines in a
preregistered randomized control experiment. Although the LLM accurately identifies most
false headlines (90%), we find that this information does not significantly improve participants’
ability to discern headline accuracy or share accurate news. In contrast, viewing human-
generated fact checks enhances discernment in both cases. Subsequent analysis reveals that
the AI fact-checker is harmful in specific cases: it decreases beliefs in true headlines that
it mislabels as false and increases beliefs in false headlines that it is unsure about. On the
positive side, AI fact-checking information increases the sharing intent for correctly labeled
true headlines. When participants are given the option to view LLM fact checks and choose
to do so, they are significantly more likely to share both true and false news but only more
likely to believe false headlines. Our findings highlight an important source of potential harm
stemming from AI applications and underscore the critical need for policies to prevent or
mitigate such unintended consequences.

fact-checking | large language models | misinformation | news discernment | artificial intelligence

D igital misinformation has rapidly become a critical issue of modern soci-
ety (1, 2). Recent work suggests that misinformation can erode support for

climate change (3, 4), contribute to vaccine hesitancy (5–7), exacerbate political
polarization (8), and even undermine democracy (9). As a mitigation strategy, fact
checking has proved effective at reducing people’s belief in (10–12) and intention to
share (13) misinformation in various cultural settings (14). However, this approach
is not scalable, greatly limiting its applications (15).

To tackle this challenge, researchers and social media platforms have been
exploring automated methods (16) to detect misinformation (17, 18) and fact-check
claims (16, 19–23). A robust fact-checking system must possess the ability to
detect claims, retrieve relevant evidence, assess the veracity of each claim, and yield
justifications for the provided conclusions (24, 25). Previous work attempting to
meet these goals typically adopts cutting-edge artificial intelligence (AI) methods,
specifically natural language processing. Nevertheless, building a functional system
that can handle the vast volume of digital information on the internet, spanning
various contexts and languages, remains a daunting task.

Recent advances in large language models (LLMs) may appear to provide a
feasible path forward. Trained on massive datasets of text from the internet,
including news articles, books, and websites (26), these models are knowledgeable
about a wide range of topics and have shown impressive performance on tasks
such as text summarization and named entity recognition (27, 28). Outside the
laboratory, LLMs have demonstrated remarkable abilities, even passing challenging
exams designed for humans (29, 30).

Analyses of ChatGPT, a prominent LLM, suggest it can rate the credibility of
news outlets (31) and has great potential to fact-check claims (32–34), especially
when augmented with additional data (35). Messages provided by LLMs to correct
social media misinformation can be better than corrective messages generated by
humans (36). These models can generate convincing justifications for the information
they provide and even engage in conversations with users to provide additional
context and facilitate understanding in multiple languages. Such capabilities of
LLMs, coupled with open-sourcing efforts (37, 38), create a favorable environment
for the development of scalable and reliable AI systems that

Significance Statement

This study explores how LLMs used
for fact-checking affect the percep-
tion and dissemination of political
news headlines. Despite the grow-
ing adoption of AI and tests of its
ability to counter online misinfor-
mation, little is known about how
people respond to LLM-driven fact-
checking. This experiment reveals
that even LLMs that accurately iden-
tify false headlines do not necessar-
ily enhance users’ abilities to dis-
cern headline accuracy or promote
accurate news sharing. LLM fact
checks can actually reduce belief in
true news wrongly labeled as false
and increase belief in dubious head-
lines when the AI is unsure about
an article’s veracity. These findings
underscore the need for research
on AI fact-checking’s unintended
consequences, informing policies to
enhance information integrity in the
digital age.

Author affiliations: aObservatory on Social Media, Indi-
ana University; bFSI Cyber Policy Center, Stanford
University; cNetwork Science Institute, Northeastern
University

M.R.D. conceived of the research and developed the
study design with help from H.Y.Y. and K.Y. M.R.D.
manually generated the fact checks. M.R.D., H.Y.Y.,
and K.Y. developed the survey. M.R.D. and H.Y.Y.
conducted data analysis, with input from K.Y. and F.M.
M.R.D. wrote the paper, with input from all authors.

The authors declare no competing interests.
1To whom correspondence should be addressed. E-
mail: mdeverna@iu.edu

www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX PNAS — November 5, 2024 — vol. XXX — no. XX — 1–9

www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX


DRAFT

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

can verify substantially more claims on the internet than is
currently possible.

However, realizing this potential requires humans to
integrate LLMs into the digital information ecosystem ef-
fectively. Unfortunately, human-AI interaction is notoriously
complex (39). Prior work has shown that AI is often
seen as objective (40–43), yet trust in AI depends on
various factors such as individual expectations (44, 45),
system interactivity (46, 47), and whether the AI provides
information about its recommendations (48, 49).

In the present context, it remains unclear how humans
would interact with fact-checking information provided by
state-of-the-art LLMs. Therefore, a thorough analysis of this
misinformation intervention is necessary before deploying
models in the wild. To this end, we conduct a preregis-
tered (50), randomized controlled experiment to examine the
causal effects of viewing fact-checking information provided by
ChatGPT 3.5 on individual beliefs in and intention to share
political news headlines. We selected ChatGPT for our study
despite it not being specifically tailored for fact-checking.
This decision was driven by its widespread public availability
and use as well as the promising results emerging from tests
of its claim verification capabilities at the time (32–34).

Results

We recruited a representative sample of N = 2,159 U.S.
participants (see Materials and Methods for more informa-
tion). All participants were presented with the same 40
real political news stories, which included a headline, lede
sentence (if present), and image. Half of these headlines were
true and the other half were false. Half were favorable to
Democrats and the other half were favorable to Republicans
(see Materials and Methods for details).

Participants were separated into “belief” and “sharing”
groups in which they were asked to indicate, respectively,
whether they believed headlines to be accurate or would be
willing to share them on social media. The response options
for both questions were “Yes” or “No.” These questions were
asked separately as priming individuals to think about head-
line veracity can alter sharing behavior (15, 51). Each group
included four conditions: a control group and three treatment
conditions. In the human fact check condition—collected
separately from other conditions at the request of reviewers
(see Materials and Methods for details)—participants were
presented with traditional fact checks generated by humans.
The other two conditions emulated hypothetical scenarios
for an automated fact-checking system on a social media
platform: treated subjects were either forced to view fact-
checking information provided by ChatGPT (LLM-forced)
or given the option to reveal that information by clicking a
button (LLM-optional). ChatGPT fact-checking information
was identical for all treated subjects and presented directly
below the corresponding headline. Participants in the LLM
treatment conditions were informed that the fact checks were
generated by ChatGPT, while those in the human fact checks
condition were only informed that they would receive fact-
checking information. Subjects in the control condition were
only shown headlines and asked the belief/sharing question
without being exposed to any fact-checking information. The
experimental design is illustrated in Fig. 1a (see Materials
and Methods for more details).

Unless otherwise stated, all P values presented here
are generated with two-tailed Mann-Whitney U tests and
adjusted with Bonferroni correction for multiple comparisons.
In the Supplementary Information, we also report on linear
regression for all results, employing robust standard errors
clustered on participant and headline.

Accuracy of LLM fact-checking information. To contextualize
our results, we first illustrate in Fig. 1b the accuracy of
ChatGPT’s fact-checking information. True headlines were
accurately fact-checked 15% of the time (3/20) whereas 20%
(4/20) were erroneously reported as “false.” For the remaining
65% of true headlines (13/20), ChatGPT expressed some
degree of uncertainty (labeled as “unsure”). These responses
often contained language such as “It is possible that ... but
I don’t have any information on whether this has happened
or not.” For false headlines, ChatGPT was unsure in 10%
(2/20) of cases; the remaining 90% (18/20) were accurately
judged as “false.”

Although limited in size, our set of headlines provides us
with a balanced representation of political biases and factual
accuracy to evaluate the LLM. Overall, this analysis suggests
that the LLM is an accurate fact-checker for false content. For
true headlines, it is less accurate but can generally identify
and explain when it cannot provide accurate fact-checking
information. These results align with earlier studies that
delve into the accuracy of LLM fact-checking utilizing much
larger datasets (32–34).

An additional analysis of various prompt engineering
methods and their performance, measured using standard
binary classification metrics, is available in the Supplementary
Information. Techniques that forced ChatGPT to produce
only “true” or “false” judgments did not enhance the model’s
overall accuracy.

Ineffectiveness of LLM intervention. To evaluate the effec-
tiveness of a misinformation intervention, it is crucial to
measure its impact on belief in and sharing of both true
and false headlines (51, 52). Although the veracity of
headlines may not always fit neatly into true and false
categories, as in the case of rumors with unclear veracity that
are later clarified (53), this framework defines the desired
outcome: an effective misinformation intervention should
enhance individuals’ ability to distinguish between true and
false headlines such that they believe/share more accurate
news.

To capture the causal effects of LLM-generated fact-
checking information, we compare the average discernment
of participants in the treatment conditions (LLM-forced and
LLM-optional) to those in the control condition. Discernment
is defined as the difference between the proportion of true
and false headlines that participants believe (or are willing
to share), capturing the intervention’s impact on both
news categories. The inclusion of the human fact check
condition allows us to differentiate AI-related effects from
those associated with traditional fact checking.

Figure 1 (panels c,d) illustrates the effects of fact checking
on belief in and intent to share true and false headlines under
each condition, including the mean group discernment as an
annotation. In contrast with our preregistered expectations,
discernment within both the belief and sharing groups was
unaffected by the LLM treatment, regardless of condition. In
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Belief
Group

"Would you like ChatGPT to help you
verify the headline?"

"Do you believe
the claim in the
headline to be

true?"

Control
(n = 241)

LLM optional
(n = 261)

LLM forced
(n = 247)

(a)

It is highly unlikely that this claim is true. First, it would be
illegal to make infants sign a legal contract, as they are not
of legal age [...] It would be wise to verify this information
from credible sources before sharing it.

ChatGPT fact check

"Would you
consider sharing
this story online

(for example,
through Facebook

or Twitter)?"

Sharing
Group

Control
(n = 267)

LLM optional
(n = 263)

LLM forced
(n = 269)

Yes
ChatGPT fact check

It is highly unlikely that this claim is true. The Delta Force is
a specialized unit of the United States military that [...] is not
typically involved in civilian arrests [...] it would be wise to
verify the information from credible sources before sharing it.

Stimuli

Stimuli

Human fact check
(n = 311)

Human fact check
(n = 300)

Yes

The above claim is False. This claim came from [...]
a website that publishes satire. [...] Therefore, this
post was never intended to be interpreted as fact.

No

The above claim is False. [...] Chelsea Clinton was
tweeting the day after her supposed "arrest," and no

records indicate that she was incarcerated..

Human fact check

"Would you like ChatGPT to help you
verify the headline?" No

Human fact check

Fig. 1. Experimental design, accuracy, and main effects of the LLM fact-checking intervention. (a) Graphical representation of the experimental design and participant flow.
Although two different false claims are shown as examples along with their respective ChatGPT fact-checking information, both belief and sharing groups are exposed to the
same set of stimuli and fact checks. (b) ChatGPT’s judgment (shade) based on headline veracity. The bottom two panels show the proportion of headlines that participants
indicated they (c) believed or (d) were willing to share on social media. The x-axes indicate the experimental conditions and the colors of the bars represent headline veracity.
Error bars represent 95% confidence intervals, calculated using a bootstrapping method with 5,000 resamples. Mean group discernment (rounded to whole percentages) is
annotated for each condition, calculated as the mean difference between the proportion of true and false headlines believed (or willing to be shared).
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the belief group (Fig. 1c), participants who were forced to view
AI fact checks displayed a slight mean reduction (−4.50%) in
discernment when compared to the control group (U = 31,993,
P = 0.61, d = −0.15, 95% CI: [−10.04%, 0.90%]). The
discernment of those given the option to view fact checks in
this group was virtually unaffected, decreasing on average
by only −0.27% (U = 31,265, P = 1, d = −0.01, 95% CI:
[−5.52%, 5.03%]).

We observe similar results regarding sharing behavior.
Participants in the LLM-forced and LLM-optional conditions
of the sharing group displayed a mean reduction of −0.43%
(U = 35,785, P = 1, d = −0.02, 95% CI: [−3.93%, 3.05%])
and −0.67% (U = 34,860, P = 1, d = −0.03, 95% CI:
[−4.18%, 2.92%]), respectively, when compared with the
control group.

In contrast to the above, we observe a significant increase
in discernment for participants who viewed human fact checks
within both the belief and sharing groups. On average, belief
discernment increased by 18.06% (U = 25,210, P < 0.001,
d = 0.50, 95% CI: [12.00%, 24.00%]), and sharing discernment
increased by 8.98% (U = 34,224, P = 0.001, d = 0.35, 95%
CI: [4.89%, 13.33%]). These effects are primarily due to an
increased belief in and willingness to share true headlines—
which increased by 15.63% and 9.58%, respectively—while
the impact on false headlines remained largely unchanged.

In summary, these results indicate that human fact checks
served as an effective misinformation intervention, while
those generated by the LLM did not. This is unexpected,
considering that the AI provides participants with useful
information, particularly for false headlines. However, this
analysis does not account for the accuracy of the AI’s
responses, nor does it examine how behaviors vary when
individuals choose to view or not view this information. To
delve deeper into these dynamics, we have supplemented our
preregistered design with two additional exploratory analyses
in the sections that follow.

Accounting for LLM accuracy. Here, we explore the causal
effects of viewing LLM fact-checking information when
accounting for model accuracy. The judgments made by Chat-
GPT for both true and false headlines fall into one of three
categories: correct, incorrect, or unsure. This results in six
different scenarios (True/False × Correct/Incorrect/Unsure)
in which effects may be observed. However, our data contain
no false headlines judged by ChatGPT to be true, resulting
in five scenarios for each previously considered comparison
(Belief/Sharing × Control/LLM-optional/LLM-forced).

To evaluate the potential impact of LLM-generated fact
checks, we compare the LLM-forced and control conditions
in these five scenarios, as illustrated in Fig. 2. Annotations
indicate mean group differences and highlight the significant
effects identified through Bonferroni-adjusted Mann-Whitney
U tests.

In the belief group, we found significant undesirable
effects showing that LLM fact checks decreased participants’
discernment. Specifically, there was a 12.75% decrease in
the belief of true headlines incorrectly judged as false by
ChatGPT (U = 35,937, P < 0.001, d = −0.38, 95% CI:
[−18.67%, −6.89%]) and a 9.12% increase in the belief of false
headlines where the AI expressed uncertainty (U = 25,931,
P = 0.03, d = 0.22, 95% CI: [1.69%, 16.35%]). Both cases

demonstrate a behavioral change that is counter to the ideal
outcomes of any misinformation intervention.

Regarding the sharing group, we observed mixed results.
While there was an 11.09% increase in participants’ intention
to share true headlines correctly judged by ChatGPT (U =
30,897, P = 0.02, d = 0.26, 95% CI: [4.02%, 18.06%]), there
was also a 9.77% increase in the intention to share false
headlines where ChatGPT expressed uncertainty (U = 31,856,
P = 0.05, d = 0.22, 95% CI: [2.31%, 17.25%]). The former
increases sharing discernment, while the latter reduces it by
a similar amount.

These results indicate that LLMs can affect belief in and
intent to share both true and false news, depending on how
they judge a headline. While most effects are small, some
reflect harmful outcomes in the sense of reduced discernment.

Opt in versus opt out. We next analyze participants’ behavior
in the LLM-optional conditions, comparing those who opt in
to see LLM fact-checking information versus those who opt
out.

On average, participants chose to view fact checks for
slightly more than half of the headlines. The mean number of
fact checks viewed for the belief and sharing groups was 21.6
(SD = 15.8) and 23.8 (SD = 15.7), respectively. However,
the distribution was bimodal: about half the participants
viewed fact checks for most headlines, while the other half
viewed them for only a handful. Participants who viewed
fact checks for more than half of the 40 headlines (52.1%)
averaged viewing 36.7 (SD = 5.5). In contrast, those who
viewed less than half averaged 7.5 views (SD = 6.4). A Mann-
Whitney U test revealed no significant difference in opt-in
behavior between true and false headlines (P = 0.1). See the
Supplementary Information for more details.

Figure 3 illustrates the belief in and intention to share
headlines for which subjects chose to see versus not see LLM
fact checks, for both true and false headlines. Each subject’s
contribution to the group mean values and confidence
intervals are weighted by the number of times they chose
to see (or not see) each type of headline. Figure 3a shows
that participants who chose to see LLM fact checks were
significantly more likely to believe false headlines accurately
identified by the LLM, with a 29.35% increase (U = 23,480,
P = 0.005, d = 0.63, 95% CI: [20.81%, 37.93%]), as well as
those the model was unsure about, with a 28.12% increase
(U = 14,260, P < 0.001, d = 0.64, 95% CI: [18.43%, 38.12%]).
There was no significant difference in belief for true headlines
that the model could not classify, with a 5.51% increase
(U = 20,452, P = 1, d = 0.12, 95% CI: [−3.70%, 14.47%]),
and we only observe a 7.46% increase for accurately identified
true headlines (U = 10,941, P = 0.04, d = 0.18, 95% CI:
[−1.50%, 16.35%]). However, a significant decrease for those
misjudged as false (16.59% decrease; U = 10,299, P < 0.001,
d = −0.35, 95% CI: [−26.34%, −7.24%]) was found. Figure 3b
shows that participants who chose to see LLM fact checks were
significantly more likely to share headlines in all scenarios.
These increases ranged from 29% for true headlines judged
as false to 39% for true headlines judged as true (see the
Supplementary Information for statistics).

We note that this particular within-group analysis does not
allow us to identify causal effects because participants are not
randomly assigned to the treatment (opt in) or comparison
(opt out) group for each headline. Nonetheless, when
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Fig. 2. Effects of LLM fact-checking information on headline belief and sharing intent, contingent on headline veracity and fact check judgment. Each panel shows the average
proportion of headlines in the control (circles) and forced (triangles) conditions that participants (a) believed or (b) were willing to share given a specific group of headlines.
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understand the desired directional effect of a misinformation intervention, given the veracity of a headline. Mean group differences (rounded to whole percentages) are
annotated for panels that illustrate effects discussed in the main text—positive (negative) annotations illustrate desirable (undesirable) changes. Error bars represent 95%
confidence intervals, calculated using a bootstrapping method with 5,000 resamples.
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Fig. 3. Proportions of headlines that participants in the optional condition indicated they (a) believed or (b) were willing to share on social media. These proportions are based
on the headline’s veracity, whether participants chose to see LLM fact-checking information (opt in) or not (opt out), and how the LLM judged the headlines (True, Unsure,
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participants viewed LLM-generated fact-checking information,
they were more likely to share both true and false news.
Additionally, those who viewed this information were less
likely to believe true news misjudged as false and more likely
to believe false news, even when accurately identified as such
by the model.

Attitudes toward AI and partisan congruence. Our preregis-
tered analyses also examined the potential roles of individual
attitudes toward AI (ATAI) and the partisan congruence
of headlines. While we find minimal evidence that these
variables significantly impacted the results of our first two
analyses, we observed specific relationships when individuals
had the option to view LLM fact-checking information.

In particular, we found clear evidence that participants
with positive attitudes toward AI who chose to view LLM-
generated fact checks were significantly more likely to share
those headlines across all fact-checking scenarios. However,
the relationship between ATAI and participant belief was less
clear. Nonetheless, the tendency for participants to share and
believe true news that the LLM was unsure about was more
pronounced among those with positive attitudes towards AI
when viewing AI fact checks.

When participants encountered politically incongruent
true headlines that the LLM was unsure about, their
likelihood of believing or sharing them diminished signifi-
cantly. This relationship persisted irrespective of whether

participants opted to access the fact-checking information.
We observed a similar negative relationship in only one other
scenario: for incongruent false headlines when participants
did not view LLM fact checks. For more details on these
analyses, please refer to the Supplementary Information.

Discussion

While our experimental design allows us to assess the causal
effects of LLM fact-checking information on the discernment
of true and false headlines, it is important to exercise caution
when generalizing these results to different contexts. First, we
use a specific version of ChatGPT to generate fact-checking
information with a single prompt; these results may not apply
to other AI models or prompting approaches. Although our
prompt aimed to reflect naturalistic usage, its realism is
uncertain due to the lack of prior research on how people
use LLMs for fact-checking in real-world settings. Second,
design choices intended to emulate a realistic social media
environment—such as including headline sources and lede
text—may contribute to people’s assessments, although these
effects should be equal for all experimental conditions. Third,
the survey setting of our experiment may not fully capture
the complexities of real-world information consumption and
sharing behaviors. However, previous research has shown a
correlation between self-reported willingness to share news in
online surveys and actual sharing behavior on social media
platforms (54). Fourth, since data for the human fact checks
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condition were collected at a later date (see Materials and
Methods for details), we cannot rule out the possibility that
the improved discernment we observe in this condition is
related to the passage of time. Finally, while our study
presents real headlines that replicate a common social media
design, the results may not generalize beyond our relatively
small selection of political news. Nevertheless, the pretest
conducted on these headlines ensured they are balanced with
respect to dimensions known to be important to believing
and sharing news (see Materials and Methods).

Despite these limitations, our study provides valuable
insights into the complex interplay between humans and
AI in the context of automated fact checking. ChatGPT
performs well at identifying false headlines while it mostly
reports being unsure about true headlines, consistent with
previous research (32–34). Since we tested a limited number
of headlines, it is difficult to determine why the model judges
false headlines more accurately. The model may be more
likely to have seen false headline stimuli as their publication
dates were less recent than those of true headlines. This
highlights a key limitation of large-scale automated fact-
checking systems that we refer to as the “breaking news
problem”: developing news stories often discuss novel events
the model has never been exposed to, making it difficult for
AI to assess them accurately. To this end, a promising future
research direction is to augment LLMs with trusted data—
e.g., via real-time search (35)—to improve their performance
on new and evolving information (55).

While the average belief and sharing discernment of
participants was positively affected by viewing human fact
checks, this was not the case for viewing LLM fact-checking
information, whether or not such information was optional.
These results are surprising, considering previous research
suggests that LLMs can persuade humans on controversial
topics (56). However, we found that AI-generated fact
checks can affect belief in and intent to share news headlines,
contingent upon the accuracy of the AI’s responses relative
to the veracity of the headlines. Consistent with literature
showing that AI may be perceived as objective (40, 41),
participants tended to believe true headlines less when
the LLM incorrectly labeled them as false. Furthermore,
participants demonstrated an increased willingness to share
true headlines that were correctly identified by the LLM.
The latter outcome is encouraging, as it supports efforts to
enhance the acceptance of reliable information (57). Since
trusted content is far more abundant than misinformation,
future research should investigate how the volume of different
types of content interacts with model accuracy to impact
overall information quality.

When the LLM expressed uncertainty about the veracity
of false headlines, participants were more inclined to believe
and share them. This contradicts research suggesting that
uncertain fact checks can be perceived as false (58), and
that expressions of uncertainty from an LLM can increase
task accuracy (59). While expressing uncertainty has been
considered a desirable quality in automated fact-checking
systems (60), our results illustrate that unsure fact checks
can lead to adverse outcomes. Given the impact of the format
of fact checks (61, 62), this conflicting evidence highlights
an important question for future research: which formats

and styles of AI-generated fact checks are most effective, and
which prompting techniques can reliably create them?

The behavior of participants in the optional condition
revealed a strong selection bias. When participants were
given the choice to view LLM fact-checking information,
those who chose to do so were significantly more likely to
share both true and false news. Furthermore, those who
viewed this information were less likely to believe true news
misjudged as false and more likely to believe false news. These
results suggest that individuals may have already formed their
opinion about a headline before accessing the fact-checking
information. For example, they might wish to confirm what
they believe to be true or see if the AI is wrong. Of course,
many factors may influence how one seeks and processes
fact-checking information, including how well-informed (63)
and confident they are (64). Regardless, some participants
subsequently disregard these fact checks. This pattern is
particularly evident with respect to false headlines, for which
ChatGPT provides highly accurate information. Despite
being presented with helpful information indicating that these
headlines were false, participants were still much more likely
to report believing or being willing to share that content.
Further interaction analyses suggest that individual attitudes
towards AI, as well as partisan congruence with headlines,
are related to this behavior. Although our study design
cannot reveal the exact mechanism behind the outcomes
of the optional condition, the findings suggest that this
misinformation intervention design is unlikely to be helpful.

Future work could explore the effect of telling people
whether a fact check comes from a human or AI. Similar
questions have been investigated in the context of generic
conversations (65), health prevention (66), advertising (67),
and written content (68). In these scenarios, disclosing the
AI-generated source tends to lead to a negative perception of
the content and a preference for human-generated content. A
dedicated investigation on the effect of fact-checking source
disclosure will be required.

We present these results in the context of concerns raised
by experts about the potential for AI to contribute to the
digital misinformation problem (69–72). These concerns
are well-founded; malicious AI-powered bots are virtually
undetectable on social media (73) and even the developers
of ChatGPT report that their technology is likely to be
weaponized by malicious actors (70, 74). To make matters
worse, recent research indicates that state-of-the-art LLMs
can persuade individuals on polarized topics (56, 75) and
create persuasive propaganda (76), providing an incentive for
their use in political information campaigns (70).

While the use of LLM-powered fact-checking to combat
these concerns is enticing, our results reveal that the dynamics
of human-AI interaction make this application potentially
harmful, despite its accuracy. This should not discourage us
from exploring the potential of this technology to help us
mitigate challenging problems. Instead, as artificial intelli-
gence becomes more deeply integrated into our information
environment, it is crucial to fully understand both the risks
and opportunities it presents.

Materials and Methods
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Participant sampling. We utilized Qualtric’s quota-matching system
to ensure that our sample matched the United States population
with respect to gender, age, race, education, and partisanship.
We utilized 2020 U.S. Census (77) and Pew Research (78) data
as references for our quota criteria, which Qualtrics guaranteed
with a ±5% accuracy. We conducted χ2 tests to compare the
distributions across the above dimensions for each experimental
condition (control vs. LLM-optional vs. LLM-forced vs. human
fact check), for both belief and sharing groups. We find one
significant difference: in the belief group only, participants in the
human fact check condition were more educated (i.e., held degrees)
than those in the LLM-optional condition. Our analyses do not
make comparisons between these two groups and our main results
are confirmed by regression analyses that account for this and
other factors. Further details can be found in the Supplementary
Information. After sampling, data for 2,159 participants were
collected. In the belief group, the control, LLM-optional, LLM-
forced, and human fact check conditions had 241, 261, 247, and
300 participants, respectively. In the sharing group, the control,
LLM-optional, LLM-forced, and human fact check conditions had
267, 263, 269, and 311 participants, respectively. The drop-out
rate was low (between 1%–6%) across experimental conditions
(see Supplementary Information). All subjects confirmed their
consent to participate in this study, which was approved by Indiana
University’s IRB (protocol 1307012383).

The data for the control, LLM-optional, and LLM-forced
conditions were collected in March 2023. At the request of
reviewers, data for the human fact check conditions were gathered
later, from March to June 2024. All data were collected following
the same protocols. Participants were randomly assigned to one
of the conditions at their respective times of collection.

News stories. We utilize 40 real news headlines that are related to
US politics, balanced in terms of partisanship, believability, and
the likelihood of being shared. These headlines were generated
for another study (79). Half were true and half false. Each story
included a headline, a lede sentence (if present), and an image. All
headline stimuli are included in our preregistration (50). Further
details can be found in the Supplementary Information.

LLM fact checks. Fact-checking information was generated by
submitting to ChatGPT the prompt “I saw something today that
claimed <HEADLINE TEXT>. Do you think that this is likely to
be true?” This prompt was designed to capture a realistic scenario
in which someone uses an AI chatbot to fact-check a headline
to which they were exposed. All fact checks are included in our

preregistration (50). To quantify and account for ChatGPT’s fact-
checking accuracy, the first three authors independently labeled
the fact-checking information as either “True,” “Unsure,” or “False.”
Final annotations were based on the majority labels (Krippendorff’s
α = 0.79). Further details can be found in the Supplementary
Information.

Human fact checks. Each human fact check begins with a clear
statement about the truthfulness of the claim, such as “The above
claim is True” or “The above claim is False.” Following this, the
fact check addresses the publisher’s reputation: if the headline
is true, it mentions that the publisher is trustworthy; if false, it
highlights the publisher’s unreliability. Brief supporting details
are also provided to justify these assessments. Further details can
be found in the Supplementary Information.

Participant flow. All participants began by completing a brief survey,
followed by exposure to their respective experimental conditions,
followed by another brief survey and debriefing. Regardless of the
condition, all participants saw the same headlines in random order.
These stimuli were presented simultaneously with fact-checking
information or questions about viewing fact checks (depending on
experimental condition) along with questions regarding individual
belief and sharing intention. Participants who failed an attention
check were excluded from the study. Further details can be found
in the Supplementary Information.

Preregistration. Our preregistration (50) included the analysis
plan and predicted outcomes related to results presented in the

Ineffectiveness of LLM intervention section, excluding the human
fact checks condition. Data for this condition was collected later
at the request of reviewers. The preregistration also included
various exploratory analyses without specific outcome predictions.
For all details, we refer the reader to the original preregistration
document.

Code and data availability. All analysis code and data is available
at: github.com/osome-iu/AI fact checking.
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1 Supplementary methods

1.1 Sampling details

In our final sample, females comprised 53.40% of the sample, males 46.46%, and other genders 0.14%. Age
segments were 65+ (20.66%), 55-64 (16.78%), 45-54 (17.74%), 35-44 (16.91%), 25-34 (18.25%), and 18-24
(9.68%). Race percentages were: White (60.17%), Hispanic or Latino/a (17.46%), Black or African American
(13.43%), Asian (5.51%), and Other (3.43%). Slightly more than half of the sample (51.92%) had less than a
college education, while 48.08% had a college degree. With respect to party identification, 50.72% identified
as Democrat or Democrat-leaning, 43.68% as Republican or Republican-leaning, and 5.60% as Independent.

The sampling plan for the control, LLM-optional, and LLM-forced conditions, for both the belief and
sharing groups, was preregistered1 with the goal of obtaining .95 power to detect a small effect size of .1 at the
standard .05 error probability with two-by-three-level between-subject manipulations ([Belief vs. Sharing
groups] × [Control, LLM-forced, LLM-optional conditions]). Power analysis by the G*Power2 software
suggested a minimum number of 44 subjects per condition (N = 264), but we aimed for a larger target
sample size of N = 1,500 (250 participants per condition) to increase the precision of our measurements.
As noted in the Materials and Methods, data for the human fact check conditions were gathered later at
reviewers’ request. Gathering this data required larger sample sizes to meet the minimum spending threshold
of our survey partner (Qualtrics) for both the belief and sharing conditions (300 participants per condition).

1.2 Stimuli curation

The news headlines used as stimuli were selected from a project aimed at comparing misinformation inter-
ventions3. Specifically, 40 headlines were selected from a set of 317 political news stories using a pretest
approach4,5,6 to balance the selected headlines in terms of perceived partisanship, impact, familiarity, sen-
sationalism, and the likelihood of being shared and believed.

The 20 false headlines were originally selected from a third-party fact-checking website (snopes.com),
ensuring their falsehood. The 20 true headlines were all accurate and selected from mainstream news outlets
(e.g., New York Times, Washington Post, Fox News, and Wall Street Journal) to be roughly contemporary
with the false news headlines.

The claims were presented in a digital format resembling popular social media platforms, commonly
known as the “Facebook format”7, which includes an image, the article headline, and a lede sentence (if
present). See the Headlines and fact checks section for all stimuli text.

1.3 LLM fact check generation

A new ChatGPT session was created on the publicly available OpenAI website (chat.openai.com), where
the headline text was inserted into a prompt asking, “I saw something today that claimed <HEADLINE
TEXT>. Do you think that this is likely to be true?” The source of an article (e.g., “nytimes.com”) was
excluded. If an article’s lede sentence was shown in the stimulus image, it was also included in the prompt,
separated by a colon. The prompt for each headline was provided to ChatGPT only once, and the response
was saved as a screenshot. All headlines were generated on January 25, 2023, between 12:30–8:00pm Eastern
Standard Time. According to the release notes8, the language model utilized by ChatGPT at that time was
a version of GPT-3.5 that has since been updated and is no longer available. See the Headlines and fact
checks section for the text of all fact checks as well as the Accuracy of different prompt methods section for
further analysis of model accuracy.

1.4 Human fact check generation

Human fact checks were generated to create a uniform structure with clear judgments, as outlined in the
Materials and Methods. Fact checks for false headlines were selected from the same misinformation inter-
vention study3 from which headline stimuli were selected. Since that study did not create fact checks for
true headlines, one of the authors manually created these by reading each article to identify accurate and
relevant information to support the veracity label. See the Headlines and fact checks section for the text of
all fact checks.

2
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Condition Drop-out Attention-check failure
Belief control 1.46% 63.25%
Belief LLM-forced 3.98% 55.06%
Belief LLM-optional 5.27% 54.26%
Belief human fact check 3.33% 67.32%
Sharing control 1.80% 50.27%
Sharing LLM-forced 6.06% n/a
Sharing LLM-optional 3.62% 54.96%
Sharing human fact check 3.19% 60.05%

Table S1: Drop out and attention-check failure rates for each experimental condition.

Screen-out type Num. of participants
Did not consent 551
Age (< 18 y/o) 58
Non-US resident 37
Would not agree to give their best answers 86

Table S2: Screen-out attrition. These participants were never assigned to an experimental group.

1.5 Attrition

Drop out rates varied between 1%–6% across experimental conditions, as reported in Table S1.
We incorporated an attention-check question that involved a headline created by the researchers stating

that the color of the sky is yellow. Prior to viewing any headlines, participants were informed about this
specific headline and instructed to later answer “Yes” when asked if they believed the headline or were willing
to share it, depending on their respective experimental conditions. To minimize the distinction between the
attention check and the regular experimental stimuli, this question was formatted in the same manner as all
other headlines. This attention check headline was then presented randomly within the 40 stimuli headlines.
Participants who answered this question incorrectly were not included in analyses. Table S1 reports on the
attention-check failure rates in the different groups. In one group this rate is not available due to a Qualtrics
data collection error.

Using χ2 tests, we compared the attrition rates between the control and experimental conditions (LLM-
forced, LLM-optional, human fact check). The LLM-forced condition within the sharing group was excluded
from this analysis due to the data collection issues mentioned above. This analysis revealed significant
differences in attrition between the control and human fact check conditions in the sharing group (Bonfer-
roni adjusted P < 0.001). Despite matching experimental groups on key demographic characteristics and
maintaining identical experimental protocols, these attrition differences may have resulted from different par-
ticipant recruitment procedures employed by Qualtrics at different times. No other evidence of differential
attrition was found.

Table S2 lists the number of participants who were screened out for other reasons prior to being assigned
to an experimental group.

2 Covariates

2.1 Education

The participants’ level of education was assessed by asking the following question: “What is the highest level
of education you have completed?” The provided options, numbered by their corresponding recoded values
for our regression analyses (see Section Regression analyses for details), are listed below:

1. Less than high school degree

2. High school graduate (high school diploma or equivalent including GED)

3. Some college but no degree
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4. Associate degree in college (2-year)

5. Bachelor’s degree in college (4-year)

6. Master’s degree

7. Doctoral degree

8. Professional degree (JD, MD)

2.2 Attitude towards AI

Participants’ attitudes towards artificial intelligence (ATAI) were estimated with a four-item battery that is
a slightly altered version of one developed by Sindermann et al. 9. Specifically, it included the following four
items:

1. I fear artificial intelligence

2. I trust artificial intelligence

3. Artificial intelligence will destroy humankind

4. Artificial intelligence will benefit humankind

Questions were answered with a seven-point Likert scale ranging from “strongly disagree” to “strongly agree.”
Items 1 and 3 were reverse coded such that higher values on all items indicated greater trust in artificial
intelligence. For our regression analyses (see the Regression analyses section for details), each participant’s
ATAI is calculated as the mean value of their responses to this battery.

2.3 Headline congruence

A headline is considered “congruent” with a participant’s partisan perspective if it is typically considered to
be favorable towards the political party that they are affiliated with. Headlines are either pro-Democrat or
pro-Republican, based on the pretest described in the main text. Thus, a congruent headline for a Democrat
(Republican) would be one that is pro-Democrat (pro-Republican). Conversely, an incongruent headline for
a Democrat (Republican) would be one that is pro-Republican (pro-Democrat). In regression analyses, we
recode congruent headlines as 0 and incongruent headlines as 1.

We estimated partisanship by asking participants the following question: “Generally speaking do you
think of yourself as a Republican, a Democrat, an Independent, or what?” Possible answers were “Democrat,”
“Republican,” “Independent,” “No Preference,” “Don’t know,” and “Other” (with a text box to fill if this
option is selected). If “Democrat” or “Republican” was not selected as their answer to this question they were
then asked, “Do you think of yourself as closer to the Republican or Democratic Party?” Possible answers
were “Republican Party,” “Democratic Party,” “Don’t know,” and “Neither.” We consider participants who
answered “Democrat” for the first question or “Democratic Party” for the second question as Democrats.
We consider as Republicans those who answered “Republican” for the first question or “Republican Party”
for the second question. In other words, those who lean towards Democrats (Republicans) were recoded as
Democrats (Republicans) in our analysis. All others are considered Independents.

3 Regression analyses

In this section, we aim to reproduce the results presented in the main text via regression analysis.
In our preregistered research design, we proposed an exploratory analysis employing logistic cross-

classified multilevel modeling (MLM) to predict item-level response accuracy. This approach categorizes
responses into two distinct groups: those considered desirable (i.e., believing or sharing true news, and not
believing or sharing false news) and those deemed undesirable (believing or sharing false news, and not
believing or sharing true news). However, we later noticed two problems with this approach that drove us
to pursue a different exploratory analysis. First, the MLM experienced issues converging properly, raising
doubts about its reliability. Second, we recognized that this methodology does not allow us to separately
analyze responses to true and false news, crucial to assessing discernment. Consequently, to align with the
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Table S3: Ineffectiveness of LLM Fact Checks Coefficients (Belief Group; F = 1454.23, R2 = 0.24, P < 0.001)
Variable Estimate Std. Error t value P Sig.
(Intercept) 0.545 0.048 11.266 < 0.001 ***
Condition(Forced) 0.035 0.030 1.160 0.246
Condition(Optional) 0.005 0.030 0.183 0.855
Condition(HumanFC) -0.011 0.029 -0.379 0.705
Veracity(True) 0.393 0.027 14.776 < 0.001 ***
Age -0.006 0.001 -7.250 < 0.001 ***
Education 0.009 0.005 1.909 0.056 ·
Condition(Forced):Veracity(True) -0.045 0.036 -1.259 0.208
Condition(Optional):Veracity(True) -0.003 0.033 -0.083 0.934
Condition(HumanFC):Veracity(True) 0.181 0.032 5.696 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

analysis in the main text, we opted to employ linear regression with clustered standard errors, clustering by
both participants and responses, with participant responses as the dependent variable. This deviation from
our preregistered exploratory design brings our methodology in line with precedents set in the literature7,4.
The dependent variable in all models is the participant’s response indicating belief or willingness to share
a specific headline, coded as 1 for “Yes” and 0 for “No.” Age and Education level (as described in Educa-
tion) are included as covariates in all analyses. Participants’ age is scaled by a factor of 10 to facilitate the
interpretation of the coefficients, allowing for a more straightforward understanding of the effects associated
with each decade of age rather than each individual year. Finally, for the sake of brevity, we sometimes
use “Optional” and “Forced” interchangeably with “LLM-optional” and “LLM-forced” to describe these
experimental conditions.

3.1 Ineffectiveness of LLM fact checks

To examine the robustness of our findings related to the effects of different treatments on participants’
average discernment, our model incorporates dummy variables for the experimental conditions and headline
veracity, as well as a term accounting for their interactions10,7.

Tables S3 and S4 display the results obtained from fitting our data to this model for the belief and
share groups, respectively. Of particular relevance to our primary findings, the interaction terms of interest,
namely “Condition(Forced):Veracity(True)” and “Condition(Optional):Veracity(True),” are not significant
predictors in either model. On the other hand, the “Condition(HumanFC):Veracity(True)” interaction term
is significant in both models. As shown previously10,7, the coefficients of such interaction terms directly
quantify the average change in discernment driven by each respective experimental treatment. Therefore,
this analysis reinforces our finding that exposure to LLM fact-checking information did not significantly
affect average discernment, whereas human fact checks led to an increase in average discernment.

3.2 Accounting for LLM accuracy

To incorporate the accuracy of the LLM fact checks, we include an interaction between experimental condition
and fact-checking (FC) scenario (True/False × Correct/Incorrect/Unsure). These variables capture the five
scenarios found in our data. We remind the reader that no false headlines were judged to be true in our
data. To match the analysis from the main text and highlight the potential effects of LLM fact-checking
information, we focus on the forced and control conditions.

Tables S5 and S6 present the results of fitting our data to this model for the belief and share groups,
respectively.1 Some significant interaction terms are observed for specific FC scenarios. This tells us that the
Condition × FC Scenario relationship is significantly different in these scenarios relative to the “reference
group” FC Scenario (False × false)—not shown in the table. However, this is not the appropriate reference

1Note that a few standard errors cannot be computed leading to ‘NaN’ values. This occurs only for some terms related to
the “False × unsure” scenario, likely due to the low number of headlines (two) in that scenario.
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Table S4: Ineffectiveness of LLM Fact Checks Coefficients (Share Group; F = 599.84, R2 = 0.11, P < 0.001)
Variable Estimate Std. Error t value P Sig.
(Intercept) 0.826 0.041 20.392 < 0.001 ***
Condition(Forced) 0.049 0.029 1.698 0.090 ·
Condition(Optional) -0.008 0.031 -0.262 0.794
Condition(HumanFC) 0.020 0.029 0.682 0.495
Veracity(True) 0.085 0.018 4.710 < 0.001 ***
Age -0.008 0.001 -13.980 < 0.001 ***
Education -0.016 0.007 -2.389 0.017 *
Condition(Forced):Veracity(True) -0.004 0.017 -0.262 0.793
Condition(Optional):Veracity(True) -0.007 0.019 -0.351 0.725
Condition(HumanFC):Veracity(True) 0.090 0.021 4.357 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

Table S5: Account for LLM Accuracy Coefficients (Belief Group; F = 428.65, R2 = 0.19, P < 0.001)
Variable Estimate Std. Error t value P Sig.

(Intercept) 0.556 0.055 10.079 < 0.001 ***
Cond.(Forced) 0.029 0.030 0.960 0.337
FC Scen.(False × unsure) 0.025 0.009 2.782 0.005 **
FC Scen.(True × false) 0.360 0.034 10.574 < 0.001 ***
FC Scen.(True × true) 0.448 0.026 17.161 < 0.001 ***
FC Scen.(True × unsure) 0.394 0.030 13.198 < 0.001 ***
Age -0.007 0.001 -7.334 < 0.001 ***
Education 0.017 0.008 2.269 0.023 *
Cond.(Forced):FC Scen.(False × unsure) 0.070 0.024 2.864 0.004 **
Cond.(Forced):FC Scen.(True × false) -0.149 0.040 -3.749 < 0.001 ***
Cond.(Forced):FC Scen.(True × true) 0.020 0.034 0.572 0.567
Cond.(Forced):FC Scen.(True × unsure) -0.017 0.040 -0.434 0.664

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

group: we wish to specifically test the significance of this interaction within each fact-checking scenario. To
this end, we conduct post-hoc comparisons similar to those presented within the main text for each group.
Utilizing the fitted models, estimated marginal mean values for the Control and Forced groups are calculated
and compared in each headline scenario, adjusting P values with Bonferroni’s method. The results of these
post-hoc comparisons for the belief and share groups are shown in Tables S7 and S8, respectively. We
observe significant mean differences for fact-checking scenarios in both groups that are consistent with those
presented in the main text. However, we also observe significant mean differences suggesting that the LLM
fact-checking information is harmful in additional fact checking scenarios within both the belief (False ×
false) and sharing (False × false, False × unsure, and True × unsure) groups. To remain conservative in our
analyses, we do not report these results in the main text as they are inconsistent with the corresponding
analysis based on mean differences calculated from the raw data.

3.3 Opt in versus opt out

To provide support for our analysis related to the LLM-optional condition, we now incorporate an interaction
between whether a participant in this condition chose to see LLM fact-checking information (opt in) or not
(opt out) and the fact checking scenario.

Tables S9 and S10 present the results of fitting our data for the belief and share groups, respectively. To
confirm the results presented in the main text, we utilize the models to perform the same comparisons of
estimated marginal means. These post-hoc comparisons further support our findings, and are shown for the
belief and share groups in Tables S11 and S12, respectively.
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Table S6: Account for LLM Accuracy Coefficients (Share Group; F = 259.48, R2 = 0.12, P < 0.001)
Variable Estimate Std. Error t value P Sig.

(Intercept) 0.858 0.050 17.262 < 0.001 ***
Cond.(Forced) 0.047 0.029 1.613 0.107
FC Scen.(False × unsure) -0.010 NaN
FC Scen.(True × false) 0.063 0.017 3.721 < 0.001 ***
FC Scen.(True × true) 0.049 0.033 1.486 0.137
FC Scen.(True × unsure) 0.098 0.020 4.904 < 0.001 ***
Age -0.008 0.001 -8.226 < 0.001 ***
Education -0.037 0.011 -3.481 < 0.001 ***
Cond.(Forced):FC Scen.(False × unsure) 0.031 NaN
Cond.(Forced):FC Scen.(True × false) -0.032 0.006 -5.068 < 0.001 ***
Cond.(Forced):FC Scen.(True × true) 0.044 0.016 2.717 0.007 **
Cond.(Forced):FC Scen.(True × unsure) -0.002 0.018 -0.133 0.894

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

Table S7: Post-hoc analysis of mean belief in headlines, accounting for LLM accuracy

Headline Scenario Forced − Control Std. Err. df t ratio Adj. P † Sig.
True × False -0.120 0.020 19508 -5.915 < 0.001 ***
True × Unsure 0.012 0.011 19508 1.021 1.000
True × True 0.048 0.023 19508 2.063 0.196
False × False 0.029 0.010 19508 2.995 0.014 *
False × Unsure 0.098 0.029 19508 3.427 0.003 **
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S8: Post-hoc analysis of mean intent to share headlines, accounting for LLM accuracy

Headline Scenario Forced − Control Std. Err. df t ratio Adj. P † Sig.
True × False 0.015 0.020 21428 0.756 1.000
True × Unsure 0.045 0.011 21428 3.992 < 0.001 ***
True × True 0.091 0.023 21428 3.922 < 0.001 ***
False × False 0.047 0.010 21428 4.943 < 0.001 ***
False × Unsure 0.078 0.028 21428 2.739 0.0310 *
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S9: Opt In versus Opt Out Coefficients (Belief Group; F = 286.42, R2 = 0.23, P < 0.001)
Variable Estimate Std. Error t value P Sig.
(Intercept) 0.628 0.061 10.251 < 0.001 ***
Option(opt out) -0.243 0.039 -6.294 < 0.001 ***
FC Scen.(False × unsure) 0.082 0.069 1.196 0.232
FC Scen.(True × false) 0.052 0.019 2.704 0.007 **
FC Scen.(True × true) 0.409 0.031 13.082 < 0.001 ***
FC Scen.(True × unsure) 0.301 0.037 8.119 < 0.001 ***
Age -0.004 0.001 -3.825 < 0.001 ***
Education -0.008 0.009 -0.841 0.400
Option(opt out):FC Scen.(False × unsure) < 0.000 0.072 0.002 0.999
Option(opt out):FC Scen.(True × false) 0.442 0.043 10.380 < 0.001 ***
Option(opt out):FC Scen.(True × true) 0.216 0.046 4.673 < 0.001 ***
Option(opt out):FC Scen.(True × unsure) 0.223 0.053 4.212 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
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Table S10: Opt In versus Opt Out Coefficients (Share Group; F = 217.95, R2 = 0.19, P < 0.001)
Variable Estimate Std. Error t value P Sig.
(Intercept) 0.805 0.067 12.066 < 0.001 ***
Option(opt out) -0.305 0.039 -7.873 < 0.001 ***
FC Scen.(False × unsure) 0.017 NaN
FC Scen.(True × false) -0.016 0.005 -2.905 0.004 **
FC Scen.(True × true) 0.104 0.021 5.022 < 0.001 ***
FC Scen.(True × unsure) 0.072 0.018 4.128 < 0.001 ***
Age -0.007 0.001 -5.258 < 0.001 ***
Education 0.001 0.014 0.053 0.958
Option(opt out):FC Scen.(False × unsure) -0.007 0.013 -0.543 0.587
Option(opt out):FC Scen.(True × false) 0.065 0.021 3.104 0.002 **
Option(opt out):FC Scen.(True × true) -0.039 0.029 -1.348 0.178
Option(opt out):FC Scen.(True × unsure) 0.016 0.026 0.598 0.550
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

Table S11: Post-hoc analysis of mean belief in headlines in the Optional condition

Headline scenario Opt in − Opt out Std. Error df t ratio Adj. P † Sig.
True × False -0.200 0.027 10428 -7.288 < 0.001 ***
True × Unsure 0.020 0.015 10428 1.277 1.000
True × True 0.027 0.032 10428 0.837 1.000
False × False 0.243 0.013 10428 18.414 < 0.001 ***
False × Unsure 0.243 0.039 10428 6.226 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S12: Post-hoc analysis of mean intent to share headlines in the Optional condition

Headline scenario Opt in − Opt out Std. Error df t ratio Adj. P † Sig.
True × False 0.239 0.028 10508 8.501 < 0.001 ***
True × Unsure 0.289 0.016 10508 18.347 < 0.001 ***
True × True 0.344 0.032 10508 10.630 < 0.001 ***
False × False 0.305 0.013 10508 22.876 < 0.001 ***
False × Unsure 0.312 0.039 10508 7.917 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates
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Figure S1: Relationship between participants’ ATAI and their (a) belief in and (b) intent to share headlines
for all conditions. Responses are binned with a size of .5 and centers at [1, 1.5, 2, . . . , 7], which does not affect
the regression fit. Headline veracity is indicated by the color of the data.

4 Interaction analyses

In this section, we explore the potential moderation effects of two factors on our main results: attitude
towards AI (ATAI) and headline congruence (see the Covariates section for details). We employ linear
regression with robust standard errors clustered on participant and headline for each key finding discussed
in the main text. Each analysis covered in the Regression analyses section is revisited to incorporate these
variables and create three-way interactions. Covariates that were included in the earlier analyses (Age and
Education level) are included again. The belief and sharing group data are modeled separately.

4.1 Attitude towards AI

We begin by examining whether LLM fact-checking information remains ineffective amongst individuals with
varying levels of ATAI. Therefore, we test the three-way interaction between Condition, Veracity, and ATAI
(Condition × Veracity × ATAI). The human fact checking group is excluded from this analysis, as there is
no reason to believe that participants’ interactions with human-generated fact checks would vary based on
their attitudes toward artificial intelligence. Figure S1 presents the relationship between participants’ ATAI
and their belief in (panel a) and intent to share (panel b) true versus false headlines across all conditions.
The results of our modeling analysis indicate that there is no significant three-way interaction between ATAI
and either belief in (Table S13) or intent to share (Table S14) headlines for all conditions.

Next, we examine whether the effects of fact-checking scenarios stay consistent among people with dif-
ferent ATAI (the three-way interaction Condition × FC Scenario × ATAI). Again, we focus on the forced
and control conditions and exclude data for the optional participants when fitting each model. Figure S2
illustrates the relationship between belief in headlines and ATAI for the control and forced conditions in
each fact-checking scenario. The same relationship is presented with respect to sharing intent in Figure S3.
The result of fitting the belief and share group models are found in Tables S15 and S16, respectively. These
models are then utilized for post-hoc comparisons similar to those presented within the main text for each
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Table S13: Ineffectiveness of LLM Fact Checks Coefficients (ATAI interaction; Belief Group; F = 526.74,
R2 = 0.19, P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.559 0.082 6.793 < 0.001 ***
Condition(Forced) -0.012 0.090 -0.136 0.892
Condition(Optional) -0.052 0.087 -0.596 0.551
Veracity(True) 0.424 0.067 6.303 < 0.001 ***
ATAI 0.001 0.015 0.089 0.929
Age -0.006 0.001 -7.294 < 0.001 ***
Education 0.008 0.006 1.363 0.173
Condition(Forced):Veracity(True) 0.027 0.085 0.315 0.753
Condition(Optional):Veracity(True) 0.116 0.078 1.481 0.139
Condition(Forced):ATAI 0.011 0.022 0.516 0.606
Condition(Optional):ATAI 0.013 0.021 0.633 0.527
Veracity(True):ATAI -0.008 0.015 -0.499 0.618
Condition(Forced):Veracity(True):ATAI -0.017 0.020 -0.815 0.415
Condition(Optional):Veracity(True):ATAI -0.026 0.019 -1.408 0.159

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

Table S14: Ineffectiveness of LLM Fact Checks Coefficients (ATAI interaction; Share Group; F = 318.67,
R2 = 0.11, P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.853 0.093 9.180 < 0.001 ***
Condition(Forced) 0.089 0.119 0.752 0.452
Condition(Optional) -0.268 0.118 -2.265 0.023 *
Veracity(True) 0.015 0.055 0.276 0.782
ATAI -0.005 0.018 -0.279 0.781
Age -0.008 0.001 -10.190 < 0.001 ***
Education -0.024 0.009 -2.712 0.007 **
Condition(Forced):Veracity(True) -0.017 0.066 -0.261 0.794
Condition(Optional):Veracity(True) 0.087 0.066 1.322 0.186
Condition(Forced):ATAI -0.009 0.026 -0.349 0.727
Condition(Optional):ATAI 0.059 0.026 2.243 0.025 *
Veracity(True):ATAI 0.016 0.012 1.330 0.183
Condition(Forced):Veracity(True):ATAI 0.003 0.016 0.211 0.833
Condition(Optional):Veracity(True):ATAI -0.021 0.014 -1.478 0.140

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

10



Table S15: Account for LLM Accuracy Coefficients (ATAI interaction, Belief Group; F = 225.85, R2 = 0.20,
P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.556 0.087 6.423 < 0.001 ***
Cond.(Forced) -0.012 0.091 -0.135 0.893
FC Scen.(False × unsure) 0.041 NaN
FC Scen.(True × false) 0.335 0.095 3.516 < 0.001 ***
FC Scen.(True × true) 0.436 0.102 4.298 < 0.001 ***
FC Scen.(True × unsure) 0.455 0.069 6.568 < 0.001 ***
ATAI < 0.001 0.015 0.013 0.990
Age -0.007 0.001 -7.277 < 0.001 ***
Education 0.017 0.008 2.278 0.023 *
Cond.(Forced):FC Scen.(False × unsure) 0.012 0.115 0.101 0.920
Cond.(Forced):FC Scen.(True × false) 0.054 0.102 0.535 0.593
Cond.(Forced):FC Scen.(True × true) 0.007 0.097 0.072 0.943
Cond.(Forced):FC Scen.(True × unsure) 0.024 0.091 0.268 0.788
Cond.(Forced):ATAI 0.010 0.022 0.443 0.658
FC Scen.(False × unsure):ATAI -0.004 NaN
FC Scen.(True × false):ATAI 0.006 0.018 0.345 0.730
FC Scen.(True × true):ATAI 0.003 0.023 0.119 0.905
FC Scen.(True × unsure):ATAI -0.015 0.016 -0.942 0.346
Cond.(Forced):FC Scen.(False × unsure):ATAI 0.014 0.033 0.418 0.676
Cond.(Forced):FC Scen.(True × false):ATAI -0.048 0.022 -2.210 0.027 *
Cond.(Forced):FC Scen.(True × true):ATAI 0.003 0.023 0.130 0.897
Cond.(Forced):FC Scen.(True × unsure):ATAI -0.009 0.022 -0.435 0.664

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

group. However, to test for an ATAI interaction, this analysis compares the slopes of the Control and Forced
groups predicted response line, given different values of ATAI. These results, shown in Tables S17 and S18
for the belief and share groups, respectively, validate our results by illustrating that participants did not
respond differently depending on ATAI.

Next, we examine whether behavior in the optional condition depends on ATAI by introducing a three-
way interaction term involving whether a participant chose to view LLM fact checks (opt in vs. opt out), fact
checking scenario, and individual attitude towards AI (Opt-Condition × FC Scenario × ATAI). The results
of fitting these models for the belief and share groups are presented in Tables S19 and S20, respectively. We
conduct a post-hoc analysis that compares the slopes of the opt-in and opt-out conditions across varying
levels of ATAI for the belief (Table S21) and sharing (Table S22) groups, respectively. Results of the post-hoc
comparisons can be found in Tables S23 and S24 for the belief and sharing groups, respectively.

We observe clear evidence suggesting that participants with more favorable ATAI are significantly more
inclined to share news headlines (mean b = 0.044) when viewing LLM fact-checking information, irrespective
of the fact checking scenario. However, this relationship does not extend to belief. Instead, we find that
ATAI has a significant and negative influence on belief in True headlines that are not identified as such
for participants who opt out (True × false: b = −.040, P = .014; True × unsure: b = −.033, P < .001).
In other words, when participants decide to not view LLM fact-checking information, they are less likely
to believe incorrectly labeled True headlines if their attitudes towards AI are more positive. It would be
interesting for future research to further explore the underlying psychological mechanisms that drive this
complex relationship between attitudes towards AI, belief in True headlines, and the decision to engage with
LLM fact-checking information.

Finally, we observe some evidence of a significant positive interaction between ATAI within the True ×
unsure fact checking scenario in both the belief and sharing groups. Specifically, when the LLM provided
unsure fact-checking information about true headlines, participants with higher levels of ATAI tended to
believe and be willing to share those headlines more often (belief: b = .032, sharing: b = .044).
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Figure S2: Relationship between belief in headlines and ATAI for the control and forced conditions. Panels
are representative of participants’ responses to different types of headlines. The top and bottom panel
rows represent true and false headlines, respectively. The left, center, and right panel columns represent
ChatGPT’s judgment of those headlines as false, unsure, and true, respectively. The bottom right panel is
excluded as this type of headline (false headlines judged by ChatGPT to be true) does not exist in our data.
Responses are binned with a size of .5 and centers at [1, 1.5, 2, . . . , 7], which does not affect the regression
fit.
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Figure S3: Relationship between headline sharing intent and ATAI for the control and forced conditions.
Panels are representative of participants’ responses to different types of headlines. The top and bottom panel
rows represent true and false headlines, respectively. The left, center, and right panel columns represent
ChatGPT’s judgment of those headlines as false, unsure, and true, respectively. The bottom right panel is
excluded as this type of headline (false headline judged by ChatGPT to be true) does not exist in our data.
Responses are binned with a size of .5 and centers at [1, 1.5, 2, . . . , 7], which does not affect the regression
fit.
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Table S16: Account for LLM Accuracy Coefficients (ATAI interaction, Share Group; F = 137.04, R2 = 0.12,
P < 0.001)

Variables Estimate Std. Error t value P Sig.
(Intercept) 0.862 0.096 8.998 < 0.001 ***
Cond.(Forced) 0.103 0.118 0.875 0.382
FC Scen.(False × unsure) 0.019 NaN
FC Scen.(True × false) 0.042 0.049 0.847 0.397
FC Scen.(True × true) -0.073 0.047 -1.558 0.119
FC Scen.(True × unsure) 0.030 0.053 0.567 0.571
ATAI -0.001 0.018 -0.047 0.962
Age -0.007 0.001 -8.023 < 0.001 ***
Education -0.037 0.011 -3.496 < 0.001 ***
Cond.(Forced):FC Scen.(False × unsure) -0.079 0.052 -1.526 0.127
Cond.(Forced):FC Scen.(True × false) -0.086 0.037 -2.316 0.021 *
Cond.(Forced):FC Scen.(True × true) -0.076 0.088 -0.865 0.387
Cond.(Forced):FC Scen.(True × unsure) 0.005 0.067 0.074 0.941
Cond.(Forced):ATAI -0.013 0.026 -0.496 0.620
FC Scen.(False × unsure):ATAI -0.007 NaN
FC Scen.(True × false):ATAI 0.005 0.008 0.576 0.565
FC Scen.(True × true):ATAI 0.028 0.013 2.069 0.039 *
FC Scen.(True × unsure):ATAI 0.015 0.012 1.331 0.183
Cond.(Forced):FC Scen.(False × unsure):ATAI 0.025 0.017 1.482 0.138
Cond.(Forced):FC Scen.(True × false):ATAI 0.013 0.006 2.007 0.045 *
Cond.(Forced):FC Scen.(True × true):ATAI 0.028 0.020 1.385 0.166
Cond.(Forced):FC Scen.(True × unsure):ATAI -0.001 0.016 -0.088 0.930
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1

Table S17: Post-hoc comparison of belief slopes fit to different condition and ATAI values, accounting for
LLM accuracy

Headline Scenario Forced − Control Std. Err. df t ratio Adj. P † Sig.
False × false 0.010 0.008 19498 1.234 1.000
False × unsure 0.023 0.023 19498 1.000 1.000
True × false -0.038 0.016 19498 -2.313 0.104
True × unsure < 0.001 0.009 19498 0.013 1.000
True × true 0.013 0.019 19498 0.658 1.000
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S18: Post-hoc comparison of sharing intent slopes fit to different condition and ATAI values, accounting
for LLM accuracy

Headline Scenario Forced − Control Std. Err. df t ratio Adj. P † Sig.
False × false -0.013 0.008 21418 -1.537 0.622
False × unsure 0.012 0.025 21418 0.495 1.000
True × false < 0.001 0.018 21418 -0.017 1.000
True × unsure -0.014 0.010 21418 -1.449 0.736
True × true 0.015 0.021 21418 0.746 1.000
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates
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Table S19: Opt In versus Opt Out Coefficients (ATAI interaction, Belief Group; F = 151.22.53, R2 = 0.23,
P < 0.001)

Variables Estimate Std. Error t value P Sig.

(Intercept) 0.593 0.125 4.735 < 0.001 ***
Option(opt out) -0.190 0.123 -1.550 0.121
FC Scen.(False × unsure) 0.081 NaN
FC Scen.(True × false) 0.142 0.053 2.647 0.008 **
FC Scen.(True × true) 0.425 0.130 3.271 0.001 ***
FC Scen.(True × unsure) 0.345 0.084 4.126 < 0.001 ***
ATAI 0.008 0.023 0.347 0.729
Age -0.004 0.001 -3.907 < 0.001 ***
Education -0.007 0.009 -0.714 0.475
Option(opt out):FC Scen.(False × unsure) -0.060 0.021 -2.906 0.004 **
Option(opt out):FC Scen.(True × false) 0.508 0.101 5.046 < 0.001 ***
Option(opt out):FC Scen.(True × true) 0.182 0.221 0.822 0.411
Option(opt out):FC Scen.(True × unsure) 0.303 0.109 2.788 0.005 **
Option(opt out):ATAI -0.011 0.026 -0.424 0.671
FC Scen.(False × unsure):ATAI < 0.001 NaN
FC Scen.(True × false):ATAI -0.019 0.007 -2.712 0.007 **
FC Scen.(True × true):ATAI -0.003 0.027 -0.122 0.903
FC Scen.(True × unsure):ATAI -0.009 0.016 -0.593 0.553
Option(opt out):FC Scen.(False × unsure):ATAI 0.015 NaN
Option(opt out):FC Scen.(True × false):ATAI -0.018 0.021 -0.836 0.403
Option(opt out):FC Scen.(True × true):ATAI 0.008 0.044 0.173 0.863
Option(opt out):FC Scen.(True × unsure):ATAI -0.020 0.022 -0.932 0.351
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
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Table S20: Opt In versus Opt Out Coefficients (ATAI interaction, Share Group; F = 273.28, R2 = 0.19,
P < 0.001)

Variables Estimate Std. Error t value P Sig.

(Intercept) 0.622 0.144 4.309 < 0.001 ***
Option(opt out) -0.165 0.143 -1.154 0.248
FC Scen.(False × unsure) -0.080 NaN
FC Scen.(True × false) -0.017 NaN
FC Scen.(True × true) 0.082 0.082 0.991 0.322
FC Scen.(True × unsure) 0.045 0.065 0.686 0.493
ATAI 0.038 0.027 1.418 0.156
Age -0.007 0.001 -5.057 < 0.001 ***
Education < 0.001 0.014 -0.021 0.983
Option(opt out):FC Scen.(False × unsure) 0.131 NaN
Option(opt out):FC Scen.(True × false) 0.067 0.047 1.436 0.151
Option(opt out):FC Scen.(True × true) 0.008 0.082 0.098 0.922
Option(opt out):FC Scen.(True × unsure) 0.080 0.093 0.859 0.391
Option(opt out):ATAI -0.029 0.030 -0.943 0.346
FC Scen.(False × unsure):ATAI 0.021 NaN
FC Scen.(True × false):ATAI < 0.001 NaN
FC Scen.(True × true):ATAI 0.005 0.017 0.321 0.748
FC Scen.(True × unsure):ATAI 0.006 0.014 0.464 0.642
Option(opt out):FC Scen.(False × unsure):ATAI -0.031 NaN
Option(opt out):FC Scen.(True × false):ATAI -0.001 0.013 -0.053 0.958
Option(opt out):FC Scen.(True × true):ATAI -0.012 0.019 -0.618 0.537
Option(opt out):FC Scen.(True × unsure):ATAI -0.015 0.020 -0.772 0.440
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S21: Opt In versus Opt Out ATAI interaction slopes (Belief Group)
Option Headline Scenario b Std. Err. df t-ratio P Sig.
Opt in False × false 0.008 0.007 10418 1.200 0.230
Opt out False × false -0.003 0.007 10418 -0.437 0.662
Opt in False × unsure 0.008 0.019 10418 0.440 0.660
Opt out False × unsure 0.012 0.023 10418 0.512 0.609
Opt in True × false -0.011 0.013 10418 -0.817 0.414
Opt out True × false -0.040 0.016 10418 -2.464 0.014 **
Opt in True × true 0.005 0.016 10418 0.307 0.759
Opt out True × true 0.001 0.018 10418 0.068 0.946
Opt in True × unsure -0.001 0.007 10418 -0.166 0.868
Opt out True × unsure -0.033 0.009 10418 -3.552 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
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Table S22: Opt In versus Opt Out ATAI interaction slopes (Share Group)
Option Headline Scenario b Std. Err. df t-ratio P Sig.
Opt in False × false 0.038 0.007 10498 5.269 < .001 ***
Opt out False × false 0.009 0.008 10498 1.183 0.237
Opt in False × unsure 0.059 0.021 10498 2.789 0.005 **
Opt out False × unsure -4.71× 10−5 0.026 10498 -0.002 0.999
Opt in True × false 0.038 0.015 10498 2.665 0.008 **
Opt out True × false 0.009 0.019 10498 0.508 0.612
Opt in True × true 0.043 0.017 10498 2.560 0.011 *
Opt out True × true 0.003 0.021 10498 0.181 0.856
Opt in True × unsure 0.044 0.008 10498 5.497 < .001 ***
Opt out True × unsure 0.001 0.010 10498 0.108 0.914
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S23: Post-hoc comparison of belief slopes fit to different ATAI values in the Optional condition

Headline Scenario Opt in − Opt out Std. Err. df t ratio Adj. P † Sig.
False × false 0.011 0.010 10418 1.142 1.000
False × unsure -0.003 0.030 10418 -0.110 1.000
True × false 0.029 0.021 10418 1.369 0.8550
True × true 0.004 0.024 10418 0.147 1.000
True × unsure 0.032 0.012 10418 2.678 0.037 *
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S24: Post-hoc comparison of sharing intent slopes fit to different ATAI values in the Optional condition

Headline Scenario Opt in − Opt out Std. Err. df t ratio Adj. P † Sig.
False × false 0.029 0.011 10498 2.571 0.051 ·
False × unsure 0.059 0.033 10498 1.766 0.387
True × false 0.029 0.024 10498 1.217 1.000
True × true 0.040 0.027 10498 1.481 0.693
True × unsure 0.044 0.013 10498 3.315 0.005 **
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
† Bonferroni’s method comparing a family of 5 estimates
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Figure S4: Relationship between (a) belief in and (b) intent to share headlines and their congruency across
all conditions. Headline congruency is shown along the x-axis.

4.2 Headline congruence

We now examine the potential moderating effects of headline congruence on participants’ belief in and
intention to share them, shown in Figure S4. We model this relationship by including a three-way interaction
between Condition, Veracity, and headline Congruence (Condition × Veracity × Congruence). The results
related to belief and sharing intent can be found in Tables S25 and S26, respectively. We find no evidence
of a significant three-way interaction between headline congruence in either group, suggesting that average
discernment is not altered by the effects of headline congruence.

Figure S5 illustrates the relationship between belief in headlines and their congruency across all fact-
checking scenarios and experimental conditions. The same relationship is presented with respect to sharing
intent in Figure S6. We model this relationship using a three-way interaction between condition, fact-
checking scenario, and headline congruence (Condition × FC Scenario × Congruence). Again, we focus on
the forced and control conditions and exclude data for the optional participants when fitting each model.
The results of fitting the belief and share group models are found in Tables S27 and S28. However, we
again must utilize these models for post-hoc comparisons similar to those presented in the main text for each
group. To do this, we compare headline congruence fitted slopes between the Control and Forced groups.
These results are shown in Tables S29 and S30 for the belief and share group, respectively. We found no
evidence of significant interactions within the belief group. However, in the sharing group, some significant
interactions were observed for a specific fact-checking scenario. Participants who were forced to view unsure
LLM fact checks about politically incongruent true headlines (True × unsure) were more likely to report
a willingness to share these headlines compared to participants in the control group who viewed similar
headlines. This was true despite the fact that, within each group, the tendency was to report a willingness
to share incongruent headlines less than congruent headlines (Control: b = −0.10; LLM-forced: b = −0.03).

Next, we examine whether behaviors in the optional condition differ based on the congruence of headlines
by introducing a three-way interaction term involving whether a participant chose to view LLM fact checks
(opt in vs. opt out), fact-checking scenario, and headline congruence (Opt-Condition × FC Scenario ×
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Table S25: Ineffectiveness of LLM Fact Checks Coefficients (Congruence interaction; Belief Group; F =
762.09, R2 = 0.25, P < 0.001)

Variable Estimate Std. Error t value P Sig.
(Intercept) 0.582 0.049 11.857 < 0.001 ***
Cond.(Forced) 0.029 0.031 0.930 0.352
Cond.(Optional) -0.001 0.031 -0.029 0.977
Cond.(HumanFC) -0.030 0.030 -1.006 0.314
Veracity(True) 0.409 0.031 13.311 < 0.001 ***
Congr.(Inc.) -0.065 0.014 -4.646 < 0.001 ***
Age -0.006 0.001 -7.513 < 0.001 ***
Education 0.009 0.005 1.874 0.061 ·
Cond.(Forced):Veracity(True) -0.056 0.042 -1.341 0.180
Cond.(Optional):Veracity(True) -0.015 0.038 -0.389 0.697
Cond.(HumanFC):Veracity(True) 0.184 0.034 5.389 < 0.001 ***
Cond.(Forced):Congr.(Inc.) 0.017 0.011 1.560 0.119
Cond.(Optional):Congr.(Inc.) 0.026 0.006 4.058 < 0.001 ***
Cond.(HumanFC):Congr.(Inc.) 0.035 0.007 4.718 < 0.001 ***
Veracity(True):Congr.(Inc.) -0.014 0.024 -0.573 0.567
Cond.(Forced):Veracity(True):Congr.(Inc.) 0.018 0.023 0.759 0.448
Cond.(Optional):Veracity(True):Congr.(Inc.) 0.002 0.027 0.082 0.935
Cond.(HumanFC):Veracity(True):Congr.(Inc.) -0.010 0.017 -0.620 0.535
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S26: Ineffectiveness of LLM Fact Checks Coefficients (Congruence interaction; Share Group; F =
313.41, R2 = 0.11, P < 0.001)

Variable Estimate Std. Error t value P Sig.
(Intercept) 0.879 0.044 20.031 < 0.001 ***
Cond.(Forced) 0.023 0.032 0.722 0.470
Cond.(Optional) -0.041 0.034 -1.208 0.227
Cond.(HumanFC) -0.017 0.036 -0.460 0.646
Veracity(True) 0.102 0.026 3.913 < 0.001 ***
Congr.(Inc.) -0.059 0.013 -4.748 < 0.001 ***
Age -0.008 0.001 -13.845 < 0.001 ***
Education -0.018 0.007 -2.542 0.011 *
Cond.(Forced):Veracity(True) -0.022 0.024 -0.928 0.354
Cond.(Optional):Veracity(True) -0.008 0.024 -0.309 0.757
Cond.(HumanFC):Veracity(True) 0.121 0.034 3.554 < 0.001 ***
Cond.(Forced):Congr.(Inc.) 0.015 0.016 0.988 0.323
Cond.(Optional):Congr.(Inc.) 0.051 0.013 3.982 < 0.001 ***
Cond.(HumanFC):Congr.(Inc.) 0.056 0.028 1.970 0.049 *
Veracity(True):Congr.(Inc.) -0.027 0.023 -1.186 0.236
Cond.(Forced):Veracity(True):Congr.(Inc.) 0.031 0.022 1.368 0.171
Cond.(Optional):Veracity(True):Congr.(Inc.) -0.002 0.012 -0.186 0.852
Cond.(HumanFC):Veracity(True):Congr.(Inc.) -0.056 0.037 -1.504 0.133
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
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Figure S5: Relationship between belief in headlines and their congruency across all fact-checking scenarios.
Experimental conditions are grouped along the x-axis based on headline congruency. The top and bottom
panel rows represent true and false headlines, respectively. The left, center, and right panel columns represent
ChatGPT’s judgment of those headlines as false, unsure, and true, respectively. The bottom right panel is
excluded as this type of headline (false headline judged by ChatGPT to be true) does not exist in our data.
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Figure S6: Relationship between intent to share headlines and their congruency across all conditions.
Experimental conditions are grouped along the x-axis based on headline congruency. The top and bottom
panel rows represent true and false headlines, respectively. The left, center, and right panel columns represent
ChatGPT’s judgment of those headlines as false, unsure, and true, respectively. The bottom right panel is
excluded as this type of headline (false headline judged by ChatGPT to be true) does not exist in our data.
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Table S27: Account for LLM Accuracy Coefficients (Congruence interaction, Belief Group; F = 233.48,
R2 = 0.21, P < 0.001)

Variable Estimate Std. Error t value P value Sig.

(Intercept) 0.589 0.057 10.377 < 0.001 ***
Cond.(Forced) 0.022 0.031 0.719 0.472
FC Scen.(False × unsure) 0.081 0.029 2.792 0.005 **
FC Scen.(True × false) 0.383 0.035 10.847 < 0.001 ***
FC Scen.(True × true) 0.484 0.037 13.030 < 0.001 ***
FC Scen.(True × unsure) 0.412 0.034 12.013 < 0.001 ***
Congr.(Inc.) -0.055 0.014 -3.945 < 0.001 ***
Age -0.007 0.001 -7.507 < 0.001 ***
Education 0.016 0.008 2.161 0.031 *
Cond.(Forced):FC Scen.(False × unsure) 0.061 0.035 1.739 0.082 ·
Cond.(Forced):FC Scen.(True × false) -0.190 0.051 -3.683 < 0.001 ***
Cond.(Forced):FC Scen.(True × true) -0.019 0.039 -0.487 0.626
Cond.(Forced):FC Scen.(True × unsure) -0.014 0.049 -0.294 0.769
Cond.(Forced):Congr.(Inc.) 0.017 0.013 1.302 0.193
FC Scen.(False × unsure):Congr.(Inc.) -0.102 0.040 -2.536 0.011 *
FC Scen.(True × false):Congr.(Inc.) -0.025 0.073 -0.340 0.734
FC Scen.(True × true):Congr.(Inc.) -0.045 0.034 -1.313 0.189
FC Scen.(True × unsure):Congr.(Inc.) -0.019 0.027 -0.724 0.469
Cond.(Forced):FC Scen.(False × unsure):Congr.(Inc.) 0.008 0.045 0.173 0.863
Cond.(Forced):FC Scen.(True × false):Congr.(Inc.) 0.061 0.054 1.126 0.260
Cond.(Forced):FC Scen.(True × true):Congr.(Inc.) 0.069 0.035 1.962 0.050 *
Cond.(Forced):FC Scen.(True × unsure):Congr.(Inc.) -0.005 0.031 -0.171 0.864

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S28: Account for LLM Accuracy Coefficients (Congruence interaction, Share Group; F = 133.51,
R2 = 0.12, P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.916 0.054 17.043 < 0.001 ***
Cond.(Forced) 0.015 0.032 0.477 0.633
FC Scen.(False × unsure) -0.036 0.021 -1.693 0.090 ·
FC Scen.(True × false) 0.062 0.040 1.530 0.126
FC Scen.(True × true) 0.051 0.055 0.919 0.358
FC Scen.(True × unsure) 0.122 0.027 4.468 < 0.001 ***
Congr.(Inc.) -0.063 0.015 -4.253 < 0.001 ***
Age -0.008 0.001 -7.974 < 0.001 ***
Education -0.041 0.011 -3.690 < 0.001 ***
Cond.(Forced):FC Scen.(False × unsure) 0.082 0.018 4.674 < 0.001 ***
Cond.(Forced):FC Scen.(True × false) -0.042 0.027 -1.565 0.118
Cond.(Forced):FC Scen.(True × true) 0.074 0.046 1.604 0.109
Cond.(Forced):FC Scen.(True × unsure) -0.027 0.023 -1.147 0.251
Cond.(Forced):Congr.(Inc.) 0.025 0.018 1.369 0.171
FC Scen.(False × unsure):Congr.(Inc.) 0.029 0.039 0.739 0.460
FC Scen.(True × false):Congr.(Inc.) 0.007 0.048 0.140 0.889
FC Scen.(True × true):Congr.(Inc.) -0.006 0.068 -0.093 0.926
FC Scen.(True × unsure):Congr.(Inc.) -0.041 0.027 -1.481 0.139
Cond.(Forced):FC Scen.(False × unsure):Congr.(Inc.) -0.088 0.056 -1.571 0.116
Cond.(Forced):FC Scen.(True × false):Congr.(Inc.) 0.013 0.038 0.351 0.726
Cond.(Forced):FC Scen.(True × true):Congr.(Inc.) -0.064 0.075 -0.855 0.393
Cond.(Forced):FC Scen.(True × unsure):Congr.(Inc.) 0.046 0.026 1.783 0.075 ·
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
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Table S29: Post-hoc comparison of belief slopes fit different FC scenarios and headline congruence

Headline Scenario Forced − Control Std. Error df t ratio Adj. P † Sig.
False × false 0.017 0.019 18738 0.873 1.000
False × unsure 0.025 0.058 18738 0.425 1.000
True × false 0.078 0.041 18738 1.887 0.296
True × true 0.086 0.048 18738 1.804 0.356
True × unsure 0.012 0.023 18738 0.511 1.000
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S30: Post-hoc comparison of sharing slopes fit to different FC scenarios and headline congruence

Headline Scenario Forced − Control Std. Error df t ratio Adj. P † Sig.
False × false 0.025 0.020 19938 1.278 1.000
False × unsure -0.062 0.059 19938 -1.055 1.000
True × false 0.038 0.042 19938 0.919 1.000
True × true -0.039 0.048 19938 -0.815 1.000
True × unsure 0.071 0.023 19938 3.085 0.010 *
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Congruence). Tables S31 and S32 show the results of fitting these models for the belief and intent to share
groups, respectively. We perform a post-hoc comparison of the belief (Table S33) and sharing (Table S34)
group slopes, fit to the opt-in and opt-out conditions across different levels of congruence. The results of
these post-hoc comparisons are shown in Tables S35 and S36, respectively.

We observe that partisan incongruency is significantly negatively related to participants’ belief (Opt in
b = −.086, P < .001; Opt out b = −.097, P < 0.001) and sharing intent (Opt in b = −.038, P = .050; Opt out
b = −.088, P < 0.001) with respect to True headlines that the model was unsure about, regardless of whether
participants chose to view the LLM fact-checking information. Additionally, we find that participants who
did not view the LLM fact-checking information for false headlines were significantly less likely to believe
incongruent headlines (False × false: b = −.057, P = .002; False × unsure: b = −.195, P = .001). In other
words, when participants encountered politically incongruent true headlines that the LLM was unsure about,
their likelihood of believing or being willing to share them diminished significantly. This relationship persisted
irrespective of whether participants opted to access the fact-checking information. This relationship does
not hold for accurately identified True headlines in either the belief or sharing groups. However, we do find
evidence of a similar relationship for false headlines, but only when participants did not view LLM-generated
fact checks.

5 Opt-in behavior

Figure S7 presents the distributions of headlines that participants chose to view when in the LLM-optional
condition. Figure S8 presents the same information by headline veracity for each experimental group. Mann-
Whitney U tests show that there is no significant difference in the average number of headlines opted into by
the belief and sharing groups (P = 0.10). Additionally, we observe no significant difference in the average
number of true versus false headlines chosen by participants in either group (belief: P = 0.13; sharing:
P = 0.55). Table S37 displays statistical results for all opt in versus opt out comparisons discussed in the
main text.
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Table S31: Opt In versus Opt Out Coefficients (Congruency interaction, Belief Group; F = 146.91, R2 =
0.24, P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.637 0.063 10.175 < 0.001 ***
Option(opt out) -0.217 0.046 -4.765 < 0.001 ***
FC Scen.(False × unsure) 0.072 0.083 0.864 0.388
FC Scen.(True × false) 0.034 0.018 1.856 0.063 ·
FC Scen.(True × true) 0.379 0.034 11.154 < 0.001 ***
FC Scen.(True × unsure) 0.344 0.047 7.365 < 0.001 ***
Congr.(Inc.) -0.003 0.023 -0.108 0.914
Age -0.004 0.001 -3.926 < 0.001 ***
Education -0.009 0.009 -0.929 0.353
Option(opt out):FC Scen.(False × unsure) 0.068 0.096 0.710 0.478
Option(opt out):FC Scen.(True × false) 0.457 0.044 10.325 < 0.001 ***
Option(opt out):FC Scen.(True × true) 0.193 0.049 3.907 < 0.001 ***
Option(opt out):FC Scen.(True × unsure) 0.191 0.055 3.444 0.001 ***
Option(opt out):Congr.(Inc.) -0.054 0.043 -1.271 0.204
FC Scen.(False × unsure):Congr.(Inc.) 0.027 0.053 0.503 0.615
FC Scen.(True × false):Congr.(Inc.) 0.043 0.017 2.500 0.012 *
FC Scen.(True × true):Congr.(Inc.) 0.072 0.038 1.871 0.061 ·
FC Scen.(True × unsure):Congr.(Inc.) -0.083 0.039 -2.153 0.031 *
Option(opt out):FC Scen.(False × unsure):Congr.(Inc.) -0.165 0.073 -2.266 0.023 *
Option(opt out):FC Scen.(True × false):Congr.(Inc.) -0.032 0.052 -0.605 0.545
Option(opt out):FC Scen.(True × true):Congr.(Inc.) 0.024 0.064 0.382 0.703
Option(opt out):FC Scen.(True × unsure):Congr.(Inc.) 0.042 0.060 0.703 0.482

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S32: Opt In versus Opt Out Coefficients (Congruency interaction, Share Group; F = 113.92, R2 =
0.19, P < 0.001)

Variable Estimate Std. Error t value P Sig.

(Intercept) 0.798 0.068 11.778 < 0.001 ***
Option(opt out) -0.304 0.039 -7.822 < 0.001 ***
FC Scen.(False × unsure) 0.007 0.018 0.396 0.692
FC Scen.(True × false) -0.005 0.010 -0.462 0.644
FC Scen.(True × true) 0.084 0.039 2.179 0.029 *
FC Scen.(True × unsure) 0.098 0.023 4.253 < 0.001 ***
Congr.(Inc.) 0.013 0.010 1.256 0.209
Age -0.006 0.001 -5.026 < 0.001 ***
Education -0.001 0.014 -0.074 0.941
Option(opt out):FC Scen.(False × unsure) 0.043 0.029 1.472 0.141
Option(opt out):FC Scen.(True × false) 0.058 0.036 1.596 0.111
Option(opt out):FC Scen.(True × true) -0.008 0.068 -0.111 0.911
Option(opt out):FC Scen.(True × unsure) 0.030 0.034 0.897 0.370
Option(opt out):Congr.(Inc.) -0.022 0.014 -1.587 0.113
FC Scen.(False × unsure):Congr.(Inc.) 0.036 0.057 0.623 0.533
FC Scen.(True × false):Congr.(Inc.) -0.023 NaN
FC Scen.(True × true):Congr.(Inc.) 0.060 0.059 1.030 0.303
FC Scen.(True × unsure):Congr.(Inc.) -0.051 0.013 -3.937 < 0.001 ***
Option(opt out):FC Scen.(False × unsure):Congr.(Inc.) -0.105 0.070 -1.494 0.135
Option(opt out):FC Scen.(True × false):Congr.(Inc.) 0.021 0.039 0.553 0.580
Option(opt out):FC Scen.(True × true):Congr.(Inc.) -0.069 0.097 -0.713 0.476
Option(opt out):FC Scen.(True × unsure):Congr.(Inc.) -0.028 0.030 -0.941 0.347

Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1
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Table S33: Opt In versus Opt Out congruency interaction slopes (Belief Group)
Option Headline Scenario b Std. Err. df t-ratio P Sig.
Opt in False × false -0.003 0.019 9978 -0.136 0.891
Opt out False × false -0.057 0.018 9978 -3.077 0.002 **
Opt in False × unsure 0.024 0.052 9978 0.465 0.642
Opt out False × unsure -0.195 0.061 9978 -3.208 0.001 **
Opt in True × false 0.040 0.037 9978 1.081 0.280
Opt out True × false -0.046 0.042 9978 -1.098 0.272
Opt in True × true 0.069 0.043 9978 1.617 0.106
Opt out True × true 0.039 0.049 9978 0.813 0.416
Opt in True × unsure -0.086 0.020 9978 -4.257 < .001 ***
Opt out True × unsure -0.097 0.024 9978 -4.085 < .001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S34: Opt In versus Opt Out congruency interaction slopes (Sharing Group)
Option Headline Scenario b Std. Err. df t-ratio P Sig.
Opt in False × false 0.013 0.017 10138 0.729 0.466
Opt out False × false -0.010 0.020 10138 -0.480 0.632
Opt in False × unsure 0.048 0.052 10138 0.933 0.351
Opt out False × unsure -0.079 0.063 10138 -1.258 0.209
Opt in True × false -0.010 0.035 10138 -0.300 0.765
Opt out True × false -0.011 0.045 10138 -0.251 0.802
Opt in True × true 0.073 0.042 10138 1.758 0.079
Opt out True × true -0.018 0.052 10138 -0.352 0.725
Opt in True × unsure -0.038 0.019 10138 -1.961 0.050 *
Opt out True × unsure -0.088 0.025 10138 -3.501 < 0.001 ***
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, ·P < 0.1

Table S35: Post-hoc comparison of belief slopes for different headline congruence in the Optional condition

Headline scenario Opt in − Opt out Std. Error df t ratio Adj. P † Sig.
True × False 0.086 0.056 9978 1.540 0.619
True × Unsure 0.012 0.031 9978 0.371 1.000
True × True 0.030 0.065 9978 0.459 1.000
False × False 0.054 0.026 9978 2.071 0.192
False × Unsure 0.219 0.080 9978 2.745 0.030 *
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates

Table S36: Post-hoc comparison of sharing intent slopes for different headline congruence in the Optional
condition

Headline scenario Opt in − Opt out Std. Error df t ratio Adj. P † Sig.
False × False 0.022 0.026 10138 0.838 1.000
False × Unsure 0.127 0.081 10138 1.564 0.589
True × False 0.001 0.057 10138 0.015 1.000
True × True 0.091 0.066 10138 1.375 0.845
True × Unsure 0.050 0.032 10138 1.577 0.574
Significance codes: *** P < 0.001, ** P < 0.01, * P < 0.05, · P < 0.1
† Bonferroni’s method comparing a family of 5 estimates
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Figure S7: Distribution of the proportion of headlines for which participants chose to view LLM-generated
fact checking information by experimental group.
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Figure S8: Distribution of the proportion of headlines for which participants chose to view LLM-generated
fact checking information by veracity for the Belief (a) and Share (b) experimental groups.
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Group Veracity Judged Opt in − Opt out Adj. P † Cohen’s d 95% CI (%)

Belief True True 7.46% 0.0411 0.18 [-1.50%, 16.35%]
Belief True False -16.59% < 0.001 -0.35 [-26.34%, -7.24%]
Belief True Unsure 5.51% 1.0 0.12 [-3.70%, 14.47%]
Belief False False 29.35% 0.0049 0.63 [20.81%, 37.93%]
Belief False Unsure 28.12% < 0.001 0.64 [18.43%, 38.12%]
Share True True 39.46% < 0.001 0.85 [30.00%, 49.15%]
Share True False 29.39% < 0.001 0.62 [19.76%, 38.75%]
Share True Unsure 34.24% < 0.001 0.71 [25.18%, 43.17%]
Share False False 37.63% < 0.001 0.74 [28.30%, 46.83%]
Share False Unsure 37.39% < 0.001 0.81 [26.80%, 47.13%]

† Bonferroni’s method comparing a family of 10 estimates

Table S37: Comparisons of the weighted mean difference in the percentage of headlines believed or willing to
be shared when participants chose to view versus not view LLM fact-checking information, split by group,
headline veracity, and veracity judgment of the LLM.
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6 Accuracy of different prompt methods

To investigate the accuracy of different prompting methods, we conducted three additional experiments in
2024 to test ChatGPT-3.5’s ability to correctly predict the veracity of our headline stimuli. Below we briefly
introduce their setups:

0. Original prompt via web in 2023: This is the original, manual approach utilized to generate the
fact-checking information used in our experiment.

1. Original prompt via API in 2024: We reproduced the original prompt with the OpenAI application
programming interface (API) available in 2024.

2. Forced binary via API in 2024: The model is forced to report a judgment of either “True” or
“False” and nothing else.

3. Forced binary + rationale via API in 2024: The model is forced to report a judgment of either
“True” or “False” as well as include the rationale for its judgment.

Approach #1 evaluates differences between using the general public-facing website and the programmable
API options. When we performed the original experiment in 2023, ChatGPT was only available through
the website. The web version of the model has a system prompt that defines the chatbot’s default behavior.
However, the system prompt is not publicly available. The API, on the other hand, allows us to define
the system prompt ourselves, giving us better control over the experiment setup. Approach #2 attempts
to capture a binary design that has been proposed within the literature11, while Approach #3 builds on
Approach #2 by investigating whether asking the model to include a rationale for its judgments leads to
clearer thinking and more accurate responses.2

Table S38: Counts of ChatGPT’s judgments across different prompts. For each approach, from left to right,
we report the prompt style, interface, ground-truth veracity of the headlines, numbers of “True,” “Unsure,”
and “False” judgments, percentage of “Unsure” responses, and the accuracy and F1 scores of ChatGPT
(excluding “Unsure” responses).

Approach Prompt style Interface Veracity True Unsure False % Unsure Accuracy F1

#0 Original Web
True 3 13 4

37.5% 0.84 0.90
False 0 2 18

#1 Original API
True 1 19 0

77.5% 1.00 1.00
False 0 12 8

#2 Binary API
True 7 0 13

0% 0.63 0.71
False 2 0 18

#3 Binary + rationale API
True 8 0 12

0% 0.65 0.72
False 2 0 18

In Table S38, we report the accuracy and F1 scores of ChatGPT’s judgments across the four prompt
approaches in terms of identifying false headlines. To calculate these metrics for Approaches #0 and #1, we
ignore the “Unsure” responses, as this label does not conform to standard accuracy measures. Accuracy is
defined as the portion of correct judgments among all cases and reflects the overall performance of ChatGPT
in different setups. The F1 score is the harmonic mean of precision and recall and serves as another metric
to quantify the performance of ChatGPT in identifying false news headlines.

Excluding “Unsure” headline responses, we find that ChatGPT was more accurate with Approach #1
as compared to Approach #0. However, Approach #1 had a much higher number of “Unsure” responses
(77.5% of the headlines versus 37.5% for Approach #0). Approaches #2 forced ChatGPT to dichotomize the
unsure cases, yielding lower accuracy. Asking ChatGPT to generate rationale together with the judgment
(Approach #3) improved the accuracy marginally.

Caution is necessary when generalizing these findings to AI-based fact-checking accuracy at scale; a
robust evaluation would require a much larger number of test cases12,11. Recent advancements employing
retrieval-augmented generation approaches achieve better performance across a broader range of claim topics

2Per OpenAI’s official prompt engineering guide: https://platform.openai.com/docs/guides/prompt-engineering.
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and modalities13. While research continues rapidly in improving the accuracy of these models, AI model
accuracy will still be constrained when encountering new information that was not included in training data.
The main contribution of our study is not to benchmark the model’s accuracy but to investigate how people
interact with and respond to this information, contextualized by its accuracy.

With these caveats, our results suggest that forcing conventional fact-checking responses (by reducing
uncertainty) leads to more erroneous assessments. Therefore the potential risks of AI-based fact checks
highlighted in our experiment may not be easily addressed by prompt engineering efforts.
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7 Survey questions and participant flow

Here we include all survey questions in the order they are asked, as well as their associated response options
and additional information about participant flow.

Participants begin by reading a consent form and are then asked the following questions.

Q1 Question: After reading the information sheet, do you agree to participate in this study?
Response Options: “Yes” OR “No”
Comments: Participants who answered “No” were screened out.

Q2 Question: We care about the quality of the data we collect. Do you commit to providing your best
and honest answers to every question in this survey?
Response Options: “I will provide my best answers” OR “I will not be able to provide my best
answers”
Comments: Participants who answered “I will not be able to provide my best answers” were screened
out.

Q3 Question: What is your year of birth?
Response Options: A box for entering numerical values was provided.
Comments: Participants who reported being younger than 18 years old were screened out. Non-
numerical values could not be entered.

Q4 Question: Do you currently live in the United States?
Response Options: “Yes” OR “No”
Comments: Participants who answered “No” were screened out.

Q5 Question: What is your gender?
Response Options: “Male” OR “Female” OR “Other” OR “Prefer not to answer”
Comments: Participants who selected “Other” were provided with a box to fill.

Q6 Question: What is your racial or ethnic background? (Check all that apply)
Response Options: “Black or African American,” “American Indian or Alaska Native,” “Asian,”
“Native Hawaiian or Pacific Islander,” “Hispanic or Latino/a,” “Other”
Comments: Participants who selected “Other” were provided with a box to fill.

Q7 Question: Please indicate the answer that includes your annual household income.
Response Options: “Less than $10,000” OR “$10,000 to $14,999” OR “$15,000 to $24,999” OR
“$25,000 to $49,999” OR “$50,000 to $99,999” OR “$100,000 to $149,999” OR “$150,000 or more”
Comments:

Q8 Question: In which state do you currently reside?
Response Options: All 50 US states were provided as individual options, as well as “District of
Columbia,” “Puerto Rico,” and “I do not reside in the United States”
Comments: Participants who selected “I do not reside in the United States” were screened out.

Q9 Question: What is the highest level of education you have completed?
Response Options: “Less than high school” OR “High school or equivalent (diploma or GED)”
OR “Some college but no degree” OR “Associate degree in college (2 years)” OR “Bachelor degree in
college (4 years)” OR “Master’s degree” OR “Doctoral degree” OR “Professional degree (JD, MD)”
Comments:

Q10 Question: Please tell us if you use any of the following social media sites. (Check all that apply).
Response Options: “Facebook,” “TikTok,” “WhatsApp,” “Twitter,” “Reddit,” “Telegram,” “Insta-
gram,” “4chan,” “Truth Social,” “Snapchat,” “Pinterest,” “Rumble,” “Tumblr,” “Twitch,” “Parler,”
“YouTube,” “LinkedIn,” “Gab”
Comments:
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Q11 Question: How frequently do you access the following sources to obtain news via the internet?
Sources: “Search engines (e.g. Google, Bing),” “Social media (e.g. Facebook, Twitter),” “News
Aggregator (e.g., Google News, Flipboard),” “News websites (e.g., nyt.com, vox.com)”
Response Options: Seven point Likert Scale. Options: “Never” (1), “About once every few months”
(2), “About once a month” (3), “About once a week” (4), “A few times a week” (5), “About once a
day” (6), “A few times a day” (7).
Comments:

Q12 Question: Generally speaking, do you usually think of yourself as a Republican, a Democrat, an
Independent, or what?
Response Options: “Republican,” “Democrat,” “Independent,” “Other,” “No preference,” “Don’t
know”
Comments: Participants who selected “Other” were provided with a box to fill. Participants who an-
swered “Republican” or “Democrat” were then asked question 13. Those who provided other responses
skipped Q13 and were directed to Q14.

Q13 Question: Would you call yourself a strong Republican (Democrat) or not a very strong Republican
(Democrat)?
Response Options: “Strong” OR “Somewhat strong”
Comments: The words “Republican” and “Democrat” were not shown together in the question.
Instead, one or the other was dynamically included to reflect the participant’s response to Q12. Only
asked if a participant answered “Republican” or “Democrat” for Q12.

Q14 Question: Do you think of yourself as closer to the Republican or Democratic Party?
Response Options: “Republican party” OR “Democratic party” OR “Neither” OR “Don’t Know”
Comments: Only asked if a participant did not answer “Republican” or “Democrat” for Q12.

Q15 Question: To what extent do you agree with the following statements?
Statements: “I fear artificial intelligence,” “I trust artificial intelligence,” “Artificial intelligence will
destroy humankind,” “Artificial intelligence will benefit humankind”
Response Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “disagree” (2),
“Somewhat disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6),
“Strongly agree” (7).
Comments:

Q16 Question: In the past month, how often did you reference fact-checking websites (e.g., snopes.com or
politifact.org) to check whether a headline you read is true?
Response Options: “A few times a week” OR “About once a week” OR “A few times every week”
OR “At least once a day”
Comments:

ChatGPT Introduction: ChatGPT is an advanced language model developed by OpenAI. It is designed
to generate human-like responses to questions and can be used for various purposes, including fact-
checking. Simply ask ChatGPT a question, and it will provide you with an answer based on the
information it was trained on. However, it’s important to note that ChatGPT is not perfect and may
not always provide accurate information.
Comments:

Q17 Question: Have you used AI-powered tools such as ChatGPT before?
Response Options: “Yes” OR “No”
Comments: Participants who answered “Yes” were then asked questions Q18–Q21, otherwise these
questions were skipped.

Q18 Question: In the past 30 days, how often have you used AI-powered tools such as ChatGPT?
Response Options: “About once,” “A couple of times,” “Several times,” “A few times every week,”
“At least once every day”
Comments: Only asked if “Yes” was the answer to Q17.

31



Q19 Question: Have you ever used AI-powered tools such as ChatGPT to fact-check news reports before?
Response Options: “Yes” OR “No”
Comments: Only asked if “Yes” was the answer to question Q17.

Q20 Question: To what extent do you agree with the following statements?
Statements: “ChatGPT performs really well when fact-checking news reports,” “ChatGPT outper-
forms existing fact-checking services,” “Fact-checking answers provided by ChatGPT can change my
mind,” “Fact-checking answers provided by ChatGPT are objective,” “Fact-checking answers provided
by ChatGPT are trustworthy,” “Fact-checking answers provided by ChatGPT are informative.”
Response Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “Disagree” (2),
“Somewhat disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6),
“Strongly agree” (7).
Comments: Only asked if “Yes” was the answer to question Q17.

Q21 Question: To what extent do you agree with the following statements?
Statements: “I would like to use ChatGPT to verify information in the future on a regular basis,”
“I hope social media (e.g., Facebook, Twitter) incorporate ChatGPT fact-checking in their service,”
“I hope search engines (e.g., Google, Bing) incorporate ChatGPT fact-checking in their service,” “I
hope news aggregation apps (e.g., Apple News, Flipboard) incorporate ChatGPT fact-checking in their
service,” “I will recommend ChatGPT fact-checking services to other people.”
Response Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “Disagree” (2),
“Somewhat disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6),
“Strongly agree” (7).
Comments: Only asked if “Yes” was the answer to question Q17.

Experiment Instructions: Now we are going to show you approximately 40 news headlines that have
appeared recently on the Internet and in media.
Belief group only : Please let us know if you think they are true or false.
Sharing group only : Please let us know whether you would consider sharing it.
Comments: Participants in the fact-checking conditions were also provided with the following in-
structions directly below the above.
LLM-forced : You will also be provided with ChatGPT-generated fact-checking information for each
headline.
LLM-optional : If you are unsure, you have the option to ask a ChatGPT fact-checker for help.
Human fact check : You will also be provided with fact-checking information for each headline.

Q22-Q43 Question: 41 randomly ordered headline stimuli (including 1 attention check item).
Belief Question: “Do you believe the claim in the headline to be true?”
Sharing Question: “Would you consider sharing this story online (for example, through Facebook or
Twitter)?”
Response Options: “Yes” OR “No”
Comments: Depending on one’s experimental condition this question was accompanied by either no
fact checks, human-generated fact checks, AI-generated fact checks that participants were forced to
view, or the same AI-generated fact checks that participants were given the option to view.
Question to view optional AI fact checks: “Would you like ChatGPT to help you verify the headline?”
Options: “Yes” OR “No”

Q44 Question: Did you search the internet for more information about the headlines you were asked
about?
Response Options: “Yes” OR “No”
Comments:

Q45 Question: To what extent do you still agree with the following statements?
Statements: “I fear artificial intelligence,” “I trust artificial intelligence,” “Artificial intelligence will
destroy humankind,” “Artificial intelligence will benefit humankind.”
Response Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “Disagree” (2),
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“Somewhat disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6),
“Strongly agree” (7).
Comments: Participants only saw this question in the LLM-optional and LLM-forced conditions.

Q46 Question: Based on your experience with ChatGPT in this study, to what extent do you agree with
the following statements?
Statements: “ChatGPT performs really well when fact-checking news reports,” “ChatGPT outper-
forms existing fact-checking services,” “Fact-checking answers provided by ChatGPT have changed my
mind,” “Fact-checking answers provided by ChatGPT are objective,” “Fact-checking answers provided
by ChatGPT are trustworthy,” “Fact-checking answers provided by ChatGPT are informative.” Re-
sponse Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “Disagree” (2), “Some-
what disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6), “Strongly
agree” (7).
Comments: Participants only saw this question if in the LLM-optional and LLM-forced conditions.

Q47 Question: Based on your experience with ChatGPT in this study, to what extent do you agree with
the following statements?
Statements: “I would like to use ChatGPT to verify information in the future on a regular basis,”
“I hope social media (e.g., Facebook, Twitter) incorporate ChatGPT fact-checking in their service,”
“I hope search engines (e.g., Google, Bing) incorporate ChatGPT fact-checking in their service,” “I
hope news aggregation apps (e.g., Apple News, Flipboard) incorporate ChatGPT fact-checking in their
service,” “I will recommend ChatGPT fact-checking services to other people.”
Response Options: Seven point Likert Scale. Options: “Strongly disagree” (1), “Disagree” (2),
“Somewhat disagree” (3), “Neither agree nor disagree” (4), “Somewhat agree” (5), “Agree” (6),
“Strongly agree” (7).
Comments: Participants only saw this question if in the LLM-optional and LLM-forced conditions.

Post-stimuli message: Now we have just a few more questions about you.
Comments:

Q48 Question: Did you vote in the 2020 Presidential election?
Response Options: “Yes” OR “No”
Comments: Participants who selected “Yes” were then asked Q49.

Q49 Question: Who did you vote for in the 2020 Presidential election?
Response Options: “Donald Trump/Mike Pence (Republican Party)” OR “Joe Biden/Kamala Harris
(Democratic Party)” OR “Some other candidate”
Comments: Only asked if the answer to Q48 was “Yes.”

Q50 Question: Did you vote in the 2022 midterm election?
Response Options: “Yes” OR “No”
Comments:

Q51-Q52 Question: Affective polarization feelings thermometer (voters and party).
Response Options: Sliders allowed participants to select a value between 0–100 for four different
items: “Republican voters,” “Democrat voters,” “Republican party,” “Democrat party.”
Comments: Please reference the Qualtrics survey file in our preregistration1 for the exact wording
of this question.

Debriefing: All participants were informed about the study purpose in more detail, notified of the ex-
perimental group they participated within, and were again provided with contact information for the
authors, should they have futher questions.
Comments: Please reference the Qualtrics survey file in our preregistration1 for the exact wording
in our debriefing.

33



8 Headlines and fact checks

Here we present the text of each headline, along with its ideological leanings, and both AI- and human-
generated fact-checking information. We also include the veracity of each headline and our coders’ evaluations
of the AI-generated fact checks, categorizing those judgments as true, false, or unsure. AI judgments that
are correct/incorrect are marked as / for convenience (all “Unsure” responses are marked as incorrect).
Headlines ending in an ellipses (“...”) are truncated within the stimuli and the text presented here represents
exactly the text that participants saw during the experiment. Publication dates of stimuli articles were not
provided by the developers of these stimuli (see the Stimuli curation section for more details). To gather
them, we visit each article at the time of writing and extract the date directly from the article itself. If
the publication date was unavailable—due to inaccessible domains or articles, or because the date was not
listed—we sought this information from internet archive sites or the webpage’s metadata. In instances where
dates were obtained through these alternative means, we have marked them with an asterisk (*).

Headline 1: Blacks 4 Trump Group Caught Using Blackface To Pretend They Have Black Members
Publication Date: October 14, 2020
Source: halfwaypost.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: I am unable to verify the credibility of this claim as it depends on the source of the
information and the context surrounding it. However, it is important to note that blackface is a form of
racist behavior that has been used historically to mock and stereotype black people, and it is generally
considered unacceptable in modern society. If the claim is true, it is likely that the group’s actions
would be met with strong condemnation.
AI judgment label: Unsure
Human fact check: The above claim is False. This claim came from the Halfway Post, a website
that publishes satire. This site states that it publishes “daily jokes and satirical hot takes on the latest
political events”. Therefore, this post was never intended to be interpreted as fact.

Headline 2: Biden Buys Film Rights To New ‘MAD’ Movie Just To Piss Off Trump
Publication Date: N/A (domain unreachable)
Source: flake.news
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. As President of the United States, Joe
Biden is a public figure, and any significant actions he takes, such as buying film rights, would be
widely reported by reputable news sources. Additionally, it would be a highly unusual action for a
President to take and would not align with the responsibilities and duties of the position. It is more
likely that this claim is false, or a fabrication and it would be wise to verify the information from
credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This claim came from Flake News, a site that describes
itself as a publisher of “political satire and humor from the most witty writers across the United States.”
As such, the stories posted on this site are satirical and not intended to be interpreted as fact.

Headline 3: Staring At Hard Times, Tucker Carlson May Be Forced To Sell Bow Tie Collection
Publication Date: June 15, 2020
Source: dailykos.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is unlikely that this claim is true. While I don’t have the specific information about
Tucker Carlson’s financial situation, it is unlikely that he would be forced to sell his bow tie collection
in order to make ends meet. The statement seems to be more of a joke or sarcastic comment rather
than a serious claim. Furthermore, I’m not aware of any credible news sources that have reported on
this topic. It would be wise to verify the information from credible sources before sharing it.
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AI judgment label: False
Human fact check: The above claim is False. Tucker Carlson said that he had stopped wearing bow
ties 10 years ago due to abuse. In a 2017 interview with the Los Angeles Times, he reported thinking,
“You know, this is pointlessly provocative...I’m happy to defend my views but I don’t want to have to
defend my neckwear every day.”

Headline 4: Steve Bannon Is Now Selling “Freedom Yogurt” Made Of White People’s Semen
Publication Date: October 9, 2021
Source: dailykos.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. Not only is the claim highly offensive
and disrespectful, it is also illegal to sell food products made from human semen. Furthermore, this
statement is not only highly offensive, but it is also illegal. This kind of claim is likely to be false or
a fabrication, and it would be wise to verify the information from credible sources before sharing it.
Additionally, spreading false or offensive information can cause harm to individuals and communities.
AI judgment label: False
Human fact check: The above claim is False This claim came from the Halfway Post, a website that
publishes satire. This site states that it publishes “daily jokes and satirical hot takes on the latest
political events.” Therefore, this post was never intended to be interpreted as fact.

Headline 5: SUPREME COURT GRANTS BLACK MAN “40 ACRES OF LAND AND A MULE”
Publication Date: June 27, 2019*
Source: worldnewsdailyreport.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. The idea of granting “40 acres of land
and a mule” to black Americans as reparations for slavery was proposed during the Civil War but was
never implemented. The Supreme Court does not have the authority to grant land or property as it is
not a legislative body, it is a judicial one, and its role is to interpret the law, not create it. Additionally,
this would be a highly unusual action for the Supreme Court to take and would not align with the
responsibilities and duties of the position. It is more likely that this claim is false, or a fabrication and
it would be wise to verify the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This claim is from the World News Daily Report,
a satirical website that publishes fictitious news for fun. This photograph depicts Ricky Dale Wyatt,
who was exonerated thanks to DNA evidence after being wrongly convicted. His case had nothing to
do with 40 acres of land.

Headline 6: Trump Is Suing His Grandchildren For Violating NDA’s He Made Them Sign As Infants
Publication Date: May 5, 2021
Source: halfwaypost.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. First, it would be illegal to make infants
sign a legal contract, as they are not of legal age to do so. Additionally, even if the grandchildren
were of legal age, it would be highly unusual for a grandfather to sue his own grandchildren, especially
for something as trivial as violating a non-disclosure agreement. Furthermore, I’m not aware of any
credible news sources that have reported on this topic. It would be wise to verify the information from
credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This claim came from the Halfway Post, a website
that publishes satire. This site states that it publishes “daily jokes and satirical hot takes on the latest
political events.” Therefore, this post was never intended to be interpreted as fact.

Headline 7: Trump Orders Americans To Stop Eating Chinese Food
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Publication Date: August 24, 2019
Source: dailykos.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is unlikely that this claim is true. The President of the United States does not
have the authority to order citizens to stop eating a certain type of food. Additionally, this would be a
highly unusual action for the President to take and would not align with the responsibilities and duties
of the position. Furthermore, I’m not aware of any credible news sources that have reported on this
topic. It would be wise to verifv the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This claim originated from The Daily Noose under
their “satire” tab, and then reposted on the Daily Kos website. This claim was not intended to be
interpreted as fact. No other reputable news sources have reported Trump ordering Americans to stop
eating Chinese food.

Headline 8: Trump Routinely Forced Staffers To Shred And Eat White House Documents
Publication Date: February 6, 2022
Source: halfwaypost.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. It would be illegal to destroy government
documents and it would be highly unprofessional and unethical to force staff members to participate
in such an act. Additionally, this would be a highly unusual action for the President to take and
would not align with the responsibilities and duties of the position. Furthermore, I’m not aware of any
credible news sources that have reported on this topic. It would be wise to verify the information from
credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This post came from the Halfway Post, a website
that publishes satire. The website’s home page states that the site is “A St. Louis gazette of satirical,
halfway real news.” As such, the content on the website not truthful and not intended to be interpreted
as such.

Headline 9: Trump Threatens To Sue Founding Fathers: Resorting to his most tried-and-true tactic, Don-
ald Trump has...
Publication Date: October 22, 2019
Source: dailykos.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is highly unlikely that this claim is true. The founding fathers of the United States
are deceased, and it is not possible to sue them in a court of law. Additionally, this would be a highly
unusual action for the President to take and would not align with the responsibilities and duties of the
position. Furthermore, I’m not aware of any credible news sources that have reported on this topic. It
would be wise to verify the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. Donald Trump has never threatened to sue the found-
ing fathers as it is not possible to sue individuals who have been dead for a long time. This article was
originally posted by The Daily Nooze, a website that produces satirical content that is not intended
to be interpreted as fact.

Headline 10: Trump Voter Wants Taco Bell Shut Down For ’Being Too Mexican’
Publication Date: N/A (domain unreachable)
Source: alternativelyfacts.com
Veracity: False
Leaning: Pro-Democrat
AI fact check: It is possible that an individual with racist views may want to shut down a business
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such as Taco Bell due to it being associated with Mexican culture, but it’s hard to tell without more
context and without knowing the source of the information. However, it is important to note that such
a sentiment is discriminatory, and it would be unacceptable for a business to be shut down based on
racist attitudes. Furthermore, it is worth noting that the president of the United States does not have
the authority to shut down businesses and it would be a highly unusual action for an individual to
take.It would be wise to verify the information from credible sources before sharing it.
AI judgment label: Unsure
Human fact check: The above claim is False. This post comes from Alternatively Facts, a website
that publishes satire. The website states that it is “satirical in scope and intent. It provides fake news
and social criticism in a satirical setting.” As such, this claim was not intended to be interpreted as
fact.

Headline 11: Biden Orders Arrest Of Black Leaders While His Elites Mock Appalachia Flood Victims
Publication Date: N/A (domain unreachable)
Source: trusttheq.com
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. The President of the United States does
not have the power to arrest individuals, and it would be a highly unusual action for him to take.
Additionally, the President would not be able to order the arrest of specific individuals based on their
race or political beliefs as it would be unconstitutional and violative of the civil rights. Furthermore,
it is not credible that the president or his administration would mock flood victims, as it would be
highly disrespectful and unprofessional. Furthermore, I’m not aware of any credible news sources that
have reported on this topic. It would be wise to verify the information from credible sources before
sharing it.
AI judgment label: False
Human fact check: The above claim is False. This post appeared on the website Trust The Q which
is associated with the QAnon conspiracy theory. The website reports that it was created in 2018 “by
URGAFIX (at my request, I’m a FAM, lol).” According to Fox News, QAnon has been the source of
frequent misinformation relating to politics.

Headline 12: BREAKING: Hillary Clinton Found Dead Under Suspicious Circumstances
Publication Date: February 13, 2022∗

Source: dunning-kruger-times.com
Veracity: False
Leaning: Pro-Republican
AI fact check: I have knowledge cut off at 2021, but as of that time, Hillary Clinton was alive
and well. Additionally, any significant event such as the death of a high-profile individual like Hillary
Clinton would be widely reported by reputable news sources and would be confirmed by credible
sources. Therefore, it is likely that this claim is false or a fabrication and it would be wise to verify
the information from credible sources before sharing it. Additionally, spreading false information can
cause harm to individuals and communities.
AI judgment label: False
Human fact check: The above claim is False. Hillary Clinton is not dead. This article appeared on
the Dunning Kruger Times, a website which states “Everything on this website is fiction.” Furthermore,
Hillary Clinton gave a public speech two days after this article was posted.

Headline 13: Delta Force Arrests Chelsea Clinton: Thanks for your support. The content we do is quite
sensitive, s...
Publication Date: N/A (article taken down)
Source: restoredrepublic.co
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. The Delta Force is a specialized unit of the
United States military that conducts sensitive operations and is not typically involved in civilian arrests.
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Additionally, it would be highly unusual for the military to arrest a civilian under such circumstances,
and it would be a violation of the Posse Comitatus Act, which prohibits the use of military personnel
to enforce domestic laws. Furthermore, I’m not aware of any credible news sources that have reported
on this topic, and it would be wise to verify the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. The claim that Chelsea Clinton was arrested for child
trafficking is originally from Real Raw News, a website that publishes satirical content. Chelsea Clinton
was tweeting the day after her supposed “arrest,” and no records indicate that she was incarcerated.

Headline 14: Kamala: ’Our Military Are Soulless Cowards. Their Budget Must Be Cut.’
Publication Date: N/A (domain unreachable)
Source: dailyworldupdate.us
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. Kamala Harris, as the vice-president of the
United States, has a strong commitment to the country and the military. She has shown her support
for the men and women in the military and their families, and it would be highly unprofessional and
disrespectful for her to make a statement like this. Additionally, this would be a highly unusual action
for the vice-president to take and would not align with the responsibilities and duties of the position.
Furthermore, I’m not aware of any credible news sources that have reported on this topic and it would
be wise to verify the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. This claim comes from the Daily World Update, a
website that no longer exists. When the website was active, it had a disclaimer that it was intended to
be satire and that “Everything on this website is fiction.” There is no other record of Kamala Harris
saying this.

Headline 15: Ilhan Omar Spits On The Tomb of the Unknown Soldier
Publication Date: September 19, 2019∗

Source: tatersgonnatate.com
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. Ilhan Omar is a U.S Congress woman, and
asan elected official, she would have a strong commitment to her country and its military. Additionally,
spitting on the Tomb of the Unknown Soldier would be a highly disrespectful and unprofessional act,
and it would be unlikely for a member of Congress to do such a thing. Furthermore, I’m not aware of
any credible news sources that have reported on this topic and it would be wise to verify the information
from credible sources before sharing it. Additionally, spreading false information can cause harm to
individuals and communities.
AI judgment label: False
Human fact check: The above claim is False. This claim is from a website that no longer exists,
Taters Gonna Tate. When the site was active, it had a disclaimer that it published satire: “Everything
on this website is fiction”. This post was categorized in the “Conservative Fan Fiction” category and
therefore was not intended to be interpreted as fact.

Headline 16: Malia Obama Arrested Again, Complete Media Blackout: The truth is right in front of you.
Publication Date: June 7, 2019∗

Source: dailyworldupdate.us
Veracity: False
Leaning: Pro-Republican
AI fact check: I have knowledge cut off at 2021, but as far as I know, there is no credible information
that Malia Obama has been arrested again and there is no evidence of a media blackout. Furthermore,
it would be highly unusual for a media blackout to occur insuch a high-profile case, and it would
be reported by reputable news sources. Additionally, spreading false information can cause harm to
individuals and communities. It would be wise to verify the information from credible sources before
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sharing it.
AI judgment label: False
Human fact check: The above claim is False. The claim that Malia Obama was arrested comes from
Daily World Update, a website that publishes satire. The disclaimer on this site states “Everything
on this website is fiction... If you believe that it is real, you should have your head examined.”

Headline 17: QAnon Wants You To Pee On Your Kids So Democrats Can’t Smell Their Youthful Blood
Publication Date: February 1, 2021
Source: halfwaypost.com
Veracity: False
Leaning: Pro-Republican
AI fact check: This claim is not only highly offensive and disrespectful but also completely unfounded
and untrue. It is not associated with the QAnon movement, which is a far-right conspiracy theory
that has been associated with false and dangerous information. Additionally, it is illegal and highly
inappropriate to engage in such activities with children and would be considered abuse. It is important
to be critical of information from sources that are not credible and to verify information from reputable
sources before sharing it. This claim should be disregarded as it is patently false and offensive.
AI judgment label: False
Human fact check: The above claim is False. This claim came from the Halfway Post, a website
that publishes satire. This site states that it publishes “daily jokes and satirical hot takes on the latest
political events.” Therefore, this post was never intended to be interpreted as fact.

Headline 18: Special Forces Arrest Deep State Dr. Anthony Fauci: US Special Forces on Saturday scored
a major victory in the war...
Publication Date: April 10, 2022
Source: realrawnews.com
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. Dr. Anthony Fauci is a prominent public
health official and the director of the National Institute of Allergy and Infectious Diseases. He is a
respected figure in the field of medicine and has been a key advisor to multiple presidents on public
health matters, especially during the COVID-19 pandemic. The notion that special forces would arrest
him, especially for something related to the “Deep State” is baseless and not supported by any credible
sources. Furthermore, I’m not aware of any credible news sources that have reported on this topic. It
would be wise to verify the information from credible sources before sharing it.
AI judgment label: False
Human fact check: The above claim is False. The director at the National Institutes of Health
confirmed that Fauci was not arrested. Indeed, he appeared live on ABC news the day after the arrest
supposedly occurred. The claim is from Real Raw News, a website that publishes false content and
has a disclaimer that it “contains humor, parody, and satire.”

Headline 19: WOW! Biden Caught Fake Driving - Someone Else Is Steering Vehicle - It Was All a Stunt!
- VIDEO and PICS
Publication Date: May 19, 2021
Source: thegatewaypundit.com
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. The President of the United States is a
public figure and his movements are closely monitored by the Secret Service and the press. It would be
highly unusual for the President to participate in a staged event of this nature and it would be reported
by credible news sources. Additionally, the President of the United States is not legally allowed to
drive due to security reasons, and he is always driven by Secret Service agents. Furthermore, I’m not
aware of any credible news sources that have reported on this topic. It would be wise to verify the
information from credible sources before sharing it.
AI judgment label: False
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Human fact check: The above claim is False. A frame-by-frame analysis of this video shows Biden’s
passenger was not steering the truck, but adjusting a camera that was resting on the dashboard.
According to Melissa Miller, a spokesperson at Ford, the vehicle Biden drove had only one steering
wheel.

Headline 20: YOKO ONO: “I HAD AN AFFAIR WITH HILLARY CLINTON IN THE ’70S”
Publication Date: N/A (domain unreachable)
Source: worldnewsdailyreport.com
Veracity: False
Leaning: Pro-Republican
AI fact check: It is highly unlikely that this claim is true. Yoko Ono and Hillary Clinton were both
involved in different fields and it is unlikely that they would have had the opportunity to meet, let
alone have an affair in the 1970s. Furthermore, I’m not aware of any credible news sources that have
reported on this topic, and Yoko Ono has not made any statements or claims of this nature. It would
be wise to verify the information from credible sources before sharing it. Additionally spreading false
or offensive information can cause harm to individuals and communities.
AI judgment label: False
Human fact check: The above claim is False. This claims is from the World News Faily Report,
is a satirical website that publishes fictitious news for fun. The website itself has a disclaimer that it
“assumes all responsibility for the satirical nature of its articles and for the fictional nature of their
content.”

Headline 21: Biden administration cancels another $3.9 billion in student loan debt for former for-profit
college students
Publication Date: August 16, 2022
Source: cnn.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: As of my knowledge cut off, I am not aware of any recent announcements from the
Biden administration cancelling $3.9 billion in student loan debt for former for-profit college students.
However, it is important to note that the Biden administration has made student loan forgiveness and
cancelling a priority in their agenda, and they have taken steps to cancel student loan debt for certain
groups of borrowers such as those who attended defrauded for-profit colleges. Additionally, there have
been several proposed bills on student loan forgiveness and cancelling that have been introduced in
Congress, and it is possible that some of these bills call for cancelling $3.9 billion in student loan
debt for former for-profit college students. However, it is important to verify the information from
credible sources before sharing it, and to understand that the process of cancelling student loan debt
is a complex one and it may take some time for the administration to implement their plans.
AI judgment label: Unsure
Human fact check: The above claim is True. CNN is a reputable and trustworthy news organization.
Addressing disparities and financial challenges within the education system has been a priority of the
Biden administration.

Headline 22: Biden has tamped down talk of a primary challenge, for now
Publication Date: September 2, 2022
Source: washingtonpost.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: As of my knowledge cut off, I am not aware of any recent announcements from
the Biden administration regarding primary challenges, but it is important to note that during a
presidential term, there is always a possibility of a primary challenge, particularly as the mid-term
elections approach. However, the probability of a primary challenge is influenced by various factors
such as the President’s approval rating, the state of the economy and the political climate, and the
support of the President within his party. Additionally, it is important to note that the primary process
is a democratic one, and the decision to run or not to run is ultimately up to the individual. It would
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be wise to verify the information from credible sources before sharing it, and to understand that the
political landscape is constantly changing and it’s hard to predict the future.
AI judgment label: Unsure
Human fact check: The above claim is True. The Washington Post is a reputable and trustworthy
news organization. At the time of reporting, despite rumors of Democrats challenging President Joe
Biden’s second presidential campaign circulating in private, it appeared that these discussions had died
down.

Headline 23: Biden Warns That American Values Are Under Assault by Trump-Led Extremism
Publication Date: Sept. 2, 2022
Source: nytimes.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: It is possible that President Biden has made statements where he warns that Amer-
ican values are under assault by extremism, particularly by groups and individuals associated with
former President Trump. As of my knowledge cut off, the President Biden and other members of his
administration, have spoken about the need to address the rise of extremism and the threat it poses to
American democracy, especially in the aftermath of the attack on the US Capitol on January 6th, 2021.
Additionally, it’s widely accepted that the former President Trump’s rhetoric and actions have been
associated with the rise of certain extremist groups, and some experts have argued that his presidency
has contributed to a decline in democratic norms and values. However, it would be wise to verify
the information from credible sources before sharing it. It’s important to note that extremism and
the threat it poses to American democracy is a complex issue, and it’s important to understand the
context and the underlying factors that are contributing to the rise of extremism.
AI judgment label: True
Human fact check: The above claim is True. The New York Times is a reputable and trustworthy
news organization. During a speech in front of Independence Hall in Philadelphia, on September 1st,
2022, President Biden cast the midterm elections as a choice between his agenda and the extremism
of “MAGA Republicans.”

Headline 24: Digital World Acquisition Corp urges shareholders to delay merger with Trump Media
Publication Date: September 3, 2022
Source: cnbc.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: I’m not aware of any recent announcements from Digital World Acquisition Corp
regarding a merger with Trump Media, nor of such a company existing. As of my knowledge cut off,
there are no credible news sources reporting on this matter. Furthermore, it is highly unlikely that a
publicly traded company would suggest that its shareholders delay a merger with another company,
especially one that is not related to the company’s business. Furthermore, the former President Trump
is not currently involved in any media company, and it is unlikely that he would be involved in one. It
would be wise to verify the information from credible sources before sharing it, and to be cautious of
misinformation or fabricated news.
AI judgment label: False
Human fact check: The above claim is True. CNBC is a reputable and trustworthy news organiza-
tion. Digital World Acquisition Corp (DWAC), the special purpose acquisition company planning to
take former President Donald Trump’s media firm public, cited legal probes and increasing scrutiny
surrounding the merger, along with concerns about potential negative impacts on the deal and share-
holder value, as primary reasons for seeking to delay the merger.

Headline 25: Ex-NYPD officer sentenced to record 10 years for Jan. 6 riot: WASHINGTON (AP) - A
retired New York Police Department officer was...
Publication Date: September 1, 2022
Source: apnews.com
Veracity: True
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Leaning: Pro-Democrat
AI fact check: It is possible that an ex-NYPD officer was sentenced to a record 10 years for par-
ticipating in the Jan. 6 riot at the U.S. Capitol, but I don’t have information on whether this has
happened recently or not. Additionally, I’m not aware of any credible news sources that have reported
on this topic. Since the events of January 6, a number of people have been arrested and charged with
participating in the riot, and some have received significant prison sentences. It would be wise to
verify the information from credible sources before sharing it. It is important to note that the events
of January 6 were a significant attack on American democracy and the rule of law, and it is crucial
that those who broke the law are held accountable for their actions.
AI judgment label: Unsure
Human fact check: The above claim is True. AP News is a reputable and trustworthy news orga-
nization. Thomas Webster, a 20-year veteran of the NYPD, received a record-setting 10-year prison
sentence for his involvement in the January 6 riots at the U.S. Capitol. The severity of the sentence
was due to his use of a metal flagpole to assault a police officer.

Headline 26: Garland’s perilous path to prosecuting Trump: The attorney general has multiple hurdles to
overcome if he really wants to...
Publication Date: August 31, 2022
Source: politico.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: As of my knowledge cut off, it is true that Attorney General Merrick Garland has
stated that his priority is to investigate and prosecute any individuals who were involved in the attack
on the U.S. Capitol on January 6, 2021. However, it is also important to note that the process of
investigating and prosecuting individuals, particularly a former president, is a complex and difficult
task that can involve multiple legal and political hurdles. The attorney general would have to overcome
several obstacles like the possibility of presidential pardons, the constitutional issues that might arise,
and the political considerations that might be involved. Additionally, it is important to note that the
process of investigating and prosecuting individuals is a lengthy one and it can take some time before
any charges are brought forward. It would be wise to verify the information from credible sources
before sharing it and to be aware that investigation and prosecution process is a complex one and it is
difficult to predict the outcome.
AI judgment label: True
Human fact check: The above claim is True. Politico is a reputable and trustworthy news or-
ganization. Merrick Garland faces a challenging journey in prosecuting Trump, given the potential
political fallout and unprecedented nature of the case against the former president. Additionally, he
must navigate the national security risks involved in disclosing sensitive information during a trial.

Headline 27: Is there such thing as a Joe Biden superfan?: Yes. Well, sort of.
Publication Date: August 30, 2022
Source: washingtonpost.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: It is true that there are people who are fans of President Biden, and his supporters
have been referred to as ‘Biden supporters’ or ‘Biden voters’. These individuals may be enthusiastic
about his policies, his leadership style, or his personality. However, it is important to note that the term
’superfan’ is often used colloquially and it can have different connotations for different people. Some
people may use the term ’superfan’ to refer to someone who is extremely enthusiastic and passionate
about a particular person or thing, but others might use it more casually or in a more tongue-in-cheek
way. It is not a term that is commonly used in political contexts.
AI judgment label: True
Human fact check: The above claim is True. The Washington Post is a reputable and trustworthy
news organization. The article delves into the lives of several avid supporters, or “superfans,” of
President Joe Biden. These individuals — who cite Biden’s reliability and association with Barack
Obama as reasons for their admiration — collect memorabilia, name pets after him, and write fan
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fiction about the president.

Headline 28: The Dangers of Trump-Prosecution Syndrome: The evidence that the former President mis-
handled classified documents is...
Publication Date: August 26, 2022
Source: newyorker.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: I couldn’t find any credible news source reporting about “Trump-Prosecution Syn-
drome” as a term or phenomenon. Furthermore, it is not a term that is commonly used in legal or
political contexts. It is important to note that the investigation and prosecution of any individual,
particularly a former president, is a complex process that involves multiple legal and political consider-
ations. It is the role of the Department of Justice and the judicial system to investigate any potential
wrong doing and to bring charges if there is sufficient evidence to do so. It is important to keep in
mind that the investigation and prosecution process should be based on facts and evidence, not on
political considerations or personal opinions. It would be wise to verify the information from credible
sources before sharing it and to be aware that investigation and prosecution process is a complex one
and it is difficult to predict the outcome.
AI judgment label: False
Human fact check: The above claim is True. The New Yorker is a reputable and trustworthy news
organization. In this article, legal experts stress the necessity of proving harm from Trump’s mis-
handling of classified information and highlight the dangers of hasty or politicized actions that could
further polarize and undermine trust in the United States justice system.

Headline 29: Trump ally Lindsey Graham must testify in Georgia grand jury investigation, federal judge
rules
Publication Date: September 1, 2022
Source: usatoday.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: I’m not aware of any recent federal judge ruling that Senator Lindsey Graham must
testify in a grand jury investigation in Georgia. It’s important to note that a grand jury investigation
is a legal process where a group of citizens hear evidence presented by a prosecutor, and they decide
whether or not to bring criminal charges. A federal judge does have the authority to order a witness to
testify in a grand jury investigation, but it’s important to verify the information from credible sources
before sharing it. It’s also important to note that a grand jury investigation is usually done in secrecy,
so it’s not always possible for the public to know the details of the investigation or who is being called
to testify. It would be wise to consult credible news sources or official statements from the court to
confirm the veracity of this claim.
AI judgment label: Unsure
Human fact check: The above claim is True. USA Today is a reputable and trustworthy news
organization. A federal judge refused to quash a grand jury subpoena for Sen. Lindsey Graham,
allowing inquiries into his communications with Georgia election officials and the Trump campaign
regarding the 2020 election. Graham’s attempt to shield certain testimony under legislative privilege
was denied, signaling intensifying scrutiny of alleged election interference in Georgia.

Headline 30: Trump’s Truth Social barred from Google Play store over content moderation concerns
Publication Date: August 30, 2022
Source: cnbc.com
Veracity: True
Leaning: Pro-Democrat
AI fact check: It is possible that an app or website called “Trump’s Truth Social” has been barred
from the Google Play store over content moderation concerns. Google Play, as well as other app stores,
have terms of service and guidelines that developers must abide by, and violations of these guidelines
can result in an app being removed from the store. Content moderation concerns can include hate
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speech, misinformation, or incitement to violence. It would be wise to verify the information from
credible sources before sharing it, and to understand that the process of moderating content on online
platforms is a complex one and it can take some time for the platform to take action against an app
or website that violates their guidelines.
AI judgment label: Unsure
Human fact check: The above claim is True. CNBC is a reputable and trustworthy news organiza-
tion. In August of 2020, Google notified Truth Social that the app violated the Play store’s standards
for content moderation. As a result, Google removed Truth Social from the Play store at that time.

Headline 31: Biden’s anti-MAGA speech was ’ridiculous’: Campaign PAC chair
Publication Date: September 03, 2022
Source: foxnews.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that a campaign PAC chair or some other political figure said that
President Biden’s speech about the “MAGA” movement (Make America Great Again) or about some
other topic was “ridiculous,” but it’s important to verify the information from credible sources before
sharing it. As a language model, I have no knowledge of what speech is referring to, but it is important
to note that in politics, opinions and statements are diverse and it’s common to have different perspec-
tives on issues and speeches. It would be wise to consult credible news sources or official statements
to confirm the veracity of this claim. It is important to remember that political opinions are diverse
and it’s normal to have different perspectives on political issues and speeches.
AI judgment label: Unsure
Human fact check: The above claim is True. FOX News is a reputable and trustworthy news organi-
zation. In a segment on Fox News Live, Ted Harvey, chair of the “Committee to Defeat the President,”
shared his belief that statements made in a speech by President Biden were “ridiculous.”

Headline 32: Bill Bennett on falling reading and math scores: ’Devastation is the right word’
Publication Date: September 01, 2022
Source: foxnews.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that Bill Bennett, a former United States Secretary of Education, said
that the decline in reading and math scores is “devastation” but it is important to verify the information
from credible sources before sharing it. As of my knowledge cut off, the data on reading and math
scores vary from year to year and it’s influenced by various factors such as the quality of education,
funding for schools, and socio-economic status. It’s important to note that the education system is
complex and it is influenced by many factors, and it’s difficult to generalize the situation with a single
statement. It would be wise to consult credible news sources or official statements to confirm the
veracity of this claim and to understand the underlying factors that are contributing to the decline in
reading and math scores.
AI judgment label: Unsure
Human fact check: The above claim is True. FOX News is a reputable and trustworthy news
organization. During a segment on Fox News Live discussing the decline in math and reading test
scores in the US amid the COVID-19 pandemic, Former Secretary of Education Bill Bennett asserted
that “devastation is the right word.”

Headline 33: Border Patrol agents arrest dozens of illegal immigrant criminals, gang members
Publication Date: September 3, 2022
Source: foxnews.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that Border Patrol agents have recently arrested dozens of illegal
immigrants who have committed crimes or are suspected to be gang members, but it’s important to
verify the information from credible sources before sharing it. The U.S.Border Patrol is responsible
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for enforcing immigration laws within the United States and they do arrest individuals who are in the
country illegally, including those who have committed crimes or are suspected to be gang members.
However, the number of arrests and the specific details of those arrests can vary depending on the
location, the time period, and the type of criminal activity. It would be wise to consult credible news
sources or official statements from U.S. Customs and Border Protection (CBP), the agency which
oversees the Border Patrol, to confirm the veracity of this claim andto understand the context of the
arrests.
AI judgment label: Unsure
Human fact check: The above claim is True. FOX News is a reputable and trustworthy news
organization. In a September 2022 press release, US Customs and Border Protection announced the
apprehension of 21 gang members, two sex offenders, and three illegal aliens with prior convictions
including for robbery and battery.

Headline 34: Democratic Rep. Sean Patrick Maloney has history of employing convicts
Publication Date: September 3, 2022
Source: nypost.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that Representative Sean Patrick Maloney, a Democratic member of
the United States House of Representatives, has a history of employing convicts. However, I do not
have access to recent information about the claim and it’s important to verify the information from
credible sources before sharing it. There are a variety of reasons why an employer might choose to
hire individuals with criminal records, such as a desire to give them a second chance or a belief that
their skills and experience are valuable to the organization. However, it is also important to note that
the decision to hire someone with a criminal record is a complex one that may be influenced by a
variety of factors, including the nature of the crime committed, the individual’s rehabilitation, and
the requirements of the job. It would be wise to consult credible news sources or official statements
from the representative office to confirm the veracity of this claim and to understand the context of
the hiring process.
AI judgment label: Unsure
Human fact check: The above claim is True. NY Post is a reputable and trustworthy news organi-
zation. The article highlights Rep. Sean Patrick Maloney’s employment of individuals with criminal
backgrounds, including Sean Doyle, who attacked his wife, and Jonathan Alvarez, a manslaughter
convict. While Maloney defended his hiring practices, citing the belief in second chances and support
for rehabilitation programs, these actions drew criticisms from Maloney’s opponents.

Headline 35: Gig Workers Tire of Waiting for Action From Biden’s White House
Publication Date: September 2, 2022
Source: nytimes.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that some gig workers are frustrated with the lack of action from the
Biden Administration regarding their work status and benefits. The gig economy, where people work
independently and on short-term contracts instead of being employed by a single company, has grown
rapidly in recent years and gig workers are not covered by traditional labor protections. The Biden
Administration has been focused on a number of pressing issues such as the pandemic, the economic
recovery and social justice issues, and the gig worker’s situation could be considered as one of them.
However, it’s important to note that the process of creating and implementing policies can take some
time and it’s a complex process. It would be wise to verify the information from credible sources such
as news outlets, labor unions and worker’s advocacy groups, and to understand the context of the
current situation and the administration’s priorities.
AI judgment label: Unsure
Human fact check: The above claim is True. The New York Times is a reputable and trustworthy
news organization. This article delves into President Biden’s campaign promises regarding gig work-
ers and the subsequent lack of federal action, hindered by court rulings, a lack of consensus among
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Democrats and labor groups, and challenges from gig companies advocating for the independent con-
tractor model.

Headline 36: Hunter Biden secured dinner for client at Chinese Embassy following luncheon hosted by VP
Biden, emails show
Publication Date: September 1, 2022
Source: foxnews.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that emails exist that show Hunter Biden, son of President Joe Biden,
securing a dinner for a client at the Chinese Embassy following a luncheon hosted by Vice President
Joe Biden. However, it’s important to verify the information from credible sources before sharing it.
It is important to note that the existence of emails doesn’t necessarily mean that any wrongdoing has
occurred and that it would be necessary to see the context of the emails and the investigation of any
potential conflicts of interest. Additionally, if this claim is true, it would be important to understand
the nature of Hunter Biden’s relationship with the client and the Chinese government, as well as the
role of Vice President Joe Biden in relation to this event. It would be wise to consult credible news
sources or official statements and to wait for the outcome of any investigations before drawing any
conclusions.
AI judgment label: Unsure
Human fact check: The above claim is True. FOX News is a reputable and trustworthy news
organization. This article reveals emails indicating Hunter Biden’s pivotal role in helping to secure an
event at the Chinese Embassy in Washington, D.C., potentially leveraging connections from a lunch
hosted by then-Vice President Biden, raising many ethical questions.

Headline 37: McCarthy says ’democracy is on the ballot’ in midterms, blaming Dems for attacking free-
doms
Publication Date: September 1, 2022
Source: washingtontimes.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that the Minority Leader of the United States House of Representatives,
Kevin McCarthy, stated that democracy is on the ballot in the midterms and blaming Democrats for
attacking freedoms, but it’s important to verify the information from credible sources before sharing it.
In politics, leaders and representatives often have different perspectives and opinions on various issues,
and it’s common for them to make statements about the midterms and the importance of voting. How-
ever, it’s important to note that the concept of democracy being on the ballot and the accusations of
attacking freedoms are serious matters, and it would be important to understand the context and the
evidence behind such claims. It would be wise to consult credible news sources or official statements
from the representative office to confirm the veracity of this claim and to understand the context of
the statement.
AI judgment label: Unsure
Human fact check: The above claim is True. The Washington Times is a reputable and trustwor-
thy news organization. This article details House Minority Leader Kevin McCarthy’s campaign-style
speech, wherein he criticizes Democratic leadership for issues like rising crime and high inflation, fram-
ing the upcoming midterm elections as crucial for preserving democracy.

Headline 38: Melania Trump felt violated by FBI agents ’contaminating’ her bedroom during Mar-a-Lago
raid, report says
Publication Date: September 3, 2022
Source: businessinsider.com
Veracity: True
Leaning: Pro-Republican
AI fact check: It is possible that a report exists that claims that former First Lady Melania Trump
felt violated by FBI agents ’contaminating’ her bedroom during a raid at Mar-a-Lago, her husband’s
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private club and residence in Florida. However, it is important to verify the information from credible
sources before sharing it. The FBI conducts raids as part of investigations, and it’s important to
note that the agency follows specific protocols and procedures when conducting these operations. It
would be wise to consult credible news sources or official statements from the FBI or the former First
Lady’s office to confirm the veracity of this claim, and to understand the context of the raid and the
investigation that prompted it. Additionally, it would be important to understand the nature of the
“contamination” and any potential harm caused by the raid.
AI judgment label: Unsure
Human fact check: The above claim is True. Business Insider is a reputable and trustworthy
news organization. After an FBI raid of her home at Mar-a-Lago, Melania Trump claimed the agents
“contaminated” her home, leaving it a “mess.” The agents executed a search warrant related to former
president Trump in which 11 sets of classified documents were found.

Headline 39: Trump pledges to pardon some Jan. 6 Capitol riot defendants
Publication Date: September 2, 2022
Source: washingtontimes.com
Veracity: True
Leaning: Pro-Republican
AI fact check: As of my knowledge cutoff in 2021, former President Trump has not publicly made
any recent statements regarding pardons for defendants involved in the January 6th Capitol riots. It is
important to verify information from credible sources before sharing it. Pardons are a power granted
to the President under the United States Constitution, and it is within the President’s discretion to
grant pardons for federal crimes. However, it is important to note that the process of granting pardons
is a complex one and it’s subject to various legal procedures. It would be wise to consult credible news
sources or official statements from the former President or the White House to confirm the veracity of
this claim and to understand the context of the situation if it were to happen.
AI judgment label: False
Human fact check: The above claim is True. The Washington Times is a reputable and trustworthy
news organization. During an interview with Wendy Bell, a conservative talk radio show host, former
President Donald Trump said he would grant full pardons and an apology from the government to
rioters who stormed the U.S. Capitol on Jan. 6, 2021.

Headline 40: Trump revives claims Biden has dementia after anti-MAGA speech
Publication Date: September 2, 2022
Source: washingtontimes.com
Veracity: True
Leaning: Pro-Republican
AI fact check: As of my knowledge cutoff in 2021, former President Trump has not recently made any
public statements claiming that President Biden has dementia. It is important to verify information
from credible sources before sharing it. It is important to note that making such a claim without any
medical evidence or diagnosis is highly irresponsible and not based on any credible evidence. It is not
appropriate to make unfounded statements about the cognitive health of any individual, including a
President. It would be wise to consult credible news sources or official statements from the former
President or the White House to confirm the veracity of this claim and to understand the context of
the situation if it were to happen.
AI judgment label: False
Human fact check: The above claim is True. The Washington Times is a reputable and trustworthy
news organization. After President Biden delivered an anti-MAGA speech in Philadelphia, Mr. Trump
took to Truth Social, a social platform he launched after being banned from Twitter, commenting, “He
must be insane, or suffering from late-stage dementia!”

Headline 41 (Attention check): The Color of the Sky is Yellow
Publication Date:
Source: Attention.com
Veracity: N/A
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Leaning: N/A
AI fact check: I am unable to verify the credibility of the claim since it is not a part of the task.
Although the color of the sky is unlikely to be yellow, it is more important to pay attention to and
follow the instructions of the task.
AI judgment label: Unsure
Human fact check: Although the color of the sky is unlikely to be yellow, it is more important to
pay attention to and follow the instructions of the task.
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