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Abstract

Despite recent advances in deep learning, the crucial

task of nuclear segmentation for computational pathology

remains challenging. Recently, deep learning, and specif-

ically U-Nets, have shown significant improvements for

this task, but there is still room for improvement by fur-

ther enhancing the design and training of U-Nets for nu-

clear segmentation. Specifically, we consider enforcing ro-

tation equivariance in the network, the placement of resid-

ual blocks, and applying novel data augmentation designed

specifically for histopathology images, and show the rela-

tive improvement and merit of each. Incorporating all of

these enhancements in the design and training of a U-Net

yields significantly improved segmentation results while still

maintaining a speed of inference that is sufficient for real-

world applications, in particular, analyzing whole-slide im-

ages (WSIs). Code for our enhanced U-Net is available at

https://github.com/thatvinhton/G-U-Net.

1. Introduction

The recent surge in interest in deep learning coupled with

increasing availability of large-scale histopatholical image

data sets, such as The Cancer Genome Atlas [17], has re-

sulted in significant advances in computational histological

analysis [13, 19]. A crucial step in such analysis pipelines

is accurate and efficient segmentation of cell nuclei [5, 24].

With the aid of large-scale training data, deep-learning-

based methods for automatically segmenting nuclei have

surpassed traditional approaches, such as watershed [23]

and thresholding [18] algorithms, though, despite these im-

provements, this step remains challenging and continues to

be an active area of research [9, 26]. Changes in nuclear

morphology are well-studied indicators of diseases, such as

cancer, which motivates the continued development of ef-

fective methods of automated segmentation.
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Figure 1: Segmentation results of our fully-enhanced U-

Net on example test histopathology images. Left. Ground-

truth annotations. Right. Our results. The estimated nuclear

boundary is visualized in green. Patches are cropped for

better visualization. Best view in color.

Initial approaches using deep learning operated by scan-

ning the image patch-by-patch and generating a label (e.g.,

nucleus or non-nucleus) for each pixel centered in each

patch [10, 25, 13]. Subsequent morphological processing



could be applied to help smooth and refine the generated

label masks and ensure that the segmented regions are con-

tiguous; an example is the work of [25] that uses learned nu-

clear shape priors to encourage consistent inference. More

recently, the U-Net architecture was proposed [19], which

operates on the entire image and jointly infers the label at

each pixel simultaneously, leading to more spatially coher-

ent segmentation. U-Nets have been shown to achieve im-

proved accuracy on several bioimage segmentation tasks,

even when the data set is relatively small [19].

In this work, we bring together several recent develop-

ments in bioimage analysis to enhance the current method-

ology for deep-learning-based nuclear segmentation and,

through a thorough ablation study, show the relative im-

provement and merit of each. We show that combining

these enhancements together can achieve significantly im-

proved scores for several important metrics at a speed that

is sufficient for real-world applications, such as analyzing

whole-slide images (WSIs).

The first enhancement to the U-Net we consider is to en-

code equivariance to groups, specifically rotation and trans-

lation, following the work of group-equivariant CNNs (G-

CNNs) [3], thereby obviating the need to learn such equiv-

ariance through extensive and time-consuming data aug-

mentation. This enhancement helps the learned network to

better generalize to such variation in unseen data. G-CNNs

have recently been shown to demonstrate top performance

on segmenting regions of interest in histology images [22]

and biological structures in other types of bioimages [1], but

have not yet been applied to the task of nuclear segmenta-

tion.

Secondly, we enhance the long-skip connections in the

U-Net from the downsampling to upsamling arms of the

“U” with residual blocks, an insight that has shown im-

proved performance for other applications [2]. The motivat-

ing hypothesis of this modification is that providing richer

low-level features from the downsampling arm, learned

through the residual blocks, to the upsampling arm will aid

in producing detailed boundaries, especially between touch-

ing nuclei.

Lastly, we propose a novel means of data augmentation

specifically designed for histological images to aid in train-

ing. Although the rate of generation of H&E image data is

increasing, fully-labeled training data is still scarce. There-

fore, augmentation of training data is still crucial for learn-

ing robust models. In addition to standard augmentation

techniques of elastic deformations, blurring, and additive

noise, we generate synthetic images by slightly translating

and deforming the nuclei and filling any empty pixels by in-

painting [27]. This method was inspired by recent work in

video object segmentation [11], which demonstrated signif-

icant improvements in performance. Others works have also

proposed means of generating synthetic, realistic histologi-

cal images [16], though ours is much simpler to implement.

We demonstrate the merit of each of these considerations

for designing and training U-Nets for nuclear segmentation

on a data set of several histology images from TCGA sam-

ples for various types of tissue [13]. Several demonstrative

results of our fully-enhanced U-Net are shown in Fig. 1. We

use the aggregated Jaccard index (AJI), Dice coefficient,

and F1-score as metrics for evaluation. We show that the

combination of these improvements yields significant gains

for segmentation.

2. Method

The standard U-Net architecture consists of two arms,

one for downsampling the feature maps to a lower-

dimensional space and one for upsampling the feature maps

back to full resolution. Each downsampling layer consists

of convolution, non-linear activation, pooling, and batch

normalization. Each upsampling layer consists of similar

operations except that pooling is replaced by upsampling.

Additionally, residual blocks [7], which are used to increase

the depth of the network, can be added. In [6], some ex-

periments evaluated the performance of different types of

residual blocks. We inherit from their work the architecture

producing the best reported performance. Lastly, to help

with interpolating the higher-resolution feature maps, fea-

tures from the downsampling arm are conveyed to the up-

sampling layers by long-skip connections. From this base-

line architecture, we incorporate two enhancements, namely

group-equivariant operations to encode equivariance to ro-

tation and translation, and residual blocks along the long-

skip connections. We describe these enhancements below.

As in other deep-learning-based approaches [13], we

formulate nuclear segmentation as a pixel labeling prob-

lem with three potential labels, namely, nuclear interior,

nuclear boundary, and background. The network is de-

signed and trained to produce a probability map for each

label. Creating a label especially for the boundary results

in a larger contribution to the objective for boundary pix-

els and thereby encourages the network to produce a more

accurate boundary, which is generally harder to infer by

post-processing than pixels away from nuclear boundaries.

Our post-processing method of morphological operations,

described below, helps to refine the output of the U-Net

by smoothing edges and ensuring contiguous segmentation

boundaries.

Input data is first stain-normalized before being fed to the

U-Net. To help train the model, we employ several means

of data augmentation, including our proposed histology-

specific method, which we describe below.

2.1. Encoding group­equivariance

As noted in [3], it is helpful to think of the input image to

a neural network as a function f : Z2
→ R

K that maps 2D



Figure 2: Our proposed rotation and translation-equivariant U-Net architecture. (a) Highest-level view, showing sequential

encoder and decoder blocks. Our residual blocks along the long-skip connections of low-level layers are also shown. (b)

Details of encoder blocks. (c) Details of decoder blocks. (d) Details of RS blocks, with several residual blocks in series,

which are found on long-skip connections and within decoder and encoder blocks. (e) Details of residual blocks. (*) Because

of limited space, we omit the batch normalization layers and ReLu activation layers after g-conv blocks.

space to pixel intensities. The insight of [3] for CNNs was

to generalize equivariance to translation, which is inherent

to standard convolution, to other transformations by defin-

ing convolution for groups in general, of which Z
2 with

translations is a specific example. An important group for

histology images is the p4 group, which consists of trans-

lations and rotations about the origin by 90 degrees of el-

ements in Z
2. A group-equivariant neural network can be

created by the composition of group-equivariant convolu-

tion with several other group operations, given below, which

preserve equivariance to such transformations throughout

the network. The placement of these operations in the net-

work can be seen in Fig. 2.

Group-equivariant convolution

Group-equivariant convolution is the generalization of con-

volution to functions on groups, the set Z2 with translation,

on which convolution is normally defined, being a specific

type of group. For a group G, the convolution of a filter

ψ : G → R
K with a feature map f : G → R

K is defined to

be the sum, over all elements in G, of their inner product:

(f ∗ ψ)(g) =
∑

k

∑

h∈G

fk(h)ψk(g
−1h). (1)

Here, the action of element g on h ∈ G is expressed by gh,

and g−1h is the action of the inverse of g. For example,

if the group is the translation of elements x ∈ Z
2, then

gx = x+ g and g−1x = x− g and we would have standard

convolution. Since the output function is a function of G,

which indexes not only pixel locations, but also rotations,

this information can be preserved throughout the network

thereby preserving equivariance to such transformations.

Since the input images to the network are functions on

Z
2, the output of the first group-equivariant convolutional

layer is a special case, given by

(f ∗ ψ)(g) =
∑

k

∑

z∈Z2

fk(z)ψk(g
−1z). (2)

Group-equivariant upsampling

For the upsampling arm of the U-Net, before each layer,

we first upsample the feature map from the layer below

by 2 using nearest-neighbor interpolation, which preserves

equivariance to translations and rotations of 90 degress.

This method of upsampling is the same as deconvolution or

transpose convolution with a 2×2 filter of all ones [15] and

helps to keep the number of trainable filters in the network

manageable.



Figure 3: Our proposed post-processing method, consisting of a series of several morphological operations. Each step is

visualized by its result.

Group-equivariant pooling and residual blocks

As noted in [3], for the p4 group, max-pooling with a stride

of 2 preserves the equivariance properties of the network,

and this is the pooling operation we use in the downsam-

pling arm of the U-Net. Also noted in [3], since residual

blocks are simply the addition of two group-equivariant fea-

ture maps, the output will also be group-equivariant.

Group projection

To create the final segmentation image, we must transform

the domain of the feature maps in the U-Net from G back

to Z
2. To do so, we average the feature map for each filter

over rotations. This is called the group projection layer, as

in other works [14].

2.2. Long­skip connections with residual blocks

In the typical U-Net [19] architecture, the number of

convolution blocks at low-level layers is small, which lim-

its the effective local field-of-view and thereby decreases

the quality of features which the network can use to delin-

eate the output boundary. To provide richer low-level fea-

tures to the final layers of the upsampling arm of the U-Net,

we enhanced the baseline U-Net by adding residual blocks

on long-skip connections. Our long-skip connections en-

hanced with residual blocks are visualized in Fig. 2a, and

a detailed view of the long-skip connections and residual

blocks are shown in Fig. 2d and Fig. 2e, respectively.

2.3. Morphological post­processing

Even though the U-Net deep learning architecture pro-

duces a full segmentation mask, unlike patch-based deep

learning methods, post-processing, specifically morpholog-

ical operations, are still essential to yielding contiguous re-

gions and accurate nuclear boundaries. We designed a post-

processing pipeline, shown in Fig. 3, to accomplish this. It

consists of the following steps. A mask of confident in-

terior pixels is created by identifying pixels for which the

inside probability is greater than other labels, followed by

morphological opening. A map of nuclear seeds is created

by thresholding (thres = 0.85) the probability of the inte-

rior class of these pixels, followed by opening. Each seed

is assigned a unique index, which is propagated to all con-

nected interior pixels. Regions not covered will be assigned

new index and combined with the previous result. Then, we

apply binary dilation to create the final result. The parame-

ters, such as window size, for these various morphological

operations were optimized on the validation set in our ex-

periments.

2.4. Data augmentation by nuclear deformation

To aid in training a robust network that minimizes over-

fitting, we implemented a novel approach designed specific

for histology image analysis to generate augmented train-

ing images. Given the ground-truth annotations, each nu-

cleus in an image is extracted and then deformed slightly by

affine, spline, and elastic transformations as well as small

random translation, yielding a new orientation, position,



Figure 4: (a) Our proposed process generating new synthetic images with their corresponding annotations. (b) Data augmen-

tation and color normalization examples. The first row shows example training images from [13]. The second row shows

synthetic images generated by our proposed data-augmentation method. The last row shows the original training images

normalized by the method proposed in [21].

and shape. Extracting the nucleus from the image produces

empty holes in the background, which are filled by the im-

age inpainting method proposed in [27]. Some elastic trans-

formations and slight Gaussian blurring are applied at this

point, along with some added speckle noise. The trans-

formed nuclei are then overlaid back onto the reconstructed

background image. Finally Gaussian blurring is applied to

help smooth any harsh or unnatural edges between the aug-

mented nuclei and the background. Fig. 4 diagrams this

process and shows examples of resulting augmented train-

ing images.

2.5. Stain normalization

To reduce the uninformative and possibly confusing

color variation inherent to H&E stained images, we use the

structure-preserving color normalization method proposed

in [21]. One image from the training data set is used as the

target and all other images, including the new augmented

data, are converted to its color space. We use λ = 0.1 as

recommended in [21]. The last row in Fig. 4b shows exam-

ple normalized images.

3. Experiments and Results

3.1. Data set and evaluation metrics

We evaluated our enhanced U-Net architecture and pro-

posed training data augmentation approach on the data set

curated by [13], which consists of 30 histopathology im-

ages with accompanying full segmentation masks. The im-

ages are 1000×1000 pixels in size and were extracted from

WSIs from unique TCGA samples, from a variety of differ-

ent organs. To comprise the training set, four images were

randomly selected from breast, liver, kidney and prostate

samples. The remaining 14 images were from 7 different

organs and were evenly split into validation and testing sets.

To aid in training, for each image, we generate 25 new syn-

thetic images and their corresponding masks by our pro-

posed method, yielding a total of 750 new synthetic images.

For evaluation, we focused on the AJI metric, proposed

in [13], which balances detection accuracy with the accu-

racy of the delineated boundaries of nuclei, though we also

considered the F1-score & Dice coefficient to shed more

light upon the performance of the various architectures.

3.2. Experimental setup

Our U-Net architectures operate on patches of size 128×
128 (due to size limitations of the GPU), so to generate a set

of training patches, we extracted random patches from each

image during training. Before extracting the patch, the orig-

inal image was rotated and scaled by random amounts. The

network was trained to minimize the cross entropy loss plus

the generalized Dice loss [20], which helps specifically to

learn sharper boundaries by addressing the class imbalance

problem of boundary pixels. We used the Python library

NiftyNet [4] for an implementation of the Dice loss. We

adopt the weight initialization proposed in [8]. In our ex-



periments, we found that our enhanced U-Net works bet-

ter without dropout layers, so we removed them, since they

only increased the number of training steps required to con-

verge. We used the Adam [12] optimizer for learning. The

learning rate was set constant as 5e − 5 during the training

process because of the adaptive property of Adam optimiza-

tion [12]. Our batch size was restricted to be four, due to

memory limitations on the GPU. We trained each network

for roughly 300,000 steps. We used the validation set to

fine-tune parameters.

During test-time inference, to generate a complete seg-

mentation map, since the images are larger than 128 × 128
pixels, we perform inference on overlapping patches, with

an overlap of 62 pixels, and then merge the results. We use

the reflection transformation to pad patches on the bound-

aries of the original image.

3.3. Experimental results

Fig. 1 shows the results of our fully-enhanced U-

Net, trained with augmented images, on several example

histopathology images from the held-out test set, and the

first row of Table 1 shows its performance according to

the aforementioned metrics. As can be seen in Fig. 1,

the boundary between overlapping nuclei can be reason-

ably separated by our method. Moreover, our method is

able to generalize well to other types of organs, even those

for which it was not trained. The first two lines in Fig. 1

are from stomach and colon tissue, respectively, which tis-

sue types were not in the training set, yet our method still

produces strong results. On the entire test set, our method

achieved an AJI of 0.629. For comparison, the method pro-

posed in [13] achieved an AJI of 0.508 on the same data

set, although this comparison is not definitive, since 7 fewer

images from the data set were used for training in their ex-

periments.

Processing an entire image of size 1000× 1000 on a sin-

gle TITAN V 12GB GPU with our enhanced U-Net archi-

tecture takes only about 17 seconds. The subsequent post-

processing incurs an additional 2 seconds on a CPU to cre-

ate the final result.

3.4. Ablation study

We further evaluated the effect of each proposed compo-

nent to the performance of our method through an ablation

study. Example resulting segmentations from each of the

following experiments are shown in Fig. 5 and the perfor-

mance according to the aforementioned metrics are given in

Table 1.

Residual blocks on long-skip connections

In this experiment, we removed all residual blocks on the

long-skip connections of the U-Net architecture. To make

Method AJI F1-score Dice’s coef. #Params

Ours 0.6291 0.8469 0.7980 102M

Ours - D.A 0.6019 0.8006 0.7796 102M

Ours - R.S 0.6151 0.8349 0.7846 101M

Ours - G.E. 0.6125 0.8490 0.7893 101M

Table 1: Quantitative comparison of each proposed com-

ponent of the U-Net architecture and training procedure.

-D.A: without our proposed synthetic data; -R.S: without

residual blocks on the long-skip connections; -G.E.: the U-

Net without group-equivariant operations.

a fair comparison, we compensated by adding more resid-

ual blocks in the encoder and decoder components to main-

tain the number of trainable parameters. All of other hyper-

parameters were kept constant. The first and third line in Ta-

ble 1 show the comparison between the two different mod-

els. Without residual blocks on the long-skip connection,

the AJI value decreased by 1.4%, and the Dice score and

F1-score decreased by 1.3% and 1.2%, respectively. This

strengthens the credibility of our hypothesis that residual

blocks on the long-skip connections help the network ex-

tract richer low-level features and thereby aid the network in

delineating nuclear boundaries of touching nuclei. Fig. 5c

and 5d further visualize the results of the two architectures.

Some nuclei in Fig. 5d evidence a difficulty in separating

their overlap, while our architecture with long-skip residual

blocks successfully separates them.

New synthetic data

To see the effect of the new synthetic data we proposed,

we withheld these synthetic images from the training set

and trained a separate network on this reduced training set.

The architecture of the network and all of other hyper-

parameters were kept the same. As can be seen in Ta-

ble 1, training with these new synthetic images can improve

the model’s performance by approximately 2.7% in AJI,

showing the most profound impact upon performance com-

pared to the other two contributions. This suggests that this

method of data augmentation further offsets the problem of

sample scarcity for histopathological analysis, even beyond

standard augmentation techniques. This is significant since

labeling this type of data is extremely labor intensive.

Group equivariance

To see the effect of group-equivariant operations, we re-

placed these operations with standard operations for a CNN

and retrained the network. Following the work in [3], to

preserve the same number of trainable parameters, we dou-

bled the number of filters in each convolution layer in the

ordinary network, while keeping the same architecture oth-



(a) Input patch (b) Annotation (c) Ours

(d) Ours - R.S (e) Ours - D.A (f) Ours - G.E.

Figure 5: The visualization of example results of different methods in the ablation study. The segmented region for each

distinct detected nucleus is shown by a unique color. The background is visualized in black. Patches are cropped for better

visualization. Best view in color. -D.A: without our proposed synthetic data; -R.S: without residual blocks on the long-skip

connections. -G.E.: the U-Net without group-equivariant operations.

erwise. This new model was trained with a similar set of

hyper-parameters, except that we increased the learning rate

to 1e − 4 and we were able to use a batch size of eight,

since the network did not require as much storage on the

GPU as the group-equivariant version. Since there were

no group-equivariant operations, we added dropout to the

model to help with regularization. As shown in Table 1,

both the AJI and Dice’s coefficient drop by a significant

margin, roughly 1.7% and 0.9% respectively, without en-

coded group equivariance. This implies that integrating

group-equivariant convolution and operations into the cur-

rent U-Net architecture can indeed enable the network to

learn better parameters that generalize well to simple trans-

formations, namely, translations and rotations. Although,

since it is only equivariant to rotations of 90 degrees, the

network can still benefit from data augmentation of rota-

tions of finer, arbitrary angles.

4. Conclusion

In this work, we have shown the value of several en-

hancements to the standard U-Net architecture, namely, en-

coding rotation and translation equivariance and adding ad-

ditional residual blocks, and our novel data augmentation

method for automated nuclear segmentation in histology

images. This work can be considered as a parallel work

to the many other current developments in deep-learning-

based nuclear segmentation, which also could be incorpo-

rated to further improve performance. By contributing to

improved performance for this crucial step for many com-

putational pathology pipelines, without adding significant

computational overhead, we believe these enhancements

will help to enable future discoveries in pathology, with

the hope of increasing the clinical impact of computational

pathology.
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