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Abstract001

Encoder models have excelled at Natural002
Language Understanding (NLU) classification003
tasks for shorter texts. As recent datasets for004
NLU tasks, such as Sentiment Analysis, in-005
creasingly involve longer texts, the traditional006
512-token context window of encoder mod-007
els poses a challenge. To address this, we008
present sentence-level text selection methods,009
including heuristics and learned models, that010
enable context-limited encoders to effectively011
process longer documents while maintaining012
computational efficiency. Concurrently, we013
seek to optimize sub-10B parameter decoder014
models for NLU classification tasks in resource-015
constrained settings. We propose applying the016
pairwise comparison training method for such017
tasks, adapting the Bradley-Terry model, which018
significantly enhances model performance. Our019
evaluation primarily on the Norwegian Entity-020
Level Sentiment Analysis (ELSA) dataset, fea-021
turing texts with a mean length of 650 tokens,022
and on Norwegian and English EuroEval bench-023
marks, validates our approaches. Results show024
that text selection reduces training times by half025
and improves performance for encoder mod-026
els on the longer document ELSA task. Fur-027
thermore, pairwise comparison training enables028
gemma-2-9b to achieve 83.3% weighted F1 on029
ELSA and establishes new performance bench-030
marks for sub-10B models with the EuroEval031
NLU classification datasets for sentiment anal-032
ysis and linguistic acceptability.033

1 Introduction034

Encoder models trained for masked language mod-035

eling paved the way for Natural Language Pro-036

cessing (NLP) with transformer models. In recent037

years the generative decoder models have surpassed038

the encoder models in popularity and capability in039

many tasks within NLP. However, for text classifi-040

cation tasks within Natural Language Understand-041

ing (NLU) where training data is present, encoder042

models remain ahead of decoder models that are043

an order of magnitude larger, as shown in the Eu- 044

roEval leaderboard.1 With their smaller size, the 045

encoder models also allow for NLU training and 046

inference with data that need to be protected and 047

therefore must remain on-premise. 048

One limitation of encoder models is their limited 049

context window, typically capped at 512 subword 050

tokens. While NLU tasks such as sentiment analy- 051

sis (SA), linguistic acceptability (LA) and named 052

entity recognition (NER) are frequently conducted 053

on brief inputs, e. g., sentences, microblog posts 054

and user reviews, emerging applications increas- 055

ingly involve the analysis of substantially longer 056

documents. These new tasks seek to leverage the 057

expanded context windows offered by recent de- 058

coder models, which enable the processing of ex- 059

tended textual spans (Pi et al., 2024; Cai et al., 060

2024; Luo et al., 2022). 061

Our work focuses on enhancing NLU classifi- 062

cation for both encoder models and decoder mod- 063

els with less than 10B parameters. We limit the 064

GPU memory requirements to one 64GB instance, 065

to mimic limitations that may be encountered, in 066

particular when sensitive data can not leave the 067

premises for modeling. 068

To overcome the limitations of the encoder mod- 069

els’ traditional context window, we experiment 070

with selection methods for extracting the relevant 071

parts of a text for classification. This way, we 072

can extend the models’ operational range, avoiding 073

any naïve chunking or sliding window approach 074

with subsequent aggregation of partial results. We 075

hypothesize that such text selection methods may 076

be beneficial when employing generative models 077

for classification as well. The "Lost-in-the-middle" 078

effect on generative models has been studied, show- 079

ing that too much irrelevant text degrades the mod- 080

els performance (Liu et al., 2024; Hsieh et al., 081

1https://euroeval.com/leaderboards/
Multilingual/european/#__tabbed_1_4, accessed
July 2025.
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2024). Moreover, longer prompts also incur high082

computational costs (McDonald et al., 2025). Re-083

ducing computational resource consumption is de-084

sirable, and allows for models to be run on lighter085

hardware.086

We selected one novel dataset for an in-depth087

study of the effect of selecting relevant sentences088

from longer texts, and of other enhancements of the089

tested models. The Norwegian dataset for entity-090

level SA (ELSA) (Rønningstad et al., 2024) con-091

tains some attractive features for our study. The092

texts in this dataset have a mean tokenized length093

of 650 tokens. 60% of the texts are longer than094

the traditional encoder models’ 512 token limit.095

Each text is annotated for sentiment regarding each096

entity, both at the document- and sentence level,097

establishing a ground truth for sentence relevance.098

For decoder models, we test the effect of the099

same relevant text selection methods, and we ex-100

periment with a new method of fine-tuning such101

models through pairwise comparison. This method102

is common in the field of reinforcement learning103

from human feedback (RLHF), but to the best of104

our knowledge, our work is the first to apply this105

method to NLU classification tasks. We evalu-106

ate this method further on English and Norwegian107

NLU tasks, and find that this method surpasses108

previously recorded results for our tested decoder109

models, and yields results above any other evalua-110

tion on EuroEval (Saattrup Nielsen et al., 2025) for111

any sub-10B parameter model.112

Our main contributions are twofold: First, we113

demonstrate that sentence-wise text selection re-114

duces training times considerably and enables en-115

coder models with limited context windows to ef-116

fectively analyze longer documents.117

Second, we propose the pairwise comparison118

training method for sub-10B decoder models that119

yields strong results on the ELSA dataset and es-120

tablishes new state-of-the-art on the EuroEval plat-121

form.122

2 Related Work123

We here present previous work on extending NLP124

tasks to longer texts, and how to overcome the new125

challenges these longer texts pose.126

2.1 Encoder Models in the LLM Era127

The shortcomings, both in terms of resource effi-128

ciency and performance scores, of generative mod-129

els for certain NLP tasks have been studied by130
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Figure 1: Weighted F1 scores and training time for
NorBERT4-large, max textlength set to 512 and 4096
tokens, on various ELSA dataset versions. We see how
training time is doubled from the optimized dataset ver-
sions to the fulltext version. Sentence selection through
the ent2ent heuristics and relevant span modeling im-
proves performance for a model with a context window
of 512. However, a context window of 4096 allows the
model to learn best from the fulltext version.

Kocoń et al. (2023) in general, by Saattrup Nielsen 131

et al. (2025) for NLU tasks, and by Martinelli et al. 132

(2024) for coreference resolution. At the time 133

of writing, the encoder model NorBERT3-large 134

is ranked highest among the 262 models of any 135

size at the EuroEval NLP leaderboard that have 136

been fully tested for Norwegian NLU tasks. The 137

DeBERTa-large (He et al., 2021) is likewise ranked 138

highest among all 327 models ranked on the En- 139

glish NLU leaderboard, including up to 500B pa- 140

rameters instruction-tuned decoder models. 141

2.2 Pairwise Comparison in Supervised NLP 142

Pairwise comparison (pc) is a key technique for 143

evaluating generated text, as introduced by Stien- 144

non et al. (2020). The method is popularized in 145

reward models training for language models in- 146

struction tuning (Ouyang et al., 2022). We further 147

find the method implemented in evaluation through 148

ranking, as for assessing open-domain dialogue 149

systems (Park et al., 2024). Beyond evaluation, 150

its application has been extended to direct super- 151

vised learning for document-level ranking tasks 152

such as readability assessment (Lee and Vajjala, 153

2022). Our work builds on this paradigm by ap- 154

plying it to sentiment classification and linguistic 155

acceptability and demonstrating its effectiveness 156

on sub-10B models. 157
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2.3 Relevant Text Selection158

Liu et al. (2024) show how LLMs (Instruction-159

tuned large decoder models) can struggle to find160

information buried within the middle of irrele-161

vant texts. See also Vodrahalli et al. (2024);162

Liskavets et al. (2025). Hsieh et al. (2024) Pro-163

vide the RULER benchmark to better assess how164

well LLMs with large stated context windows, re-165

ally manage to utilize this large space and extract166

the relevant information.167

Padmakumar et al. (2025) show how context168

selection improves LLM summarization on the Di-169

verseSumm benchmark (Huang et al., 2024). Sheng170

et al. (2025) discuss the dangers of breaking apart171

semantically coherent text when analyzing texts172

by chunks. These observations support our moti-173

vations for finding methods for text selection that174

improve over naïve text chunking.175

2.4 Entity-Level SA176

Ben-Ami et al. (2015) motivate the task of Entity-177

level Sentiment Analysis (ELSA). We apply their178

task description of identifying the document-level179

sentiment for each entity mentioned in each text.180

Rønningstad et al. (2024) released the Norwegian181

ELSA dataset, annotated by human experts, and182

provide initial baselines for modeling ELSA senti-183

ment classification.184

A work related to this is reported by Kuila and185

Sarkar (2024) who use the PerSenT dataset (Bastan186

et al., 2020) in their task of determining the overall187

sentiment polarity expressed towards a target entity188

in news texts. In contrast to the ELSA dataset, the189

PerSenT dataset is annotated for only one entity190

per document and the text length is limited to 16191

sentences.192

3 Datasets193

Our primary evaluation is conducted on the Norwe-194

gian dataset for Entity-Level Sentiment Analysis195

(ELSA) . We further evaluate our method for fine-196

tuning decoder models on a subset of the datasets197

on NLU in the EuroEval evaluation suite, for Nor-198

wegian and English.199

3.1 The ELSA Dataset200

Each document in this dataset contains a review201

written by professional authors. Noteworthy fea-202

tures of the dataset include its annotation scheme,203

where each document is annotated for multiple per-204

son or organization entities at both the sentence and205

1. Simon and Garfunkel were a duo featuring Paul Simon
and Art Garfunkel.

2. Paul Simon’s controlling nature often frustrated collab-
orators during sessions.

3. However, his extraordinary songwriting genius created
timeless classics that elevated the duo.

4. Art Garfunkel’s pretentious style created tension within
the partnership.

Entity Doc sentiment Sentences

Simon & Garfunkel Neutral (1 neu)
Paul Simon Positive (1 neu),(2 neg),(3 pos)
Art Garfunkel Negative (1 neu),(4 neg)

Figure 2: Fictional text exemplifying the ELSA dataset,
containing three entities with sentiment-relevant sen-
tences and overall sentiment annotated for each entity,
and entity-specific sentiment per sentence.

label Negative Neutral Positive Count
split

dev 41 145 138 324
test 21 132 94 247
train 241 1014 653 1908

Pct 12.22 52.08 35.70

Table 1: Distribution of the 2479 sentiment-annotated
entities in the ELSA dataset across splits and polarities.

document level. Entities can co-occur in sentences, 206

and sentiment is often directed via coreference or 207

bridging, not just explicit mentions. Critically for 208

our work, 60% of texts in the training split exceed 209

512 tokens after tokenization. The ELSA dataset 210

has the label distribution per entity as seen in Ta- 211

ble 1. The initial baselines for modeling as reported 212

by Rønningstad et al. (2024) are a weighted average 213

F1 of 68.1% with encoder models, versus 73.3% 214

with GPT-4. 215

3.2 EuroEval Datasets 216

In order to further evaluate our method of pairwise 217

comparison for NLU classification, we select the 218

Norwegian and English datasets for linguistic ac- 219

ceptability (LA) and sentiment analysis (SA) in 220

the EuroEval benchmarking framework. The SA 221

datasets contain sentences labeled as either Posi- 222

tive, Neutral or Negative. There is one dataset for 223

Norwegian SA in the test suite, a subset of NoReC 224

(Velldal et al., 2018) and one English SA dataset, 225

a subset of SST-5 (Socher et al., 2013). For both 226

datasets, 1024 sentences are sampled from their 227

train split, 256 sentences are sampled from the val- 228
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idation split, and 2048 sentences are sampled from229

the test split.230

The LA datasets contain sentences from the Uni-231

versal Dependencies Treebank. These are either232

used as-is and labeled as grammatically correct, or233

they are carefully corrupted and labeled as gram-234

matically incorrect (Nielsen, 2023).There is one235

such LA dataset for English (en) and one for each236

of the two written standards for the Norwegian237

language: Bokmål (nb) and Nynorsk (nn).238

4 Methods239

We here present our methods for relevant text selec-240

tion by heuristics and by modeling, as well as our241

method for text classification with decoder models242

through pairwise comparison.243

4.1 Preparing a Classification Dataset for244

Pairwise Comparison245

When training a model for classification through246

pairwise comparison, we need two texts that are247

contrasted. Since we for the ELSA dataset will248

need to classify the same text with regards to var-249

ious entities, this entity in question needs to be250

identified. We therefore prepend the text to classify251

with a sentence identifying the entity in question,252

and append the true sentiment label for the chosen253

text, and an incorrect label for the rejected text.254

A full example is found in Appendices A and B.255

To our knowledge, we are the first to apply this256

training regime to both sentiment classification and257

relevant text selection.258

4.2 Pairwise Comparison Learning259

To fine-tune a model on these pairs of chosen260

and rejected texts, a regression head is attached261

to the decoder model, and the output for the cho-262

sen text is compared to the output for the rejected263

text. The loss function L(θ) is derived from the264

Bradley–Terry model (Bradley and Terry, 1952),265

which models the probability that one item is pre-266

ferred over another as:267

P (yw ≻ yl|x) = σ (rθ(x, yw)− rθ(x, yl)) (1)268

where σ is the sigmoid function, rθ(x, y) is the269

scalar output of the reward model for input x and270

response y, yw is the winning (chosen) response,271

and yl is the losing (rejected) response.272

The loss function is formulated as the negative273

log-likelihood, implemented as the mean loss over274

batches of size B:275

LB(θ) = −
1

B

B∑
i=1

log σ(∆ri) (2) 276

where ∆ri = rθ(xi, yw,i) − rθ(xi, yl,i) repre- 277

sents the reward difference for the i-th training 278

pair. 279

This formulation is implemented in the Hugging 280

Face TRL RewardTrainer (von Werra et al., 2022). 281

While our approach shares the pairwise compar- 282

ison principle with contrastive learning, it differs 283

in output structure: traditional contrastive learning 284

learns multidimensional embeddings that are com- 285

pared via distance metrics in the embedding space, 286

whereas our method directly computes scalar pref- 287

erence scores. 288

4.3 Relevant Text Selection 289

Our methods for relevant text selection on the 290

ELSA dataset are based on available anchors for 291

sentence relevance that we seek to exploit. In this 292

section, we present the rationale for these methods, 293

while details of the implementation are provided in 294

Section 5.1. 295

The first anchor is the presence of a mention of 296

the entity in question. The dataset is annotated for 297

sentiment regarding each person and organization, 298

which are standard entity categories in named en- 299

tity recognition (NER). Suitable NER models exist 300

for various languages, including Norwegian and 301

English. We can therefore label any text containing 302

these entities as part of the pre-processing steps 303

and experiment with alternative heuristics for text 304

selection based on sentences in which an entity is 305

mentioned. 306

The second anchor is provided by the sentence- 307

level annotations of the ELSA dataset. These 308

supply ground truth labels identifying sentiment- 309

relevant text with respect to the entity in question. 310

As this information is not available for new texts, 311

it is necessary to train a model on the annotated 312

data in order to classify new sentences as relevant 313

or irrelevant. 314

4.4 The Relevant Sentence Modeling Task 315

Formally, we have as input the ELSA dataset where 316

sentence sentiment is annotated with respect to 317

each entity. These are regarded the relevant sen- 318

tences that the selector model should learn to dis- 319

tinguish from the non-relevant sentences. 320

Input: Document collection D, where each 321
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For each dataset version created in step 1 
and 2:
Train sentiment classification models, using 
either pairwise comparison or categorical 
classification

Predictions 
model 1
Green entity:
Positive
Blue entity:
Neutral
Yellow entity:
Positive

Predictions 
model 2
Green entity:
Positive
Blue entity:
Negative
Yellow entity:
Positive

For each document in training data

Read annotated sentence relevance per 
entity and label these sentences

Train classifiers to 
separate entity 
sentiment relevant 
from irrelevant 
sentences

From predicted 
relevant sentences, 
create datasets:

Predicted relevant:
dataset with these 
sentences only 

Predicted span: all 
sentences from first to 
last predicted 
relevant.

Black lines indicate other sentences 
present in the text
Grey lines indicate sentences 
removed from the text

For each document in dataset
Read entities present and 
entity-mentioning sentences.  

Duplicate text per 
green, yellow blue 
entity.
Create multiple 
text versions 
according to 
heuristics. e.g.:

ent2end

ent2ent

entsent

③

① Apply heuristics ② Model text selection ③ Sentiment modelling

③

Gold entity sentiment labels 
from annotations:
Green entity:  Positive
Blue entity:  Neutral
Yellow entity:  Positive

Figure 3: Preparing the ELSA dataset for classification through text selection. Step 1 utilizes only the named entities
information in the dataset. Step 2 trains models for selecting relevant text, and uses these results as alternatives to
the methods in Step 1. Step 3 trains alternative entity-specific sentiment classifiers based on the datasets from Steps
1 and 2.

d ∈ D contains sentences {s1, s2, . . . , sm} and en-322

tities {e1, e2, . . . , ek}.323

Task: For each pair (si, ej) where si ∈ d324

and ej ∈ d, predict: relevance(si, ej) ∈325

{relevant, irrelevant}326

Goal: Learn function f : Sentence × Entity →327

{0, 1} to classify sentence-entity relevance.328

For pairwise comparison learning, a prompt329

containing the entity in question, preceding330

relevant text, the sentence in question, and a331

correct judgment whether this sentence should332

be included, is the chosen text, while a wrong333

judgment regarding the sentence’s relevance is334

provided as the rejected text. See Appendix A for335

further details.336

For relevant text selection with encoder models,337

two texts are passed as input. The first containing338

the entity in question and preceding relevant text,339

while the sentence to be classified is the second340

text. A classifier head with two output nodes are341

trained to classify the candidate sentence to be342

either relevant or irrelevant.343

344

5 Experiments 345

We selected for our experiments the models 346

that were leading among the sub–10B models 347

for Norwegian NLU at the EuroEval language 348

model benchmark (Nielsen, 2023). These are the 349

NorBERT3-large (323M params) encoder model 350

(Samuel et al., 2023) and the Gemma 2 9B decoder 351

model (Team et al., 2024). We also tested these 352

related models: NorBERT4-large2 (360M params) 353

and Gemma 2 2B. 354

The traditional approach to text classification 355

with encoder models is attaching a classification 356

head to the model with as many output nodes as 357

there are categories for the label. Loss is calcu- 358

lated using cross-entropy loss, and predicted label 359

is found with argmax. We use the term categorical 360

classification (cc) for this method, which is used in 361

the classification experiments using encoder mod- 362

els. The cc method is evaluated against decoder 363

models trained with pairwise comparison (pc). 364

Our experiments with the ELSA dataset follow 365

the following structure, as illustrated in Figure 3: 366

(1) Employ heuristics to select context for entity- 367

2https://huggingface.co/ltg/norbert4-large
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model name max l meth ent2end ent2ent entsent fulltext rel sents rel span

gemma-2-9b-it 8192 i 69.15 67.24 59.51 73.14 63.79 64.55

gemma-2-9b 4096 pc 83.30 (0.3) 83.08 (0.9) 82.51 (1.5) 82.82 (0.3)
gemma-2-2b 4096 pc 78.84 (1.5) 78.18 (0.6) 77.73 (2.4) 76.76 (0.2)

norbert4-large 4096 cc 76.24 (1.2) 74.56 (1.7) 69.82 (1.9) 78.69 (1.2) 74.95 (2.1) 76.64 (3.4)
norbert4-large 512 cc 72.40 (7.4) 77.22 (2.1) 69.82 (1.9) 72.77 (2.2) 76.07 (3.0) 77.91 (1.6)
norbert3-large 512 cc 73.98 (0.5) 72.20 (1.5) 69.30 (1.7) 67.23 (2.7) 77.04 (0.5) 73.15 (4.2)

Table 2: Performance across models, classification methods and text selection method on the ELSA dataset. Mean
weighted F1 (st. dev.) over three runs. max l: max input tokens; meth: method (pc: pairwise comparison, cc:
categorical classification, i: zero-shot inference). Text selection methods are detailed in Section 5.1. We see that
gemma-2-9b achieves state-of-the-art when trained with pairwise comparison. Mean train script run times in minutes
for gemma-2-9b were: ent2ent:247, fulltext:703, rel sents: 176, rel span: 361

task lng model euroeval ours

LA en encoder 86.49 ±0.83
LA en g-2-2b 53.22 ±2.17 80.44 ±2.21
LA en g-2-9b 71.32 ±1.36 78.07 ±4.85

LA nb encoder 84.91 ±4.26
LA nb g-2-2b 39.37 ±2.96 65.89 ±3.41
LA nb g-2-9b 74.34 ±2.9 77.3 ±7.17

LA nn encoder 85.58 ±1.48
LA nn g-2-2b 44.84 ±3.99 53.13 ±3.25
LA nn g-2-9b 69.01 ±2.75 55.36 ±4.93

SA no encoder 71.98 ±1.98
SA no g-2-2b 46.62 ±3.15 74.79 ±0.72
SA no g-2-9b 75.82 ±0.92 79.01 ±0.75

SA en encoder 62.94 ±3.0
SA en g-2-2b 65.91 ±0.99 71.94 ±0.7
SA en g-2-9b 69.44 ±1.45 72.92 ±0.87

Table 3: Evaluation results for our fine-tuned gemma-
2 models compared with the reported results on the
EuroEval leaderboard. Our 95% confidence interval is
calculated through bootstrapping the dataset 10 times, to
match the EuroEval method. Our models provide a new
state-of-the-art for sub-10B parameter models on the
SA datasets. For the LA datasets, our method provides
considerable improvements for 4 out of 6 dataset and
model combinations.

relevant sentiment classification on longer texts.368

(2) Train entity-specific sentence relevance clas-369

sifiers for context selection.370

(3) Train entity-specific sentiment classifiers371

models using the various contexts selected by the372

above methods as input.373

5.1 Text Selection Implementations374

In order to improve text classification of longer375

texts using smaller models, we experiment with376

both heuristics and modeling approaches. Only377

the ELSA dataset has such lengthy texts, the Eu-378

roEval datasets are single-sentence classification379

datasets. The presence of named entities (see Sec- 380

tion 4.3) allows us to compare the following text 381

selection heuristics: fulltext, which uses the en- 382

tire document (truncated if necessary); ent2end, 383

which includes all text from the first mention of an 384

entity to the end of the document; ent2ent, which 385

spans from the first mention of an entity until a 386

different entity is mentioned; and entsent, which 387

selects only the first sentence where the entity is 388

mentioned. We speculate that the ent2ent heuristic 389

would be a strong candidate, following the intuition 390

that the sentiment-relevant text regarding an entity 391

would start with the sentence where an entity is 392

introduced, and end the sentence before another 393

entity is introduced. 394

The presence of entity-sentiment annotations at 395

the sentence level allows us to train models for 396

classifying a sentence as relevant or irrelevant for 397

an entity. To validate the potential of this method, 398

we first train a classifier on the gold relevant sen- 399

tences. We found that training an entity sentiment 400

predictor from the annotated relevant sentences 401

yields strong results, achieving over 82% F1 with 402

NorBERT3-large. This sentence-level information 403

is not available on test data, but these results moti- 404

vate exploring ways to train models for this relevant 405

sentence selection, based on the dataset’s annota- 406

tions. Through modeling sentence relevance, we 407

create two new dataset versions for entity-specific 408

SA: relevant sentences: Concatenate the predicted 409

relevant sentences per entity before classification; 410

and relevant span: Concatenate all sentences in 411

the text from the first to the last predicted relevant 412

sentence. This latter approach has the potential of 413

better capturing the semantic coherence, while risk- 414

ing more noise from sentiment signals regarding 415

other entities. 416
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5.2 Training Models for Relevant Text417

Selection418

We trained models for relevant sentence selection419

from gemma-2-9b and NorBERT3. As the F1 score420

was higher using the NorBERT3 model, this model421

was used to predict sentence relevance on the test422

set. Appendix A shows the text templates being423

used, while Algorithm 2 in Appendix C describes424

the details of preparing a dataset of chosen and425

rejected sentences for modeling.426

5.3 Modeling ELSA with Categorical427

Classification428

We here employ the standard approach for senti-429

ment classification through the HuggingFace Auto-430

ModelForSequenceClassification,3 which attaches431

a classification head to the model with one output432

node per label, and calculates the cross-entropy433

loss. We train models on each of the six text selec-434

tion criteria presented in Section 5.1.435

Encoder Models with Extended Context436

Window437

Regular self-attention scales quadratically with se-438

quence length, therefore increasing the context win-439

dow quickly becomes infeasible. One approach to440

mitigate this is the sliding window attention (Belt-441

agy et al., 2020). This is implemented in Nor-442

BERT4, the recently released successor of Nor-443

BERT3, allowing us to experiment with a context444

window of 4096, which is adequate for the full text445

lengths in the ELSA dataset.446

5.4 Modeling ELSA with Pairwise447

Comparison448

We fine-tune the gemma-2-2b and gemma-2-9b449

models using the text templates shown in Ap-450

pendix B. Using non-instruction-tuned models al-451

low for a subsequent wider selection of language-452

specific models, and reduces the complexity of the453

prompt setup.454

A selection of design choices were finalized for455

the pc method (see Appendix D.1 for details). We456

used Norwegian prompts for Norwegian text; cre-457

ated two chosen-rejected pairs per data item (one458

for each incorrect label) to provide comprehensive459

negative examples; trained for two epochs, which460

we found optimal; and employed 4-bit quantization461

with LoRA (rank=16, alpha=32) to meet our GPU462

memory limitations.463

3https://huggingface.co/docs/transformers/en/
model_doc/auto

5.5 Key Findings from the ELSA Dataset 464

Figure 1 shows that we are able to mitigate long text 465

lengths for an encoder model with limited context 466

window through our methods for text selection. 467

Classification results improve and training time is 468

kept short. We also find that the NorBERT4 model 469

with a larger context window is able to utilize the 470

entire document text with a mean tokenized text 471

length of 636 and achieve higher F1 scores, at the 472

cost of longer training times. 473

Table 2 shows that when fine-tuning gemma-2- 474

9b for entity-specific SA, this model achieves a new 475

state-of-the-art for the ELSA dataset, yielding a 476

mean weighted F1 score of over 83% across 3 seeds. 477

The highest mean was achieved with the ent2ent 478

selection method. The scores using the fulltext 479

version are slightly behind, a not statistically sig- 480

nificant difference. However, mean training script 481

running time for gemma-2-9b was reduced from 482

703 minutes training on the fulltext versions, to 247 483

minutes when training on the ent2ent versions, a 484

65% reduction of training time without any perfor- 485

mance loss. We also see that NorBERT4 performs 486

on par with gemma-2-2b when trained with a con- 487

text window of 4096, having less than 20% of the 488

parameter count of gemma-2-2b. 489

5.6 Other ELSA Classification Methods 490

Experiments attaching a traditional classification 491

head to gemma-2 models with LoRA did not sur- 492

pass baseline levels. A full exploration of these 493

instabilities is beyond the scope of this work, so 494

these results are not discussed further. 495

We performed zero-shot inference with gemma- 496

2-9b-it, with a prompt similar to what is described 497

in Appendix B. The results are included in Table 2. 498

The best performance was obtained using the full 499

document text as input, and the scores were notice- 500

ably weaker than those of the fine-tuned models. 501

5.7 Evaluating the Pairwise Comparison 502

Method on the EuroEval Benchmark 503

We replicate the EuroEval tests4 for the two NLU 504

tasks sentiment analysis and linguistic acceptabil- 505

ity, for Norwegian and English, five datasets in 506

total. See Table 3. The datasets are prepared for 507

pairwise comparison training applying the euroe- 508

val prompt templates. Since all five datasets are 509

single-sentence classification tasks, we do not ex- 510

periment with sentence selection on these datasets, 511

4https://euroeval.com/methodology/
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Figure 4: F1 scores across EuroEval sentiment analysis
and linguistic acceptability tasks. Striped bars show Eu-
roEval baselines; solid bars show our fine-tuned models.
Error bars indicate 95% confidence intervals based on
10 bootstrapped dataset versions.

but explore the general applicability of our method512

of classification through pairwise comparison.513

We follow the test setup reported for the Eu-514

roEval test scores and bootstrap each dataset ten-515

fold. For each bootstrapped version train and test516

three models using three fixed seeds. The ten mean517

macro-averaged F1 scores over three seeds are av-518

eraged, and a 95% confidence interval is calculated519

from these ten values. For simplicity, we consider520

the results where there is no confidence interval521

overlap to be significant.522

All EuroEval results are copied from the leader-523

board where the best encoder models are DeBERTa-524

large for English and NorBERT3-large for Norwe-525

gian.526

5.8 Key Findings from the EuroEval Datasets527

As shown in Figure 4 and Table 3, our fine-tuned528

2B and 9B gemma-2 models both performed sig-529

nificantly better than the EuroEval results for the530

same model, on five out of six datasets. For the two531

SA datasets, our finetuned gemma-2-9b models per-532

form better than the EuroEval fine-tuned encoder533

models, and thus provide a new state-of-the-art for534

all sub-10B models. Our scores of 79.01% for Nor- 535

wegian SA (norec) using gemma-2-9b, surpass any 536

other scores on the leaderboard, including up to 537

500B models. 538

This extended testing shows that our suggested 539

method for NLU classification through pairwise 540

comparison is a viable alternative across a wider 541

range of tasks, besides the state-of-the-art results 542

on the ELSA dataset. 543

6 Conclusion 544

This work has presented two distinct strategies 545

for advancing NLU classification in resource- 546

constrained environments. 547

First, for encoder models constrained by short 548

context windows, we demonstrated the efficacy of 549

relevant text selection. Our heuristic and model- 550

based approaches allow models with a 512-token 551

limit to achieve substantial performance gains on 552

the ELSA dataset, where most documents exceed 553

this length. These methods effectively reduce the 554

computational load while preserving the informa- 555

tion critical for classification. 556

Second, for sub-10B parameter decoder mod- 557

els, we introduced the pairwise comparison train- 558

ing methodology for classification. This approach, 559

adapted from reward modeling, proved highly ef- 560

fective for NLU classification. Our experiments 561

show that gemma-2-9b, trained with this method, 562

achieves a state-of-the-art weighted F1 score of 563

83.3% on the ELSA dataset. Text selection meth- 564

ods were also evaluated with this model. The 565

ent2ent method allowed training time to be reduced 566

by 65% for gemma-2-9b without any performance 567

degradation. 568

Performance on the EuroEval benchmarks pro- 569

vides evidence for the generalizability of the pair- 570

wise comparison method. The approach yielded 571

significant improvements for gemma-2 models on 572

both sentiment analysis and linguistic acceptabil- 573

ity tasks in Norwegian and English, establishing 574

new performance benchmarks for sub-10B mod- 575

els. Notably, on the Norwegian sentiment analysis 576

task, our result surpassed scores from models of 577

any size. 578

7 Limitations 579

Our method for fine-tuning decoder models for 580

NLU classification is tested on two Germanic lan- 581

guages, Norwegian and English, and two NLU 582

tasks, sentiment analysis and linguistic acceptabil- 583

8



ity. The relevance for other languages would de-584

pend on how well the language is represented in the585

base models, and on labeled data. The relevance586

for other tasks remains an area for future work.587

8 Ethical Considerations588

Bias and Fairness: The pre-trained models and589

datasets used in this work may encode and am-590

plify existing societal biases. For sentiment anal-591

ysis, this could lead to models that assign unfairly592

negative sentiment to text associated with certain593

demographic groups. For linguistic acceptability,594

there is a risk that models trained on standard lan-595

guage corpora could penalize or misclassify non-596

standard dialects, sociolects, or text produced by597

non-native speakers, potentially leading to techno-598

logical marginalization.599

Intended Use and Potential for Misuse: Our600

methods are developed for research purposes. The601

sentiment analysis models could be used benefi-602

cially to study and reveal media bias. Conversely,603

they could also be misused for large-scale censor-604

ship or automated surveillance of online expres-605

sion. The linguistic acceptability models, while606

useful for grammatical error correction, could be607

improperly deployed in contexts such as hiring or608

education to discriminate against individuals based609

on their adherence to a standard linguistic norm.610

Use of AI Assistants. During various stages of611

research and writing, we used AI-assisted tools to612

help with editing, and clarifying text. Such tools613

were also used for developing code, primarily for614

data aggregation and analysis steps. All scientific615

claims, experimental design, and dataset analysis616

were conducted and verified by the authors.617

Researcher Responsibility: We acknowledge618

the dual-use nature of this technology. Researchers619

and developers building upon this work have a re-620

sponsibility to conduct thorough bias audits and621

to consider the potential societal impact of the ap-622

plications they enable. We recommend that any623

deployment, particularly in high-stakes domains,624

be accompanied by safeguards and human over-625

sight.626
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A Training the Selector Model for Sentence Selection865

Training a selector model on selecting entity-relevant from irrelevant sentences requires text pairs where866

one is chosen (correct relevance judgment) and one is rejected (incorrect relevance judgment). The867

following contains the English version of the prompt template:868

"""{0} is introduced in the Norwegian Main text.869
Is the Additional sentence Relevant or Irrelevant to the sentiment expressed870

toward {0}?871
Main text: {1}872
Additional sentence: {2}873
Response: {3}874
"""875
0: entity name , 1: Text containing the entity. 2: New sentence which is either876

relevant or irrelevant877
3: the judgement of this sentence being "Relevant" or "Irrelevant ".878
}879

The Main text contains for training a concatenation of all previous sentences labeled as relevant. During880

inference, the main text equals previous sentences with the entity mentioned plus previous predicted881

relevant sentences. The following is a sample training pair with the Norwegian text machine translated882

into English.883

Chosen text884

Helene Bøksle is introduced in the Norwegian Main text. Is the Additional sentence885

Relevant or Irrelevant to the sentiment expressed toward Helene Bøksle?886

Main text: **When Helene Bøksle sings, it comes from the heart.887

That's how I experienced it in the cathedral yesterday evening, and it became as Helene888

Bøksle wanted it in the introduction: "a golden hour and a half".889

As an artist, she has reached the point where she doesn't need to show off.890

She has enough strength within herself, confidence in her voice, and composure on stage to891

focus on conveying her message. And she does so convincingly.892

This sense of simplicity has likely been developed through the collaboration between893

Hotvedt and Bøksle, a collaboration that has now lasted for ten whole years,894

long enough to get to know each other's musical taste and qualities.**895

Additional sentence: **The consequence is that the lyrics are allowed to stand forth in all896

their splendor, and she also selects some magnificent hymns:**897

Response: Relevant898

Rejected text899

Helene Bøksle is introduced in the Norwegian Main text. Is the Additional sentence900

Relevant or Irrelevant to the sentiment expressed toward Helene Bøksle?901

Main text: **When Helene Bøksle sings, it comes from the heart.902

That's how I experienced it in the cathedral yesterday evening, and it became as Helene903

Bøksle wanted it in the introduction: "a golden hour and a half".904

As an artist, she has reached the point where she doesn't need to show off.905

She has enough strength within herself, confidence in her voice, and composure on stage to906

focus on conveying her message. And she does so convincingly.907

This sense of simplicity has likely been developed through the collaboration between908

Hotvedt and Bøksle, a collaboration that has now lasted for ten whole years,909

long enough to get to know each other's musical taste and qualities.**910

Additional sentence: **The consequence is that the lyrics are allowed to stand forth in all911

their splendor, and she also selects some magnificent hymns:**912

Response: Irrelevant913
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B Pairwise Comparison Training for ELSA Sentiment classification 914

The English prompt template for creating sentiment classification pairs: 915

'The entity {0} is introduced in the Norwegian Main text. We will analyze the 916
sentiment expressed regarding this entity .\nMain text: {1}\nThe sentiment 917
expressed regarding {0} when chosen from the available labels `["Positive", 918
"Neutral", "Negative"]` is {2}' 919

Entity mention: {0} 920
Main text: {1} 921
Label: {2} 922

Each text with its sentiment label is made into two training pairs. The only difference lies in the final 923

label category word. English machine translation of the Norwegian text. 924

Chosen text 1 925

The entity Norah Jones is introduced in the Norwegian Main text. 926

We will analyze the sentiment expressed regarding this entity. 927

Main text: **But Norah Jones does backing vocals. 928

That's at least something.** 929

The sentiment expressed regarding Norah Jones when chosen from the available labels 930

["Positive", "Neutral", "Negative"] is Positive 931

Rejected text 1 932

The entity Norah Jones is introduced in the Norwegian Main text. 933

We will analyze the sentiment expressed regarding this entity. 934

Main text: **But Norah Jones does backing vocals. 935

That's at least something.** 936

The sentiment expressed regarding Norah Jones when chosen from the available labels 937

["Positive", "Neutral", "Negative"] is Negative 938

Chosen text 2 939

The entity Norah Jones is introduced in the Norwegian Main text. 940

We will analyze the sentiment expressed regarding this entity. 941

Main text: **But Norah Jones does backing vocals. 942

That's at least something.** 943

The sentiment expressed regarding Norah Jones when chosen from the available labels 944

["Positive", "Neutral", "Negative"] is Positive 945

Rejected text 2 946

The entity Norah Jones is introduced in the Norwegian Main text. 947

We will analyze the sentiment expressed regarding this entity. 948

Main text: **But Norah Jones does backing vocals. 949

That's at least something.** 950

The sentiment expressed regarding Norah Jones when chosen from the available labels 951

["Positive", "Neutral", "Negative"] is Neutral 952
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C Algorithms953

Algorithm 1 describes the relevant text selection heuristics used in the ent2ent method. Algorithm 2954

describes how a text is prepared for sentence selection model training through pairwise comparison955

between chosen and rejected text.956

Algorithm 1 Extracting ent2ent text spans for classification

ent2enttexts← ∅
for each document d in dataset D do
all_entitymentions← indices for all entity-mentioning sentences in d
for each entity e mentioned in d do

selectedsentences← ∅
entitymentions← indices for sentences in d mentioning this entity
for each sentece index i in entitymentions do

selectedsentences← selectedsentences ∪ {i}
i← i+ 1
while i /∈ all_entitymentions do

selectedsentences← selectedsentences ∪ {i}
i← i+ 1

end while
end for
ent2enttexts← ent2enttexts ∪ {(e, selectedsentences)}

end for
end for

Algorithm 2 Generating Pairwise Dataset for selection model training

Function: CreatePrompt(context, new_sentence, relevance)
Returns formatted prompt by concatenating inputs within template

for each document d in dataset D do
for each entity e mentioned in d do
pairwise_dataset← ∅
context← first sentence in d that contains a mention of e
for each subsequent sentence new_sentence do

Assign the annotated relevance label to variable relevant
chosen_example← CreatePrompt(context, new_sentence, relevant)
rejected_example← CreatePrompt(context, new_sentence,¬relevant)
pairwise_dataset← pairwise_dataset ∪ {(chosen_example, rejected_example)}
if new_sentence is labeled as relevant then
context← context+ new_sentence

end if
end for

end for
end for
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D More Implementation Details957

Our experiments were implemented in Python 3.11.958

All package versions are available on line,5 where959

programming code will be added as well. We made960

extensive use of the following packages: transform-961

ers (Wolf et al., 2019), trl (von Werra et al., 2022),962

torch (Ansel et al., 2024), numpy (Harris et al.,963

2020) pandas (Wes McKinney, 2010; pandas devel-964

opment team, 2020), scikit-learn (Pedregosa et al.,965

2011) and matplotlib (Hunter, 2007).966

D.1 Implementation Details for the Pairwise967

Comparison Training968

Norwegian or English prompts A prompt in969

this context is the standard text shown in Ap-970

pendix A, which is attached to each text segment971

and entity. Table 6 shows a slight advantage with972

keeping the prompt in Norwegian, and this choice973

is kept for subsequent classification experiments.974

This is in line with the EuroEval evaluation setup,975

where prompts are kept in the language of the976

dataset evaluated on.977

One or two negative examples While the selec-978

tion model has only two labels to distinguish, Rele-979

vant or Irrelevant, for sentiment classification there980

are three labels to distinguish, Positive, Neutral or981

Negative. While the chosen text must contain the982

correct label, there are two options for the negative983

label. We tested two approaches for this: a) As984

rejected text, sample from the two incorrect labels985

according to these labels’ distribution in the train986

set. b) Create two training pairs per entity. Each987

with the correct label in chosen text, and for the re-988

jected text use the two incorrect labels, one in each989

pair. This second approach doubles the training set990

and therefore training time. Table 4 shows that us-991

ing both incorrect labels gives a slight performance992

improvement.993

Epochs of training While one epoch of training994

is considered enough for training reward models995

for RLHF to avoid overfitting (Ouyang et al., 2022;996

Wang et al., 2024), we check for benefits from997

training longer, as our models need not respond998

to the same textual diversity as reward models for999

RLHF. Table 5 shows that two epochs of training1000

yielded the best evaluation accuracy and the lowest1001

evaluation loss.1002

5https://anonymous.4open.science/r/
nluclassification-FEE5/README.md

Quantization and PEFT: For parameter- 1003

efficient fine-tuning (PEFT), we employed 1004

Low-Rank Adaptation (LoRA) with a rank 1005

parameter of 16 and an alpha scaling factor of 32. 1006

The values were chosen according to common 1007

practice and initial experiments with higher values 1008

that did not yield any improvements. We tested 1009

the impact of quantization. The 16-bit precision 1010

experiments yielded on average 82.87% accuracy, 1011

while the 4-bit quantized counterparts yielded 1012

82.25%. 1013

Pair per entity
1 2

Neg F1 56.82 58.11
Pos F1 81.38 82.4
W Avg F1 80.15 81.72
F1 Std (3 runs) 0.47 0.59

Table 4: Mean F1 scores in % for training on one pair
of chosen and rejected text per entity versus two pairs.
The chosen text labels the text with correct label while
rejected text labels the text incorrectly. All prompts are
Norwegian. Text selection is "Relevant span".

epoch eval loss eval accuracy

1 0.4337 0.8472
2 0.3988 0.8750
3 1.1496 0.8596
4 1.0391 0.8688

Table 5: Evaluation loss and accuracy for a reward-
model trained on preferring the correct sentiment label
over an incorrect label.

Text selection English Norwegian

Entire document 83.95% 81.79%
Relevant only 81.48% 83.33%
Relevant span 81.17% 85.19%

Average 82.20% 83.44%

Table 6: Accuracy for predicting ELSA sentiment using
pairwise comparison setup with gemma-2-9b. Wrap-
ping the text in a Norwegian prompt yielded best results
on average, and we kept this approach for later experi-
ments.
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