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Abstract

Encoder models have excelled at Natural
Language Understanding (NLU) classification
tasks for shorter texts. As recent datasets for
NLU tasks, such as Sentiment Analysis, in-
creasingly involve longer texts, the traditional
512-token context window of encoder mod-
els poses a challenge. To address this, we
present sentence-level text selection methods,
including heuristics and learned models, that
enable context-limited encoders to effectively
process longer documents while maintaining
computational efficiency. Concurrently, we
seek to optimize sub-10B parameter decoder
models for NLU classification tasks in resource-
constrained settings. We propose applying the
pairwise comparison training method for such
tasks, adapting the Bradley-Terry model, which
significantly enhances model performance. Our
evaluation primarily on the Norwegian Entity-
Level Sentiment Analysis (ELSA) dataset, fea-
turing texts with a mean length of 650 tokens,
and on Norwegian and English EuroEval bench-
marks, validates our approaches. Results show
that text selection reduces training times by half
and improves performance for encoder mod-
els on the longer document ELSA task. Fur-
thermore, pairwise comparison training enables
gemma-2-9b to achieve 83.3% weighted F1 on
ELSA and establishes new performance bench-
marks for sub-10B models with the EuroEval
NLU classification datasets for sentiment anal-
ysis and linguistic acceptability.

1 Introduction

Encoder models trained for masked language mod-
eling paved the way for Natural Language Pro-
cessing (NLP) with transformer models. In recent
years the generative decoder models have surpassed
the encoder models in popularity and capability in
many tasks within NLP. However, for text classifi-
cation tasks within Natural Language Understand-
ing (NLU) where training data is present, encoder
models remain ahead of decoder models that are

an order of magnitude larger, as shown in the Eu-
roEval leaderboard.! With their smaller size, the
encoder models also allow for NLU training and
inference with data that need to be protected and
therefore must remain on-premise.

One limitation of encoder models is their limited
context window, typically capped at 512 subword
tokens. While NLU tasks such as sentiment analy-
sis (SA), linguistic acceptability (LA) and named
entity recognition (NER) are frequently conducted
on brief inputs, e. g., sentences, microblog posts
and user reviews, emerging applications increas-
ingly involve the analysis of substantially longer
documents. These new tasks seek to leverage the
expanded context windows offered by recent de-
coder models, which enable the processing of ex-
tended textual spans (Pi et al., 2024; Cai et al.,
2024; Luo et al., 2022).

Our work focuses on enhancing NLU classifi-
cation for both encoder models and decoder mod-
els with less than 10B parameters. We limit the
GPU memory requirements to one 64GB instance,
to mimic limitations that may be encountered, in
particular when sensitive data can not leave the
premises for modeling.

To overcome the limitations of the encoder mod-
els’ traditional context window, we experiment
with selection methods for extracting the relevant
parts of a text for classification. This way, we
can extend the models’ operational range, avoiding
any naive chunking or sliding window approach
with subsequent aggregation of partial results. We
hypothesize that such text selection methods may
be beneficial when employing generative models
for classification as well. The "Lost-in-the-middle"
effect on generative models has been studied, show-
ing that too much irrelevant text degrades the mod-
els performance (Liu et al., 2024; Hsieh et al.,

"https://euroeval.com/leaderboards/
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2024). Moreover, longer prompts also incur high
computational costs (McDonald et al., 2025). Re-
ducing computational resource consumption is de-
sirable, and allows for models to be run on lighter
hardware.

We selected one novel dataset for an in-depth
study of the effect of selecting relevant sentences
from longer texts, and of other enhancements of the
tested models. The Norwegian dataset for entity-
level SA (ELSA) (Rgnningstad et al., 2024) con-
tains some attractive features for our study. The
texts in this dataset have a mean tokenized length
of 650 tokens. 60% of the texts are longer than
the traditional encoder models’ 512 token limit.
Each text is annotated for sentiment regarding each
entity, both at the document- and sentence level,
establishing a ground truth for sentence relevance.

For decoder models, we test the effect of the
same relevant text selection methods, and we ex-
periment with a new method of fine-tuning such
models through pairwise comparison. This method
is common in the field of reinforcement learning
from human feedback (RLHF), but to the best of
our knowledge, our work is the first to apply this
method to NLU classification tasks. We evalu-
ate this method further on English and Norwegian
NLU tasks, and find that this method surpasses
previously recorded results for our tested decoder
models, and yields results above any other evalua-
tion on EuroEval (Saattrup Nielsen et al., 2025) for
any sub-10B parameter model.

Our main contributions are twofold: First, we
demonstrate that sentence-wise text selection re-
duces training times considerably and enables en-
coder models with limited context windows to ef-
fectively analyze longer documents.

Second, we propose the pairwise comparison
training method for sub-10B decoder models that
yields strong results on the ELSA dataset and es-
tablishes new state-of-the-art on the EuroEval plat-
form.

2 Related Work

We here present previous work on extending NLP
tasks to longer texts, and how to overcome the new
challenges these longer texts pose.

2.1 Encoder Models in the LLM Era

The shortcomings, both in terms of resource effi-
ciency and performance scores, of generative mod-
els for certain NLP tasks have been studied by
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Figure 1: Weighted F; scores and training time for
NorBERT4-large, max textlength set to 512 and 4096
tokens, on various ELSA dataset versions. We see how
training time is doubled from the optimized dataset ver-
sions to the fulltext version. Sentence selection through
the ent2ent heuristics and relevant span modeling im-
proves performance for a model with a context window
of 512. However, a context window of 4096 allows the
model to learn best from the fulltext version.

Kocof et al. (2023) in general, by Saattrup Nielsen
et al. (2025) for NLU tasks, and by Martinelli et al.
(2024) for coreference resolution. At the time
of writing, the encoder model NorBERT3-large
is ranked highest among the 262 models of any
size at the EuroEval NLP leaderboard that have
been fully tested for Norwegian NLU tasks. The
DeBERTa-large (He et al., 2021) is likewise ranked
highest among all 327 models ranked on the En-
glish NLU leaderboard, including up to 500B pa-
rameters instruction-tuned decoder models.

2.2 Pairwise Comparison in Supervised NLP

Pairwise comparison (pc) is a key technique for
evaluating generated text, as introduced by Stien-
non et al. (2020). The method is popularized in
reward models training for language models in-
struction tuning (Ouyang et al., 2022). We further
find the method implemented in evaluation through
ranking, as for assessing open-domain dialogue
systems (Park et al., 2024). Beyond evaluation,
its application has been extended to direct super-
vised learning for document-level ranking tasks
such as readability assessment (Lee and Vajjala,
2022). Our work builds on this paradigm by ap-
plying it to sentiment classification and linguistic
acceptability and demonstrating its effectiveness
on sub-10B models.



2.3 Relevant Text Selection

Liu et al. (2024) show how LLMs (Instruction-
tuned large decoder models) can struggle to find
information buried within the middle of irrele-
vant texts. See also Vodrahalli et al. (2024);
Liskavets et al. (2025). Hsieh et al. (2024) Pro-
vide the RULER benchmark to better assess how
well LLMs with large stated context windows, re-
ally manage to utilize this large space and extract
the relevant information.

Padmakumar et al. (2025) show how context
selection improves LLM summarization on the Di-
verseSumm benchmark (Huang et al., 2024). Sheng
et al. (2025) discuss the dangers of breaking apart
semantically coherent text when analyzing texts
by chunks. These observations support our moti-
vations for finding methods for text selection that
improve over naive text chunking.

2.4 Entity-Level SA

Ben-Ami et al. (2015) motivate the task of Entity-
level Sentiment Analysis (ELSA). We apply their
task description of identifying the document-level
sentiment for each entity mentioned in each text.
Rgnningstad et al. (2024) released the Norwegian
ELSA dataset, annotated by human experts, and
provide initial baselines for modeling ELSA senti-
ment classification.

A work related to this is reported by Kuila and
Sarkar (2024) who use the PerSenT dataset (Bastan
et al., 2020) in their task of determining the overall
sentiment polarity expressed towards a target entity
in news texts. In contrast to the ELSA dataset, the
PerSenT dataset is annotated for only one entity
per document and the text length is limited to 16
sentences.

3 Datasets

Our primary evaluation is conducted on the Norwe-
gian dataset for Entity-Level Sentiment Analysis
(ELSA) . We further evaluate our method for fine-
tuning decoder models on a subset of the datasets
on NLU in the EuroEval evaluation suite, for Nor-
wegian and English.

3.1 The ELSA Dataset

Each document in this dataset contains a review
written by professional authors. Noteworthy fea-
tures of the dataset include its annotation scheme,
where each document is annotated for multiple per-
son or organization entities at both the sentence and

1. Simon and Garfunkel were a duo featuring Paul Simon
and Art Garfunkel.

2. Paul Simon’s controlling nature often frustrated collab-
orators during sessions.

3. However, his extraordinary songwriting genius created
timeless classics that elevated the duo.

4. Art Garfunkel’s pretentious style created tension within
the partnership.

Entity Doc sentiment Sentences
Simon & Garfunkel  Neutral (1 neu)
Paul Simon Positive (1 neu),(2 neg),(3 pos)
Art Garfunkel Negative (1 neu),(4 neg)

Figure 2: Fictional text exemplifying the ELSA dataset,
containing three entities with sentiment-relevant sen-
tences and overall sentiment annotated for each entity,
and entity-specific sentiment per sentence.

label Negative Neutral Positive Count
split

dev 41 145 138 324
test 21 132 94 247
train 241 1014 653 1908
Pct 12.22 52.08 35.70

Table 1: Distribution of the 2479 sentiment-annotated
entities in the ELSA dataset across splits and polarities.

document level. Entities can co-occur in sentences,
and sentiment is often directed via coreference or
bridging, not just explicit mentions. Critically for
our work, 60% of texts in the training split exceed
512 tokens after tokenization. The ELSA dataset
has the label distribution per entity as seen in Ta-
ble 1. The initial baselines for modeling as reported
by Rgnningstad et al. (2024) are a weighted average
F; of 68.1% with encoder models, versus 73.3%
with GPT-4.

3.2 EuroEval Datasets

In order to further evaluate our method of pairwise
comparison for NLU classification, we select the
Norwegian and English datasets for linguistic ac-
ceptability (LA) and sentiment analysis (SA) in
the EuroEval benchmarking framework. The SA
datasets contain sentences labeled as either Posi-
tive, Neutral or Negative. There is one dataset for
Norwegian SA in the test suite, a subset of NoReC
(Velldal et al., 2018) and one English SA dataset,
a subset of SST-5 (Socher et al., 2013). For both
datasets, 1024 sentences are sampled from their
train split, 256 sentences are sampled from the val-



idation split, and 2048 sentences are sampled from
the test split.

The LA datasets contain sentences from the Uni-
versal Dependencies Treebank. These are either
used as-is and labeled as grammatically correct, or
they are carefully corrupted and labeled as gram-
matically incorrect (Nielsen, 2023).There is one
such LA dataset for English (en) and one for each
of the two written standards for the Norwegian
language: Bokmal (nb) and Nynorsk (nn).

4 Methods

We here present our methods for relevant text selec-
tion by heuristics and by modeling, as well as our
method for text classification with decoder models
through pairwise comparison.

4.1 Preparing a Classification Dataset for
Pairwise Comparison

When training a model for classification through
pairwise comparison, we need two texts that are
contrasted. Since we for the ELSA dataset will
need to classify the same text with regards to var-
ious entities, this entity in question needs to be
identified. We therefore prepend the text to classify
with a sentence identifying the entity in question,
and append the true sentiment label for the chosen
text, and an incorrect label for the rejected text.
A full example is found in Appendices A and B.
To our knowledge, we are the first to apply this
training regime to both sentiment classification and
relevant text selection.

4.2 Pairwise Comparison Learning

To fine-tune a model on these pairs of chosen
and rejected texts, a regression head is attached
to the decoder model, and the output for the cho-
sen text is compared to the output for the rejected
text. The loss function £(#) is derived from the
Bradley—Terry model (Bradley and Terry, 1952),
which models the probability that one item is pre-
ferred over another as:

—ro(z,y)) (D

where o is the sigmoid function, ry(x, y) is the
scalar output of the reward model for input x and
response ¥, ¥, is the winning (chosen) response,
and y; is the losing (rejected) response.

The loss function is formulated as the negative
log-likelihood, implemented as the mean loss over
batches of size B:

P(yw = yilz) = 0 (re(z, Yu)

B
1
Lp(t) =-3 > logo(Ary) )
=1

where Ar; = 1r9(%4, Yw,i) — ro(Ti, Y1) repre-
sents the reward difference for the i-th training
pair.

This formulation is implemented in the Hugging
Face TRL RewardTrainer (von Werra et al., 2022).

While our approach shares the pairwise compar-
ison principle with contrastive learning, it differs
in output structure: traditional contrastive learning
learns multidimensional embeddings that are com-
pared via distance metrics in the embedding space,
whereas our method directly computes scalar pref-
erence scores.

4.3 Relevant Text Selection

Our methods for relevant text selection on the
ELSA dataset are based on available anchors for
sentence relevance that we seek to exploit. In this
section, we present the rationale for these methods,
while details of the implementation are provided in
Section 5.1.

The first anchor is the presence of a mention of
the entity in question. The dataset is annotated for
sentiment regarding each person and organization,
which are standard entity categories in named en-
tity recognition (NER). Suitable NER models exist
for various languages, including Norwegian and
English. We can therefore label any text containing
these entities as part of the pre-processing steps
and experiment with alternative heuristics for text
selection based on sentences in which an entity is
mentioned.

The second anchor is provided by the sentence-
level annotations of the ELSA dataset. These
supply ground truth labels identifying sentiment-
relevant text with respect to the entity in question.
As this information is not available for new texts,
it is necessary to train a model on the annotated
data in order to classify new sentences as relevant
or irrelevant.

4.4 The Relevant Sentence Modeling Task

Formally, we have as input the ELSA dataset where
sentence sentiment is annotated with respect to
each entity. These are regarded the relevant sen-
tences that the selector model should learn to dis-
tinguish from the non-relevant sentences.

Input: Document collection D, where each
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Figure 3: Preparing the ELSA dataset for classification through text selection. Step 1 utilizes only the named entities
information in the dataset. Step 2 trains models for selecting relevant text, and uses these results as alternatives to
the methods in Step 1. Step 3 trains alternative entity-specific sentiment classifiers based on the datasets from Steps

1 and 2.

d € D contains sentences {s1, g, . .
tities {e1, €2, ..., ex}.

., Sm ) and en-

Task: For each pair (s;,e;) where s; € d
and e; € d, predict: relevance(s;,e;) €
{relevant, irrelevant }

Goal: Learn function f : Sentence x Entity —
{0, 1} to classify sentence-entity relevance.

For pairwise comparison learning, a prompt

containing the entity in question, preceding
relevant text, the sentence in question, and a
correct judgment whether this sentence should
be included, is the chosen text, while a wrong
judgment regarding the sentence’s relevance is
provided as the rejected text. See Appendix A for
further details.
For relevant text selection with encoder models,
two texts are passed as input. The first containing
the entity in question and preceding relevant text,
while the sentence to be classified is the second
text. A classifier head with two output nodes are
trained to classify the candidate sentence to be
either relevant or irrelevant.

S Experiments

We selected for our experiments the models
that were leading among the sub—10B models
for Norwegian NLU at the EuroEval language
model benchmark (Nielsen, 2023). These are the
NorBERT3-large (323M params) encoder model
(Samuel et al., 2023) and the Gemma 2 9B decoder
model (Team et al., 2024). We also tested these
related models: NorBERT4-large® (360M params)
and Gemma 2 2B.

The traditional approach to text classification
with encoder models is attaching a classification
head to the model with as many output nodes as
there are categories for the label. Loss is calcu-
lated using cross-entropy loss, and predicted label
is found with argmax. We use the term categorical
classification (cc) for this method, which is used in
the classification experiments using encoder mod-
els. The cc method is evaluated against decoder
models trained with pairwise comparison (pc).

Our experiments with the ELSA dataset follow
the following structure, as illustrated in Figure 3:

(1) Employ heuristics to select context for entity-

2https://huggingface.co/ltg/norbert4-large
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model name max1 meth ent2end ent2ent entsent fulltext rel sents rel span
gemma-2-9b-it 8192 i 69.15 67.24 59.51 73.14 63.79 64.55
gemma-2-9b 4096 pc 83.30 (0.3) 83.08 (0.9) 82.51(1.5) 82.82(0.3)
gemma-2-2b 4096 pc 78.84 (1.5) 78.18(0.6) 77.73(24) 76.76 (0.2)
norbert4-large 4096 cc 76.24 (1.2) 7456 (1.7) 69.82(1.9) 78.69(1.2) 7495(2.1) 76.64(3.4)
norbert4-large 512 cc 7240 (7.4) 77.22(2.1) 69.82(1.9) 7277 (2.2) 76.07(3.0) 77.91(1.6)
norbert3-large 512 cc 73.98 (0.5) 72.20(1.5) 69.30(1.7) 67.23(2.7) 77.04(0.5) 73.15(4.2)

Table 2: Performance across models, classification methods and text selection method on the ELSA dataset. Mean
weighted F,; (st. dev.) over three runs. max l: max input tokens; meth: method (pc: pairwise comparison, cc:
categorical classification, i: zero-shot inference). Text selection methods are detailed in Section 5.1. We see that
gemma-2-9b achieves state-of-the-art when trained with pairwise comparison. Mean train script run times in minutes
for gemma-2-9b were: ent2ent:247, fulltext:703, rel sents: 176, rel span: 361

task Ing model euroeval ours

LA en encoder 86.49 +0.83

LA en g-2-2b 53.22£2.17 80.44 +2.21
LA en g2-% 7132 £1.36 78.07 £4.85
LA nb encoder 84.91 +4.26

LA nb g2-2b 39.37£2.96 65.89 £3.41
LA nb g-2-9 74.34 £2.9 77.3 £7.17
LA nn encoder 85.58 +1.48

LA non g-2-2b 44.84 £3.99 53.13 £3.25
LA non g-2-9 69.01 £2.75 55.36 +4.93
SA no encoder 7198 £1.98

SA  no g22b 46.62 £3.15  74.79 +0.72
SA  no g29 75.82+£0.92  79.01 £0.75
SA en encoder 62.94 £3.0

SA en g2-2b 6591 £0.99 71.94 0.7
SA en g-2-9 69.44 +1.45 72.92 +0.87

Table 3: Evaluation results for our fine-tuned gemma-
2 models compared with the reported results on the
EuroEval leaderboard. Our 95% confidence interval is
calculated through bootstrapping the dataset 10 times, to
match the EuroEval method. Our models provide a new
state-of-the-art for sub-10B parameter models on the
SA datasets. For the LA datasets, our method provides
considerable improvements for 4 out of 6 dataset and
model combinations.

relevant sentiment classification on longer texts.

(2) Train entity-specific sentence relevance clas-
sifiers for context selection.

(3) Train entity-specific sentiment classifiers
models using the various contexts selected by the
above methods as input.

5.1 Text Selection Implementations

In order to improve text classification of longer
texts using smaller models, we experiment with
both heuristics and modeling approaches. Only
the ELSA dataset has such lengthy texts, the Eu-
roEval datasets are single-sentence classification

datasets. The presence of named entities (see Sec-
tion 4.3) allows us to compare the following text
selection heuristics: fulltext, which uses the en-
tire document (truncated if necessary); ent2end,
which includes all text from the first mention of an
entity to the end of the document; ent2ent, which
spans from the first mention of an entity until a
different entity is mentioned; and entsent, which
selects only the first sentence where the entity is
mentioned. We speculate that the ent2ent heuristic
would be a strong candidate, following the intuition
that the sentiment-relevant text regarding an entity
would start with the sentence where an entity is
introduced, and end the sentence before another
entity is introduced.

The presence of entity-sentiment annotations at
the sentence level allows us to train models for
classifying a sentence as relevant or irrelevant for
an entity. To validate the potential of this method,
we first train a classifier on the gold relevant sen-
tences. We found that training an entity sentiment
predictor from the annotated relevant sentences
yields strong results, achieving over 82% F; with
NorBERT3-large. This sentence-level information
1s not available on test data, but these results moti-
vate exploring ways to train models for this relevant
sentence selection, based on the dataset’s annota-
tions. Through modeling sentence relevance, we
create two new dataset versions for entity-specific
SA: relevant sentences: Concatenate the predicted
relevant sentences per entity before classification;
and relevant span: Concatenate all sentences in
the text from the first to the last predicted relevant
sentence. This latter approach has the potential of
better capturing the semantic coherence, while risk-
ing more noise from sentiment signals regarding
other entities.



5.2 Training Models for Relevant Text
Selection

We trained models for relevant sentence selection
from gemma-2-9b and NorBERT3. As the F; score
was higher using the NorBERT3 model, this model
was used to predict sentence relevance on the test
set. Appendix A shows the text templates being
used, while Algorithm 2 in Appendix C describes
the details of preparing a dataset of chosen and
rejected sentences for modeling.

5.3 Modeling ELSA with Categorical
Classification

We here employ the standard approach for senti-
ment classification through the HuggingFace Auto-
ModelForSequenceClassification,? which attaches
a classification head to the model with one output
node per label, and calculates the cross-entropy
loss. We train models on each of the six text selec-
tion criteria presented in Section 5.1.

Encoder Models with Extended Context
Window

Regular self-attention scales quadratically with se-
quence length, therefore increasing the context win-
dow quickly becomes infeasible. One approach to
mitigate this is the sliding window attention (Belt-
agy et al., 2020). This is implemented in Nor-
BERT4, the recently released successor of Nor-
BERTS3, allowing us to experiment with a context
window of 4096, which is adequate for the full text
lengths in the ELSA dataset.

5.4 Modeling ELSA with Pairwise
Comparison

We fine-tune the gemma-2-2b and gemma-2-9b
models using the text templates shown in Ap-
pendix B. Using non-instruction-tuned models al-
low for a subsequent wider selection of language-
specific models, and reduces the complexity of the
prompt setup.

A selection of design choices were finalized for
the pc method (see Appendix D.1 for details). We
used Norwegian prompts for Norwegian text; cre-
ated two chosen-rejected pairs per data item (one
for each incorrect label) to provide comprehensive
negative examples; trained for two epochs, which
we found optimal; and employed 4-bit quantization
with LoRA (rank=16, alpha=32) to meet our GPU
memory limitations.

3https://huggingface.co/docs/transformers/en/
model_doc/auto

5.5 Key Findings from the ELSA Dataset

Figure 1 shows that we are able to mitigate long text
lengths for an encoder model with limited context
window through our methods for text selection.
Classification results improve and training time is
kept short. We also find that the NorBERT4 model
with a larger context window is able to utilize the
entire document text with a mean tokenized text
length of 636 and achieve higher F; scores, at the
cost of longer training times.

Table 2 shows that when fine-tuning gemma-2-
9b for entity-specific SA, this model achieves a new
state-of-the-art for the ELSA dataset, yielding a
mean weighted Fy score of over 83% across 3 seeds.
The highest mean was achieved with the ent2ent
selection method. The scores using the fulltext
version are slightly behind, a not statistically sig-
nificant difference. However, mean training script
running time for gemma-2-9b was reduced from
703 minutes training on the fulltext versions, to 247
minutes when training on the ent2ent versions, a
65% reduction of training time without any perfor-
mance loss. We also see that NorBERT4 performs
on par with gemma-2-2b when trained with a con-
text window of 4096, having less than 20% of the
parameter count of gemma-2-2b.

5.6 Other ELSA Classification Methods

Experiments attaching a traditional classification
head to gemma-2 models with LoRA did not sur-
pass baseline levels. A full exploration of these
instabilities is beyond the scope of this work, so
these results are not discussed further.

We performed zero-shot inference with gemma-
2-9b-it, with a prompt similar to what is described
in Appendix B. The results are included in Table 2.
The best performance was obtained using the full
document text as input, and the scores were notice-
ably weaker than those of the fine-tuned models.

5.7 Evaluating the Pairwise Comparison
Method on the EuroEval Benchmark

We replicate the EuroEval tests* for the two NLU
tasks sentiment analysis and linguistic acceptabil-
ity, for Norwegian and English, five datasets in
total. See Table 3. The datasets are prepared for
pairwise comparison training applying the euroe-
val prompt templates. Since all five datasets are
single-sentence classification tasks, we do not ex-
periment with sentence selection on these datasets,

*https://euroceval.com/methodology/
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Figure 4: F; scores across EuroEval sentiment analysis
and linguistic acceptability tasks. Striped bars show Eu-
roEval baselines; solid bars show our fine-tuned models.
Error bars indicate 95% confidence intervals based on
10 bootstrapped dataset versions.

but explore the general applicability of our method
of classification through pairwise comparison.

We follow the test setup reported for the Eu-
roEval test scores and bootstrap each dataset ten-
fold. For each bootstrapped version train and test
three models using three fixed seeds. The ten mean
macro-averaged F; scores over three seeds are av-
eraged, and a 95% confidence interval is calculated
from these ten values. For simplicity, we consider
the results where there is no confidence interval
overlap to be significant.

All EuroEval results are copied from the leader-
board where the best encoder models are DeBERTa-
large for English and NorBERT3-large for Norwe-
gian.

5.8 Key Findings from the EuroEval Datasets

As shown in Figure 4 and Table 3, our fine-tuned
2B and 9B gemma-2 models both performed sig-
nificantly better than the EuroEval results for the
same model, on five out of six datasets. For the two
SA datasets, our finetuned gemma-2-9b models per-
form better than the EuroEval fine-tuned encoder
models, and thus provide a new state-of-the-art for

all sub-10B models. Our scores of 79.01% for Nor-
wegian SA (norec) using gemma-2-9b, surpass any
other scores on the leaderboard, including up to
500B models.

This extended testing shows that our suggested
method for NLU classification through pairwise
comparison is a viable alternative across a wider
range of tasks, besides the state-of-the-art results
on the ELSA dataset.

6 Conclusion

This work has presented two distinct strategies
for advancing NLU classification in resource-
constrained environments.

First, for encoder models constrained by short
context windows, we demonstrated the efficacy of
relevant text selection. Our heuristic and model-
based approaches allow models with a 512-token
limit to achieve substantial performance gains on
the ELSA dataset, where most documents exceed
this length. These methods effectively reduce the
computational load while preserving the informa-
tion critical for classification.

Second, for sub-10B parameter decoder mod-
els, we introduced the pairwise comparison train-
ing methodology for classification. This approach,
adapted from reward modeling, proved highly ef-
fective for NLU classification. Our experiments
show that gemma-2-9b, trained with this method,
achieves a state-of-the-art weighted F1 score of
83.3% on the ELSA dataset. Text selection meth-
ods were also evaluated with this model. The
ent2ent method allowed training time to be reduced
by 65% for gemma-2-9b without any performance
degradation.

Performance on the EuroEval benchmarks pro-
vides evidence for the generalizability of the pair-
wise comparison method. The approach yielded
significant improvements for gemma-2 models on
both sentiment analysis and linguistic acceptabil-
ity tasks in Norwegian and English, establishing
new performance benchmarks for sub-10B mod-
els. Notably, on the Norwegian sentiment analysis
task, our result surpassed scores from models of
any size.

7 Limitations

Our method for fine-tuning decoder models for
NLU classification is tested on two Germanic lan-
guages, Norwegian and English, and two NLU
tasks, sentiment analysis and linguistic acceptabil-



ity. The relevance for other languages would de-
pend on how well the language is represented in the
base models, and on labeled data. The relevance
for other tasks remains an area for future work.

8 Ethical Considerations

Bias and Fairness: The pre-trained models and
datasets used in this work may encode and am-
plify existing societal biases. For sentiment anal-
ysis, this could lead to models that assign unfairly
negative sentiment to text associated with certain
demographic groups. For linguistic acceptability,
there is a risk that models trained on standard lan-
guage corpora could penalize or misclassify non-
standard dialects, sociolects, or text produced by
non-native speakers, potentially leading to techno-
logical marginalization.

Intended Use and Potential for Misuse: Our
methods are developed for research purposes. The
sentiment analysis models could be used benefi-
cially to study and reveal media bias. Conversely,
they could also be misused for large-scale censor-
ship or automated surveillance of online expres-
sion. The linguistic acceptability models, while
useful for grammatical error correction, could be
improperly deployed in contexts such as hiring or
education to discriminate against individuals based
on their adherence to a standard linguistic norm.

Use of AI Assistants. During various stages of
research and writing, we used Al-assisted tools to
help with editing, and clarifying text. Such tools
were also used for developing code, primarily for
data aggregation and analysis steps. All scientific
claims, experimental design, and dataset analysis
were conducted and verified by the authors.

Researcher Responsibility: We acknowledge
the dual-use nature of this technology. Researchers
and developers building upon this work have a re-
sponsibility to conduct thorough bias audits and
to consider the potential societal impact of the ap-
plications they enable. We recommend that any
deployment, particularly in high-stakes domains,
be accompanied by safeguards and human over-
sight.
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A Training the Selector Model for Sentence Selection

Training a selector model on selecting entity-relevant from irrelevant sentences requires text pairs where
one is chosen (correct relevance judgment) and one is rejected (incorrect relevance judgment). The
following contains the English version of the prompt template:

nnn

{0} is introduced in the Norwegian Main text.
Is the Additional sentence Relevant or Irrelevant to the sentiment expressed
toward {0}?
Main text: {1}
Additional sentence: {2}
Response: {3}

nnn

0: entity name, 1: Text containing the entity. 2: New sentence which is either
relevant or irrelevant
3: the judgement of this sentence being "Relevant” or "Irrelevant”.

3

The Main text contains for training a concatenation of all previous sentences labeled as relevant. During
inference, the main text equals previous sentences with the entity mentioned plus previous predicted
relevant sentences. The following is a sample training pair with the Norwegian text machine translated
into English.

Chosen text

Helene Bgksle is introduced in the Norwegian Main text. Is the Additional sentence
Relevant or Irrelevant to the sentiment expressed toward Helene Bgksle?
Main text: **When Helene Bgksle sings, it comes from the heart.
That's how I experienced it in the cathedral yesterday evening, and it became as Helene
Boksle wanted it in the introduction: "a golden hour and a half"”.
As an artist, she has reached the point where she doesn't need to show off.
She has enough strength within herself, confidence in her voice, and composure on stage to
focus on conveying her message. And she does so convincingly.
This sense of simplicity has likely been developed through the collaboration between
Hotvedt and Bgksle, a collaboration that has now lasted for ten whole years,
long enough to get to know each other's musical taste and qualities.**
Additional sentence: **The consequence is that the lyrics are allowed to stand forth in all
their splendor, and she also selects some magnificent hymns:**
Response: Relevant

Rejected text

Helene Bgksle is introduced in the Norwegian Main text. Is the Additional sentence
Relevant or Irrelevant to the sentiment expressed toward Helene Bgksle?
Main text: *x*When Helene Bgksle sings, it comes from the heart.
That's how I experienced it in the cathedral yesterday evening, and it became as Helene
Boksle wanted it in the introduction: "a golden hour and a half"”.
As an artist, she has reached the point where she doesn't need to show off.
She has enough strength within herself, confidence in her voice, and composure on stage to
focus on conveying her message. And she does so convincingly.
This sense of simplicity has likely been developed through the collaboration between
Hotvedt and Bgksle, a collaboration that has now lasted for ten whole years,
long enough to get to know each other's musical taste and qualities.**
Additional sentence: **The consequence is that the lyrics are allowed to stand forth in all
their splendor, and she also selects some magnificent hymns:xx
Response: Irrelevant
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B Pairwise Comparison Training for ELSA Sentiment classification

The English prompt template for creating sentiment classification pairs:

'The entity {0} is introduced in the Norwegian Main text. We will analyze the
sentiment expressed regarding this entity.\nMain text: {1}\nThe sentiment
expressed regarding {0} when chosen from the available labels “["Positive”,
"Neutral”, "Negative”"]™ is {2}

Entity mention: {0}

Main text: {1}

Label: {23}

Each text with its sentiment label is made into two training pairs. The only difference lies in the final
label category word. English machine translation of the Norwegian text.

Chosen text 1

The entity Norah Jones is introduced in the Norwegian Main text.

We will analyze the sentiment expressed regarding this entity.

Main text: **But Norah Jones does backing vocals.

That's at least something.*x*

The sentiment expressed regarding Norah Jones when chosen from the available labels
["Positive"”, "Neutral”, "Negative”] is Positive

Rejected text 1

The entity Norah Jones is introduced in the Norwegian Main text.

We will analyze the sentiment expressed regarding this entity.

Main text: **But Norah Jones does backing vocals.

That's at least something.xx*

The sentiment expressed regarding Norah Jones when chosen from the available labels
["Positive”, "Neutral”, "Negative"”] is Negative

Chosen text 2

The entity Norah Jones is introduced in the Norwegian Main text.

We will analyze the sentiment expressed regarding this entity.

Main text: **But Norah Jones does backing vocals.

That's at least something.*x*

The sentiment expressed regarding Norah Jones when chosen from the available labels
["Positive"”, "Neutral”, "Negative”] is Positive

Rejected text 2

The entity Norah Jones is introduced in the Norwegian Main text.

We will analyze the sentiment expressed regarding this entity.

Main text: **But Norah Jones does backing vocals.

That's at least something.xx*

The sentiment expressed regarding Norah Jones when chosen from the available labels
["Positive”, "Neutral”, "Negative"] is Neutral
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C Algorithms

Algorithm 1 describes the relevant text selection heuristics used in the ent2ent method. Algorithm 2
describes how a text is prepared for sentence selection model training through pairwise comparison

between chosen and rejected text.

Algorithm 1 Extracting ent2ent text spans for classification

ent2enttexts < ()
for each document d in dataset D do

all_entitymentions < indices for all entity-mentioning sentences in d

for each entity e mentioned in d do
selectedsentences < ()

entitymentions < indices for sentences in d mentioning this entity

for each sentece index i in entitymentions do
selectedsentences < selectedsentences U {i}
1 1+1
while i ¢ all_entitymentions do
selectedsentences < selectedsentences U {i}
1 1+1
end while
end for
ent2enttexts < ent2enttexts U { (e, selectedsentences)}
end for
end for

Algorithm 2 Generating Pairwise Dataset for selection model training

Function: CreatePrompt(context, new_sentence, relevance)
Returns formatted prompt by concatenating inputs within template

for each document d in dataset D do
for each entity e mentioned in d do
pairwise_dataset « ()
context <« first sentence in d that contains a mention of e
for each subsequent sentence new_sentence do
Assign the annotated relevance label to variable relevant

chosen_example <— CreatePrompt(context, new_sentence, relevant)
rejected_example + CreatePrompt(context, new_sentence, —relevant)
pairwise_dataset <+ pairwise_dataset U {(chosen_example, rejected_example)}

if new_sentence is labeled as relevant then
context <— context + new_sentence
end if
end for
end for
end for
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D More Implementation Details

Our experiments were implemented in Python 3.11.
All package versions are available on line,> where
programming code will be added as well. We made
extensive use of the following packages: transform-
ers (Wolf et al., 2019), trl (von Werra et al., 2022),
torch (Ansel et al., 2024), numpy (Harris et al.,
2020) pandas (Wes McKinney, 2010; pandas devel-
opment team, 2020), scikit-learn (Pedregosa et al.,
2011) and matplotlib (Hunter, 2007).

D.1 Implementation Details for the Pairwise
Comparison Training

Norwegian or English prompts A prompt in
this context is the standard text shown in Ap-
pendix A, which is attached to each text segment
and entity. Table 6 shows a slight advantage with
keeping the prompt in Norwegian, and this choice
is kept for subsequent classification experiments.
This is in line with the EuroEval evaluation setup,
where prompts are kept in the language of the
dataset evaluated on.

One or two negative examples While the selec-
tion model has only two labels to distinguish, Rele-
vant or Irrelevant, for sentiment classification there
are three labels to distinguish, Positive, Neutral or
Negative. While the chosen text must contain the
correct label, there are two options for the negative
label. We tested two approaches for this: a) As
rejected text, sample from the two incorrect labels
according to these labels’ distribution in the train
set. b) Create two training pairs per entity. Each
with the correct label in chosen text, and for the re-
jected text use the two incorrect labels, one in each
pair. This second approach doubles the training set
and therefore training time. Table 4 shows that us-
ing both incorrect labels gives a slight performance
improvement.

Epochs of training While one epoch of training
is considered enough for training reward models
for RLHF to avoid overfitting (Ouyang et al., 2022;
Wang et al., 2024), we check for benefits from
training longer, as our models need not respond
to the same textual diversity as reward models for
RLHF. Table 5 shows that two epochs of training
yielded the best evaluation accuracy and the lowest
evaluation loss.

5h'ctps ://anonymous. 4open.science/r/
nluclassification-FEE5/README . md
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Quantization and PEFT: For parameter-
efficient fine-tuning (PEFT), we employed
Low-Rank Adaptation (LoRA) with a rank
parameter of 16 and an alpha scaling factor of 32.
The values were chosen according to common
practice and initial experiments with higher values
that did not yield any improvements. We tested
the impact of quantization. The 16-bit precision
experiments yielded on average 82.87% accuracy,
while the 4-bit quantized counterparts yielded
82.25%.

Pair per entity

1 2
Neg F 56.82 58.11
Pos F, 8138 824
W Avg F 80.15 81.72
F; Std Bruns) 047  0.59

Table 4: Mean F; scores in % for training on one pair
of chosen and rejected text per entity versus two pairs.
The chosen text labels the text with correct label while
rejected text labels the text incorrectly. All prompts are
Norwegian. Text selection is "Relevant span”.

epoch evalloss eval accuracy
1 0.4337 0.8472
2 0.3988 0.8750
3 1.1496 0.8596
4 1.0391 0.8688

Table 5: Evaluation loss and accuracy for a reward-
model trained on preferring the correct sentiment label
over an incorrect label.

Text selection English Norwegian
Entire document  83.95% 81.79%
Relevant only 81.48% 83.33%
Relevant span 81.17% 85.19%
Average 82.20% 83.44%

Table 6: Accuracy for predicting ELSA sentiment using
pairwise comparison setup with gemma-2-9b. Wrap-
ping the text in a Norwegian prompt yielded best results
on average, and we kept this approach for later experi-
ments.
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