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Abstract

Graph Neural Networks (GNN5s) have achieved impressive results across diverse
network modeling tasks, but accurately estimating uncertainty on graphs remains
difficult—especially under distributional shifts. Unlike traditional uncertainty
estimation, graph-based uncertainty must account for randomness arising from both
the graph’s structure and its label distribution, which adds complexity. In this paper,
making an analogy between the evolution of a stochastic partial differential equation
(SPDE) driven by Matérn Gaussian Process and message passing using GNN
layers, we present a principled way to design a novel message passing scheme that
incorporates spatial-temporal noises motivated by the Gaussian Process approach to
SPDE. Our method simultaneously captures uncertainty across space and time and
allows explicit control over the covariance kernel’s smoothness, thereby enhancing
uncertainty estimates on graphs with both low and high label informativeness. Our
extensive experiments on Out-of-Distribution (OOD) detection on graph datasets
with varying label informativeness demonstrate the soundness and superiority of
our model to existing approaches.

1 Introduction

Uncertainty Estimation is crucial to developing reliable machine learning systems, now deployed in
safety-critical fields such as healthcare [15]], medicine [2], and financial modeling [[14]. This task
usually handles uncertainty from the lack of data samples and the inherent randomness in the data
generating process [13] and has traditionally been addressed for i.i.d data using energy based models
[44]], Bayesian learning framework [[6], or stochastic process to inject random noise into model
learning [22,147]. Already a challenging problem, Uncertainty Estimation when applied to graph data,
requires even more consideration on the dependency between nodes and even substructures on a graph.
For graph data, Graph Neural Networks (GNNs) have been the standard model, leading state-of-art
performance on many graph related learning tasks. By aggregating information from neighbors,
GNNss are able to learn meaningful representations of nodes efficiently [21}[50]. Despite their superior
performance, GNNs can generate overly confident predictions on tasks even when making the wrong
predictions [45]]. Recently many works have attempted to address uncertainty estimation for graph
data in the similar manners as i.i.d data, using the Bayesian framework [45], energy based model
[12,155], or through injecting noise in model training using a stochastic process [26} 3]]. Despite some
remarkable progresses, these models assume that nodes that are close-by in the graph should share
similar uncertainty, which often connects to the concept of graph homophily[55} [26]]. However, in
cases such as low label informativeness [35]], nodes that are close to each other often have different
labels distribution patterns, resulting in the phenomenon that knowing the neighborhood labels doesn’t
decrease uncertainty of center node’s label. [31,/32]]. When graphs exhibit low label informativeness,
tasks like node classification become more difficult for traditional GNNs, and so is uncertainty

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



v=0.1, Gaussian Process v=0.1, Node Labels

F(H(0)) F(HQD)

Too péoer [%or

K = Uo(A)UT K =Uo(W)U"

Node Classes H(0) G(H(O)) G(H(l))
-- High Matern correlation ® Class 0

® Class1 t=0 t=1t; t=t,

ES

w

Gaussian Process Value

~

Encoder ¢

Py

(a) Matérn Kernel on a Heterophilic Graph (b) Structure Informed SPDE

Figure 1: (a) Graph Matérn kernel with varying degrees of smoothness v: for low v, the Gaussian
random field is rough, with higher variance for each node and higher correlation between nodes. Red
links are high correlation edges that do not exist in the original graph. (b) Our proposed Structure
Informed SPDE (SISPDE) to incorporate spatial correlations between node uncertainty (section [3):
Gaussian noises between nodes are correlated according to the Matérn Gaussian Random Field.

estimation: when labels that are close by are uninformative, GNNs that are poorly calibrated either
generate incorrect predictions with high certainty or cannot capture the pattern at all [36 35]].

This potential difficulty has not been addressed by previous works but has been raised by many
existing works as future directions [55} 26| [12]]. In this paper, we directly address this challenge
by proposing a message passing scheme on GNN that explicitly models the dependency between
uncertainty of nodes through a spatially-correlated stochastic partial differential equation (SPDE)
(Figure Ekb))[lé]. In particular, we extend the basic framework of (Q-Wiener process from [26], which
uses the graph Laplacian to model spatial correlation, to a Matérn Gaussian process on graph [4].
With this construction, we can explicitly regulate the smoothness of the spectrum used to represent the
Brownian motion on graph, creating covariance structures that can capture long-distance dependencies
between uncertainties of nodes. We further provide theoretical analysis for the construction and
demonstrate the existence and uniqueness of mild solution of the underlying SPDE. We conduct
extensive experiments on Out-of-Distribution (OOD) Detection on 8 graph datasets with varying
degrees of label informativeness to demonstrate our model’s effectiveness.

The main contribution of this paper are: (1) we introduce a physics-inspired way to perform message
passing on graph with spatially-correlated noise to improve uncertainty estimation, even under low
label-informativeness. (2) We extend the QQ-Wiener process on graph to a smoothness-regulated,
spatially-correlated noise process and analyze its property and the theoretical implication for the
underlying stochastic process on graph. (3) We provide an efficient implementation of this general
framework, conduct extensive experiments on standard uncertainty estimation tasks, and provide
detailed ablations and visualizations for the properties of designed covariance structure. Empirical
results and thorough analyses demonstrate our model’s novelty and superiority compared with
previous approaches.

2 Background

2.1 Uncertainty Estimation on Graph Data

Let G = (V, E) be a graph, where V is the set of vertices and FE the set of edges, then a semi-
supervised node classification problem can be formulated by (1) partitioning the graph nodes:
V =T UU, where v € T are the set of nodes with labels and u € U are the set of nodes without
labels, and (2) train a GNN model to predict the labels of « € U/ using the final node features after
T rounds of message passing. Denote node features as X and H(™) as feature after 7' rounds of
message passing, then the classification results depend on P(y | H(™)). Traditionally, predictive
uncertainty can be measured by (a) adopting an energy-based model perspective [55, [12] on the



classifier, (b) formulating a Bayesian perspective and compute the entropy of the posterior predictive
distribution [45], and (c) formulating the message passing GNN as a stochastic process and compute
an expected Shannon entropy H[E[p(y | H(T'))]]. In this paper, we investigate approach (c), which
allows for a principled design of GNN architecture and explicit modeling of both aleatoric uncertainty
and epistemic uncertainty through P(H(T')) and Ep(gg(p)) [H[P(y | H(T))]], respectively [22, 26].

2.2 Label Informativeness

Traditionally for node classification tasks, graph datasets were divided into homophilic and het-
erophilic datasets, where similar nodes are more likely to be connected in the former and less likely
to be connected in the later case [31]. While it occurred that classical GNNs perform poorly on
heterophilic datasets, it has been recently discovered that fine-tuning can address the issue without
relying on heterophilic-specific methods [31} 35} 36]], leading to design of metrics that better charac-
terize node classification difficulty. Among the newly proposed metrics, Label Informativeness (LI)
leverages the mutual information framework and better characterizes the structural distribution of
graph labels. For two nodes ¢, j € V' and their label random variables y;, y;, LI is defined as:

H(yi) = H(yi | y;)

H(y;) ’
where [ is mutual information and H Shannon entropy. Compared with homophily, edge-wise LI can
better account for classification difficulty and naturally incorporates multiple types of heterophilic
patterns [35]]. Using entropy and mutual information, LI provides not just a metrics of classification
difficulty, but also of predictive uncertainty: intuitively, when label informativeness is low, predictive
uncertainty of center node doesn’t decrease even after knowing the label of the neighbors, indicating
a low correlation between the center node’s predictive uncertainty and the predictive uncertainty of
neighbor nodes. This suggests that modeling the spatial correlation between nodes can serve as a
prior for graph’s label informativeness, and we argue that it is crucial to model not just uncertainty of
each node, but also their correlations.

LI:=1I(y;,y;)/H(y;) = (D

2.3 Graph Stochastic Partial Differential Equation

The analogy between Message Passing Neural Networks and Partial Differential Equations (PDEs) has
been widely explored, with pioneering work in PDEGCN [10] and GRAND [5], which systematically
defined differential operators on graph. For the node feature X and its corresponding node embedding
H on graph, GRAND [5] formulates message passing using the diffusion equation:

MO _ awiem, o va, @
which closely follows the anisotropic heat equation %—)f = A(G(X, t)X). In this formulation, G is a
GNN layer while ¢ is the continuous index for layers of the GNN, and the entire message passing
that updates node features can be written as an integral equation. Later on, to better account for
uncertainty, Graph Stochastic Neural Diffusion (GNSD) [26] expanded this formulation into the
stochastic diffusion equation, a class of stochastic partial differential equations [[16]:

dH(t) = f(H(t))dt + g(H(t))dW (1), (©)

where the Brownian motion W (¢) is defined using the spectral basis of the graph Laplacian, using
the finite dimensional analogy of the Karhunen—Loeéve expansion:

V]
W(t) = VAufi(t), @)
k=1

where {)\}L}Ql, {u;.c}‘kvzl1 are the eigenvalues and eigenvectors of the graph Laplacian, and {5 (t) \szll

are independent zero-mean Brownian motion on each node. In particular, [26] showed that the noise
process is a Q-Wiener process, which converges in the asymptotic regime in the L? sense, and the
process has stationary increment of the form W (t) — W (s) ~ N (0, (t — s)Q), where @ is a trace
class operator and defined to be the graph Laplacian in the finite case. The SPDE in the form of
equation [3|suggests a message passing scheme on GNN, where noises are injected independently for
each graph nodes, which better accounts for aleatoric uncertainty of the data.



2.4 Graph Matérn Gaussian Process and SPDE

Generally, a stochastic partial differential equation (SPDE) describes a spatial-temporal stochastic
process driven by a spacetime noise process W (z,t). When time is fixed, the object W (x) is a
Random Field, whereas if z is fixed, we obtain a classical stochastic process [16]. Under regularity
conditions, a Gaussian process can be formulated as the mild solution to a SPDE system [42]], with
its covariance structure derived from the underlying Brownian motion. In particular, when the
spatial domain is a graph, [4] showed that a Gaussian process can be defined over the graph nodes,
using the spectrum of the graph Laplacian matrix to form the covariance kernel. Specifically, given
the spectral decomposition of the Laplacian matrix A = UAU7T, we can define a matrix function
@ RIVIXIVIE 5 RIVIXIVIE & (A) := UB(A)UT can be used to define a fractional diffusion operator,
where ®(A) = diag([¢(A1),- -, #(\n)]) scalar transforms the eigenvalues with scalar function
¢. When driven by standard Gaussian W ~ N(0, I), the diffusion equation generates a spatially
correlated Gaussian process. Using the general result from [54]] that formulates the Matérn Gaussian
process as the mild solution of class of diffusion type static SPDEs, [4] proposed the family of Matérn
kernel and the associated Matérn Gaussian process on graph:

2v v/2 2v —v
@(A):( +A> : f~N(07(}€2+A) > )
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where v,k > 0 are spatial scaling parameters and f : V — R? can be seen as a random field
defined on the graph domain. This formulation provides a framework to model the smoothness of
spatial correlation structure for noise on graph. When v is large, the noise process is smooth, with
low covariance overall, whereas if v is small, the noise process is rough, resulting in long distance
dependencies. A visualization of Matérn kernel on a synthetic graph can be found in Figure [I[a).

3 Method

In this section, we first design a general spacetime noise process on graph using Gaussian Random
Field and Brownian motion. Based on this general design, we propose a spectral formulation of the
noise process and discuss the design of the spatial covariance kernel. We formalize the findings in
four theorems and provide the detailed proofs in Appendices. We then provide an efficient graph
neural ODE implementation and a learning framework to handle uncertainty estimation.

3.1 ®-Wiener Process on Graph

In GNSD[26]], the authors adopted a spectral perspective and proposed to represent the spacetime
white noise using the graph Laplacian. Although the construction is a valid (J-Wiener process, it
lacks a rich spatial structure: the noise process defined in GNSD corresponds to a Gaussian Random
Field whose spatial covariance kernel is the Laplacian Matrix.

Proposition 1. Let G = (V, E) be a graph and i,j € V, then the Q-Wiener process defined in
Equation[d|results in a spatial covariance structure of Cov(W;(t), W;(t)) = Ayjt.

While this result provides some degrees of spatial correlation between noise on graph nodes, it
doesn’t provide a mechanism to control for kernel smoothness, an important prior when dealing with
label distributions, limiting the kind of uncertainty that may be encoded in the graph structure and
potentially harming the performance of uncertainty estimation on graph. To overcome this issue, we
propose a more flexible way to encode graph structure by directly modeling the spatial correlation
pattern as a covariance kernel. To facilitate this construction, we propose the following definition:

Definition 1. (Graph Gaussian Random Field) Let G = (V, E) be an undirected graph and A its
graph Laplacian, then a Graph Gaussian Random Field is a multivariate Gaussian random variable
with its positive definite covariance matrix K = U®(A)UT, where A = UAUT is the spectral
decomposition of the graph Laplacian, and ® represents a matrix-valued function that applies a
scalar function to each element of the diagonal matrix A.

This is a Gaussian random variable that directly models the correlation structure between graph nodes.
In [4], when ¢ equals the transformation in equation |5} a Matérn Gaussian process can be obtained.
Denote ® the matrix functional form of ¢, which corresponds to element-wise transform of matrix



element using ¢, we propose the following definition for spatially-correlated Wiener process on graph
induced by the function :

Definition 2. (®-Wiener process on graph). Let G = (V, E) be an undirected graph and A its
graph Laplacian. Let {uk}‘izll, {/\k}L‘Ql be its eigenvectors and eigenvalues, respectively, and let
¢ : R — R be a scalar function with ® its matrix functional form, then a ®—Wiener process is
defined by the (truncated) Karhunen-Loéve expansion:

V]

W(t) = /o) urfBi(t), (6)
k=1

where { S, (t)}L‘Ql are independent Brownian motions on each graph node.

Compared with the construction in [26] (Equationd)), we explicitly introduce a covariance structure
between nodes using the function ¢. This construction has the following property:

Theorem 1. Let G = (V, E), and A its graph Laplacian with A = UAUT, then for the construction
in definition |2} if the matrix K = U®(A)UT is positive definite, then the spatial-temporal covariance
of noise process on two nodes j,k can be written as Cov(W;(t), W;(s)) = (t A s)K,;, where
(t A s) =min(t,s), and W(t) — W(s) ~ N(0, (t — s)K) fort > s.

Sketch Proof. The result follows from the orthogonality of the eigenvectors of the graph Laplacian and
the fact that Wiener processes are zero-centered with correlation structure of Cov(W (¢t), W (s)) =
min(t, s) and W(t) — W(s) ~ N(0,t — s) fort > s. O

In the asymptotic regime where |V'| — oo, the process generalizes to be a space-time noise process
with the following property (proof in Appendix A.5):

Theorem 2. Let H be a separable Hilbert space and (Q, F, Fi,P) a filtered probability space. Let
Q' be a trace-class operator in H and ® a function operator that scalar-transforms the eigenvalues
{Ni} of Q' thenif Y ;2| \/P(N\i) < o0, the induced ®-Wiener process is a Q-Wiener process with
the trace class operator Q = ®(Q'). Moreover, the transformation for Matérn kernel induces a
Q-Wiener process when v > d for a random field taking value in compact U C R<,

The covariance structure derived in theorem [T]implies that the ®-Wiener process constructed in this
way is more expressive than the (Q-Wiener process constructed in [26], and the condition outlined
in theorem [2] provides the framework to reason about the solution of SPDE driven by such a noise
process, which we highlight in theorem [3]in the section below.

3.2 Structure Informed Graph SPDE

Aside from the theoretical construction, we propose that the design of function ¢ should depend on
the underlying graph structure and label informativeness. In the context of graph node classification,
various previous works [55} [26]] assumed that nodes that are connected to each other should have
similar uncertainty. However, for graphs with low label informativeness, knowing the labels of
neighbors does not decrease of entropy for the center node[ 1} 31]]. This suggests that far-apart nodes
can exhibit similar uncertainty patterns, while the magnitude of noise between neighboring nodes
can vary greatly. In the language of Graph Gaussian Random Field[I] this means a slowly decaying
covariance between two nodes that are far apart. To incorporate this insight, we propose to carefully
design ¢ using the Matérn Kernel in Equation [5| In this case, the choice of v is crucial, for high
values of v indicate a smooth and hence short-range dependency, whereas low values of v a rough
and hence long range dependency. The SPDE driven by the Gaussian process with the Matérn kernel
can then be used as a message passing scheme to address the distribution of uncertainty in both cases.
We summarize the theoretical property of this SPDE in the following theorem:

Theorem 3. Let H be a separable Hilbert space, and (2, F, F;,P) be a filtered probability space
and W (x,t) be a Fi-adapted space-time stochastic process whose spatial covariance kernel is

given by the Matérn kernel on a closed and bounded domain D C RY, then if v > d and H(0) is
square-integrable and JFy-measurable, the SPDE of the form:

dH(t) = (EH(t) + F(H(t)))dt + G(H(t))dW (1) )



admits a unique mild solution:

H(t) = exp(tL)H(0) + /0 exp((t — s)L)F(H(s))ds + /0 exp((t — s)L)G(H(s))dW (s), (8)

where L is a bounded linear operator generating a semigroup exp(tL) and F, G are global Lipschitz
functions.

This theorem holds generally even when the noise process dW; is not a Q)-Wiener process [Chapter 6
in [[16]] [41]]]. In section 4, we provide empirical results for the choice of v. In the section below, we
provide an alternative formulation using the mollifier proposed in [41} [11] and present our neural
architecture incorporating the structure aware graph SPDE.

Remark 1. (Expressiveness): Our proposed Structure Informed Graph SPDE is more expressive than
the PDE formulation in GRAND [5)] because of the additional noise term. It is also more expressive
than GNSD [26]], which corresponds to the special case where ® is the identity transformation.
Compared to GREAD [7|], which uses deterministic forcing, our model uses stochastic forcing.

3.3 Practical Implementation: Graph ODE with Random Forcing

For the SPDE of the form its solution can be written with a mollifier W€ = ¢¢ « W, where v is a
smooth test function and * is the convolution operator [[11, 41} 20]. The solution then can be written
as a randomly forced PDE:

H(t) = exp(t£)H(0) + /0 t exp ((t - s)E) (F(H(s)) + G(H(s))fs)ds, )

where & = W is a noise process that serves as mollification of the underlying Wiener process. From
the classical theory of Wong-Zakai approximation [49]], this construction ensures that for SDEs, the
sequence of random ODEs driven by the mollification of Brownian motion converges in probability
to a limiting process independent from the mollifier. In [41], it is defined as a colored noise when
W, is a Q-Wiener process and white noise if W, is a cylindrical Wiener process. The corresponding
neural architecture consists of modeling the semigroup exp(t£) using a convolution kernel, as done
in [41]], which in our case is a Graph Neural Network [24]], and the functions F, G are MLPs. The
first step therefore performs graph convolution and the resulting architecture is a Graph Neural ODE
[37] with a spatially correlated, temporally stationary Gaussian process injected at each time step:

H(t) = ODESolve(GNNy(H(0)), g ¢, [0,1]), (10)
where the integrand has the form:

W (H(t)) = GNNo(Fp(H(t)) + Go(H(1))&:) (11)

&G~ N (o,t(il; +A)_V> (12)

Approximating the Matérn Kernel: We simulate the Multivariate Gaussian distribution &; using
the Cholesky decomposition on the Matérn covariance matrix on graph [4]. For graphs with a
large number of nodes, performing an eigendecomposition on the Laplacian matrix is prohibitively
expensive (O(|V]?)), so we adopt a Chebyshev polynomial approximation of the Matérn kernel
[8]], in which case we avoid Cholesky decomposition and directly use the following expansion to
approximate the kernel matrix:

(i—z + A) Y aT(d)B, (13)
k=0

where {71}, } 7, are Chebyshev polynomials up to degree m and {cj } 7, are Chebyshev coefficients
determined by ¢(z) = (2v/k% + )7, and A is the rescaled graph Laplacian, resulting in O(m|E|)
complexity. We summarize the theoretical property of this approximation in the theorem below:

Theorem 4 (Chebyshev Approximation of Matérn kernel). Let G = (V, E) be a graph, and let the
Matérn kernel on graph be defined in equation 5| then the Chebyshev approximation in equation

m
results in an error bound of O ((wi—?—iﬁ) ) where m is the degree of the Chebyshev

polynomial and d., .. is the maximum degree of the graph.



We provide the technical proof for this theorem in Appendix B. Intuitively, for large v, which indicates
a smoother covariance structure, the error rate decays exponentially with respect to the degree of the
polynomials. For model training, we adopt the distributional uncertainty loss used in [26], which
relies on the predictive distribution of the final state H(T'):

where H is the Shannon entropy. In the experiment section, we investigate the choice of parameters
v, which controls the roughness of the Gaussian Random Field.

4 Experiments

In this section, we conduct extensive experiments to demonstrate the capacity of our model: in section
4.1, we demonstrate model performance on Out-of-distribution (OOD) detection on semi-supervised
node classification task under the influence of label, feature, and structure shifts, on both low LI
and high LI datasets. In section 4.2, we examine the impact of kernel smoothness parameter v
on model performance with respect to label informativeness. In section 4.3, we provide a graph
rewiring perspective on stochastic message passing. We provide comprehensive comparisons with
previous works, especially with GNSD[26] for OOD detection tasks. Additional experiment details
for hyperparameter search, visualizations, and results can be found in Appendix C.

4.1 OOD Detection

We evaluate our model’s capacity to model uncertainty for graph data using the task of Out-of-
Distribution Detection (OOD) for node classification. This task involves training the models using
node classification task, while reporting the OOD Detection performance at test time. To highlight the
effectiveness of modeling the spatial patterns of noise, we experiment on graph datasets with varying
label informativeness. This includes heterophilous / low LI datasets [36] (Roman Empire, Amazon-
Ratings, Minesweeper, Tolokers, and Questions) and high LI datasets (Cora [30] Citeseer[43], and
Pubmed [34]). Details of dataset LIs can be found in Appendix C. For each dataset, we perform
following three types of distribution shifts, similar to previous works [26, 55]:

* Label-Leave-out: We treat a subset of class labels as OOD and leave them out of training.
For the common benchmarks, we follow the approach in [26] and leave the class with partial
labels as the OOD class. For the heterophilous datasets, we use the last class label as the
OOD class for Minesweeper, Tolokers, and Questions, and more labels for Roman Empire
and Amazon Ratings for more balanced distribution. We list the detailed label assignments
for each dataset in Appendix C.

¢ Structural Perturbation: we follow [55] by using original graph as in-distribution data
and applying stochastic block model to randomly generate a graph for OOD data.

* Feature Perturbation: we follow [26,|55]] and use the original graph as in-distribution data
while perturbing a subset of nodes’ features with Gaussian noise to generate OOD samples.

Baseline Models: we compare our model with non-graph models specifically designed for OOD
detection (ODIN [25]], MSP [17]], Mahalanobis [23]] OE[18]]), GNN-based OOD models (GCNJ21]],
GNNSafe [55], GOLD [52], GEBM [12])), and stochastic message passing based model (GNSD [26]]).
We also add a special case of SISPDE-RBF to compare the Matérn kernel agains the smooth RBF
kernel. We focus on the case where the OOD labels are not available during training, making our
approach more general than the scenarios in [55 145]], which rely on existing OOD labels to help with
the OOD detection task. In this OOD scenario, the model sees the normal and learns what the normal
looks like at training time and detect the abnormal at test time from normal and abnormal samples.
Some previous works have explored the case of OOD samples exposure during training time, which
allows them to further the gap between IND and OOD sample’s entropy or energy function, but in
our case we choose to handle the more general scenario of no OOD exposures during training. For
more recent datasets that previous works have never been run on, we conduct hyperparameter search
for some of the more recent baseline models using the search space provided by them.

Evaluation Metrics: In order to study the capacity of the model to detect OOD samples, we formulate
the problem as a binary classification task and quantify the performance using detection accuracy



(DET ACC), AUC, and FPR95, where larger values for DET ACC and AUC means better OOD
detection performance, whereas smaller value of FPR95 indicates better OOD detection performance.
In Table[T} we report the results of baseline models on all the datasets, with each metrics reported as
mean = std over 5 runs with different seeds. We use green and orange to signify the best performance
and the runner-up performance.

Model Rankings by Metric

o

Average Rank
»

(a) Average Rank of Model for each metrics

18.33 Average best v by Dataset

¥ Low LI

14,67 B High LI

Average best v

(b) Best value of v for each dataset

Figure 2: (a) Average rank of metrics for model on all graph datasets in Table (b) Comparison
of smoothness parameter v on each dataset. Here we plot the average v over the three cases (label,
structure, feature) for each dataset.

Summary of Results: The results of the experiments can be found in Table([T] Of the 72 results, our
model (SISPDE) achieves the best result or the second best in 71 cases (98.6% of all experiments).
In particular, it performs the best in 50 cases (69.4% of all) and the second best in 21 cases (29.2%
of all), demonstrating our model’s consistent and superior performance not just on homophilic
datasets with high label informativeness (Cora, Pubmed, Citeseer) but also on heterophilic datasets
that have low label informativeness (Roman Empire, Minesweeper, Questions, Tolokers, Amazon
Ratings). Compared to GNSD, which assumes a smooth covariance kernel, our model achieves better
performance in 26 of the 27 cases (96.2% of all) for data sets with high LI and 45 of the 45 (100%
of all) for datasets with low LI, demonstrating the validity of our assumption on the importance of
modeling spatial correlation. We present the average rank of each model in Figure [2a). Across all
datasets and metrics, our model’s average rank is the best, which holds true also for low LI datasets,
as demonstrated in Figure[3]



4.2 Kernel Smoothness and Label Informativeness

In this section we examine the impact of the kernel smoothness parameter v in the Matérn kernel
on OOD Detection on graphs with varying label informativeness. Here we state our observations:

Model Rankings by Metric (Low LI Datasets)

Auc

Observation 1: Lower kernel smoothness ben-

efits learning under low label informativeness:  *|= %"
In Figure 2] (b), we demonstrate the best v for .
low label informative datasets to be significantly
smaller than datasets with high label informa-
tiveness. We reason that a smooth spatial covari-
ance structure (large v) results in short-range un- -
certainty dependencies whereas a rough covari-
ance structure (small v) results in a long-range & P S A
uncertainty dependency, which should benefit « e

the case for low informative labels. We also pro-
vide the case where v — oco. where the Matérn  Figure 3: Average rank for low LI datasets. Some

kernel turns into the RBF kernel [4]]. In table [T} baselines perform better than GNN models.
The results demonstrate that in general, flexible

choice of kernel smoothness outperforms the

smooth behavior provided by the RBF kernel:

the RBF kernel results consistently perform poorly on the low LI datasets.

Average Rank

23
N

4
&

Observation 2: Traditional models without graph structure can perform better on low LI
datasets: In Figure [3] we provide the average rank for all the models on low label informative
datasets and observe that models without using graph structure (OE, ODIN) can perform better than
previous state-of-art graph models (GNNSafe, GNSD) when the graph model does not particularly
consider the problem of low label informativeness. Our SISPDE instead consistently outperforms all
the baselines by explicitly modeling the spatial correlation of uncertainty.

4.3 Covariance Kernel as Implicit Dynamic Rewiring

In this section we provide an alternative insight on why covariance kernel design helps with learning
on low LI graphs by performing the following experiment: for a graph and its Matérn covariance
kernel, we set a threshold value based on percentile of covariance distribution, then prune the
low correlation edges and insert new edges that have high correlations. After rewiring, the label
informativeness of roman empire increases by a factor of 2.21, tolokers by 2.94, minesweeper by
2.90, and Questions by 1.84. We then use these rewired graphs as the new input to the simple GCN
model and compare the performances. Comparison of OOD detection results on label leave out
scenario can be found in Table [2] where GCN’s OOD detection performance improves significantly
after rewiring. This suggests that spatial covariance structures can effectively serve as a prior for
label informativeness.

5 Conclusion and Future Work

In this paper, we proposed a novel, systematic, and rigorous framework to perform message passing
on graph motivated by stochastic partial differential equations driven by spatially correlated Gaussian
process. We demonstrate the soundness and superiority of the framework on uncertainty estimation
task for graph datasets with varying label informativeness and provide insights on the mechanism by
analyzing kernel smoothness and graph rewiring. There are a number of promising and intriguing
directions to work on: (a) Adapt a systematic Bayesian perspective and use the spatially-correlated
SDE as a prior to extend the current framework for uncertainty estimation. (b) Explore the more
general case of nonlinear dependency between uncertainty (such as mutual information). (c) Exploring
covariance structures for graph substructures rather than nodes. (d) Further explore a larger class of
SPDE models, such as those with both a deterministic and stochastic forcing term or with fractional
brownian motions. () Improve the scalability of the current approach on larger graphs. (f) Explore
application to other tasks such as modeling stochastic spatial-temporal dynamical systems.



Model Label Structure Feature
AUC DET-ACC' FPR95 AUC DET-ACC' FPR95 AUC DET-ACC FPR95
GCN 83.91 £ 1.46 76.53 £ 0.92 64.55 £ 0.97 68.49 £ 3.34 59.45 £ 3.60 84.77 £2.43 59.45 £ 1.30 52.86 £ 2.92 88.64 £2.17
Odin 47.61 £+ 3.09 50.40 £0.25 95.33 £0.97 67.40 £1.43 62.59 £ 0.72 92.79 £ 1.67 61.91 £4.82 58.86 & 4.08 91.84 £ 1.50
Mahalanobis 74.97 £1.49 65.61 £ 1.45 64.96 £ 3.66 53.50 £ 2.76 53.57 £ 0.56 96.94 £ 0.52 58.05 £ 0.87 55.67 £ 0.81 92.41 £ 0.36
GNNSafe 90.74 £ 0.49 85.52 +1.39 46.86 £ 4.19 86.84 £ 0.31 83.10 £ 0.21 81.38 £ 3.30 89.89 £ 1.06 86.85 & 0.65 79.34 £11.73
- GNSD 95.75+0.31 89.85+0.74 19.76 +0.81 | 91.53 +0.95 86.52 £+ 1.07 +3.46 | 97.48+0.21 93.494+0.24  7.66 £ 0.47
S MSP 91.43 £0.23 84.54 £ 0.61 36.96 £ 0.34 73.15£0.65 68.89 £ 0.63 84.28 £1.28 85.40 £ 0.91 78.13 £0.88 62.96 £ 2.23
© OE 90.24 £0.47 82.76 £ 0.69 42.07 £2.04 70.59 £ 0.68 66.79 & 0.58 90.33 £1.92 82.73 £1.03 75.25 £ 0.64 74.89 £ 3.79
GOLD 93.49 £ 1.85 85.94 £ 2.00 36.82 £15.58 95.94 £0.47 88.53 £ 4.87 19.72 +3.02 96.72 £0.51 92.45 £ 0.63 12.68 + 3.85
GEBM 90.50 £ 11.23 79.90 £ 10.15 30.80 £ 13.73 78.50 £ 9.95 77.70 £ 5.51 51.00 £ 8.29 75.00 £ 7.81 73.20 £2.73 61.00 £ 2.79
SISPDE-RBF 95.22 £0.54 88.90 £ 0.75 23.67 £ 5.62 83.55 +2.24 77.93 £2.61 77.63 £6.86 91.38 £0.84 85.30 £ 1.15 61.57 £ 8.03
SISPDE 96.85 +£ 0.68 91.45 £+ 0.13 10.87 +2.96 | 93.05+1.36 88.56 + 0.74 18.94 £+ 0.85 | 97.89 +0.29 94.34 4+ 0.55 6.17 + 0.93
GCN 58.23 £0.42 56.85 £ 0.66 93.17 £0.49 88.86 £ 0.54 82.11 £0.75 56.71 £3.04 81.24 £0.28 77.02 £0.22 84.72£0.29
Odin 52.17 £2.58 52.54 & 1.60 95.66 £ 0.52 78.27 £ 0.70 76.58 £0.79 99.91 £ 0.06 57.73 £2.35 56.56 = 1.89 94.50 £ 0.42
Mahalanobis 72.94 £3.43 55.41 £0.29 66.34 + 4.92 63.41 £0.77 55.03 £ 0.20 81.23 £2.57 70.14 £2.21 55.35 £ 0.30 75.15 + 2.50
GNNSafe 76.34 £2.33 69.60 + 2.14 72.23 +5.83 87.1240.77 84.15+1.74 92.15 £+ 1.36 86.88 £ 2.05 83.68 +1.32 93.38 £ 8.46
2 GNSD 79.914+3.69 73.99+3.65 68.62+6.39 | 97.591+0.14 94.42+0.29 5.82+0.66 | 98.57 +£0.50 94.55+1.17 5.76 £+ 1.87
g MSp 71.45 £ 0.69 66.58 £ 0.50 72.50 + 3.33 73.91 £0.67 68.32 £ 0.52 80.73 £0.43 83.20 £0.76 75.14 £ 0.26 65.22 £ 1.02
£ OE 70.58 £5.25 65.32 £+ 4.58 68.34 £9.42 76.41 £ 1.09 70.66 £ 0.74 82.29 £2.29 84.59 £ 1.35 77.37 £1.39 66.98 £ 5.55
GOLD 68.62 £ 2.98 62.81 £ 2.42 83.73£4.16 96.07 £ 1.56 89.46 & 3.08 21.21 £16.25 98.24 £0.49 90.81 £2.25 7.83 £3.01
GEBM 79.50 £ 2.36 64.60 £ 0.79 64.30 £ 7.16 94.70 £ 1.70 91.40 £+ 1.21 12.70 + 3.28 94.20 £2.48 90.30 £ 2.48 14.90 £ 9.06
SISPDE-RBF 79.16 £ 5.82 73.59 + 4.62 62.92 + 12.07 95.19 £ 1.91 89.56 + 1.76 23.17 +20.22 90.97 £5.79 85.61 & 5.64 51.30 £ 32.35
SISPDE 81.50 + 2.74 75.61 £+ 1.82 56.96 + 8.40 | 97.29 +0.33 94.56 + 0.70 5.36 4+ 0.87 99.13 £ 0.22 96.04 £+ 0.43 2.58 +1.37
GCN 62.49 £3.16 59.80 £ 2.79 88.38 £ 0.94 60.93 £ 2.01 59.48 £1.82 90.76 £0.73 57.38 £2.03 53.18 £2.13 90.63 £ 0.96
Odin 53.14 £ 2.55 61.53 +1.84 95.96 & 0.37 59.23 £ 0.97 69.65 & 0.88 94.07 £0.97 55.15 £1.94 69.02 £ 1.40 93.08 £ 0.94
Mahalanobis 65.61 £2.61 61.70 £ 1.89 83.40 £ 1.89 56.25 £ 0.66 55.74 £0.76 94.40 £ 0.81 60.25 £ 1.63 57.67 £0.93 91.56 £ 0.65
GNNSafe 76.53 £0.89 71.68 £ 0.30 TATT £1.80 73.52 £ 1.05 69.98 £ 0.62 82.86 £0.70 72.22£0.79 70.81 £0.45 97.31£0.25
5 GNSD 82.41+0.62 76.66+0.26 55.34+1.86 | 82.25+1.30 76.35+1.03 66.76 +4.92 | 91.54 +0.70 84.41 +0.83 35.20 & 4.76
] MSp 79.94 £0.68 73.55 £ 0.77 64.26 £ 1.37 65.63 £ 0.81 62.13 £ 0.36 84.73 £0.52 77.78 £0.60 70.03 £ 0.26 70.19 +2.28
5 OE 74.19 £1.04 68.05+1.19 80.42 4+ 0.44 58.41 +1.21 57.19 £ 0.76 91.65 £+ 0.95 83.07 £0.14 75.95+0.12 75.48 £0.21
GOLD 81.97 £ 0.62 75.44 £ 0.98 54.43 £ 4.69 85.44 £ 4.76 75.31 £10.92 78.04 £ 12.58 88.86 £ 1.31 79.10 £2.67 62.10 £ 7.07
GEBM 94.20 £ 4.52 88.60 £ 5.32 26.90 + 13.26 80.80 £ 8.00 75.90 £ 5.66 77.40 £3.08 82.80 £ 2.55 75.40 £ 1.39 57.30 £4.21
SISPDE-RBF 80.26 £ 2.31 73.83 £ 2.52 62.95 £ 5.88 73.64 £2.74 69.78 £ 1.91 88.50 £ 8.15 83.45 £3.57 77.55 £ 3.26 80.33 £ 12.48
SISPDE 85.43 +0.80 78.17+0.67 53.74+2.70 | 84.39 +1.67 79.56 +2.23 46.80+ 5.55 | 92.05 + 2.85 85.96 + 2.23 25.23 £+ 3.15
GCN 53.15 £0.35 53.12+£0.37 92.49 £0.79 60.25 £ 0.28 58.17 £0.26 93.70 £0.14 51.17 £0.22 50.68 £0.24 94.47£0.14
Odin 57.81 £3.70 56.82 +2.47 92.95 £ 2.24 55.87 +2.14 56.08 + 0.53 89.18 £ 3.39 61.49 £ 1.85 64.48 £ 3.76  88.66 4 3.11
Mahalanobis 51.67 £1.70 55.79 £ 1.41 95.91 £ 1.35 58.12£0.90 54.84 £ 0.16 88.00 £ 0.46 57.70 £ 1.70 59.05 £ 0.14 85.15 + 0.60
GNNSafe 60.85 £ 0.40 58.10 £ 0.37 86.20 £ 0.57 75.73£1.17 74.26 + 1.73  46.28 + 3.78 53.59 £ 1.58 56.43 £ 1.59 89.15 £ 4.42
] GNSD 56.40 £ 1.57 55.68 £0.71 93.99 £ 0.47 77.87 £ 1 72.16 £ 1.88 45.10 £ 0.64 62.14 1 0.40 59.20 £ 0.47 91.214+0.23
g E- MSp 66.69 + 0.40 62.41 + 0.43 86.35 + 0.33 69.15 £ 0.40 64.86 £ 0.97 69.93 £0.95 57.50 £0.42 55.69 £ 0.23 91.98 £0.27
m OE 53.90 £ 0.54 55.22 £ 0.56 93.42 £ 5.84 71.82 £0.59 68.60 £ 0.20 68.31 £ 1.09 57.73£0.23 55.87 £0.12 91.83 £0.22
GOLD 49.09 £ 1.65 50.33 £ 0.59 95.58 £ 0.58 72.48 £4.88 73.46 £ 1.06 48.89 £ 2.68 49.92 £ 8.55 51.88 £ 2.08 95.67 £ 2.77
GEBM 57.80 £2.90 54.60 £ 2.33 89.60 £ 0.35 49.60 £ 0.38 53.70 £ 0.21 99.90 £ 0.04 60.80 £ 1.08 57.90 £ 0.82 87.90 £0.98
SISPDE-RBF 51.76 £0.57 51.63 £ 0.29 93.24 £0.29 56.58 £ 0.68 57.80 £ 0.55 81.94 £0.92 51.50 £ 0.26 51.34 £0.15 94.13 £ 0.08
SISPDE 69.49 £ 0.30 65.63 +1.00 87.34+1.56 | 96.12 + 3.56 90.72+4.38 13.43 +9.44 63.4 + 0.81 61.35 +0.89  90.05 + 2.85
GCN 53.97 £3.22 53.20 £ 2.90 92.80 £ 2.62 55.91 £ 1.55 57.72 £ 3.56 82.13 £8.10 54.68 £1.94 57.64 £ 0.54 95.05 £ 1.28
Odin 51.09 + 2.62 51.91 + 1.57 93.34+1.14 50.73 £ 1.50 54.41 +£0.31 93.30 £+ 3.14 47.65 £ 1.11 55.15 + 0.26 98.03 £ 0.26
Mahalanobis 51.08 £4.22 52.01 £1.78 92.96 £ 1.76 39.19 £ 6.48 50.46 £ 0.41 95.95 £ 2.86 50.61 £ 1.96 51.42 £0.51 92.65 £ 1.54
GNNSafe 57.46 £ 1.00 55.96 £ 0.85 91.98 £ 0.59 96.34 +0.70  93.06 + 1.04 10.36 £+ 3.43 | 93.41+0.35 86.15+0.71 25.60 £ 0.98
© 52_ GNSD 55.20 £ 0.69 54.37 £0.52 92.18 £ 0.65 53.19 £ 1.80 58.96 £0.13 95.92 £0.73 58.61 £ 3.36 59.43 £1.29 94.64 £ 1.40
E5 MSP 62.92 £ 0.64 59.33 £ 0.3 88.40 £ 1.32 57.14£1.04 57.46 = 0.55 88.63 £5.34 66.18 £ 0.65 63.71 £ 0.96 94.32 £2.21
= 3 OE 66.46 £ 0.46 61.55 1+ 0.35 85.22 £ 0.98 83.80 £8.05 T7.71 £6.62 61.70 £ 18.03 70.26 £ 6.61 66.10 & 3.81 82.98 +13.04
GOLD 50.36 £ 0.60 50.33 £0.15 95.14 £ 0.59 45.88 £9.04 52.15+£1.14 96.87 £ 0.54 44.74 £2.94 51.42 £1.95 96.76 £ 3.39
GEBM 59.00 £ 3.76 54.60 £ 2.18 92.20 £ 0.64 42.60 £+ 16.22 64.90 £ 6.27 66.20 £ 13.76 51.60 £ 13.96 58.80 &+ 3.44 80.10 £7.83
SISPDE-RBF 54.00 + 3.21 53.70 £ 2.16 92.58 £ 0.95 52.97 £ 1.65 56.85 + 1.41 95.92 £1.19 55.17 £ 3. 56.60 £ 2.22 96.01 £ 2.21
SISPDE 64.77 +=1.60 62.08+1.19 88.40+4.20 | 97.17 +3.29 96.63 =4.28 5.08 +13.36 | 81.96 + 8 79.51 + 3.34 30.99 + 5.38
GCN 44.43 £0.74 50.71+0.21 94.33 £ 0.59 46.49 £ 0.99 56.60 £ 0.40 100.00 £ 0.00 50.56 £ 0.03 50.25 £ 0.00 94.82 £0.03
Odin 60.76 £ 0.83 58.56 + 1.48 82.88 £ 0.65 67.10 £8.91 69.30 £ 4.26 99.52 £ 0.63 55.75 4+ 0.43  60.49 £ 0.41 93.55 £ 0.04
Mahalanobis 60.71 £ 1.56 57.08 £ 1.58 93.59 & 4.64 72.42+1.82 62.40 £2.11 52.23 £3.11 56.54 + 1.84 91.70 + 2.23
" GNNSafe 59.62 £ 0.33 56.71 £ 0.46 90.45 £ 0.34 56.26 £0.78 67.62 £0.07 55.57 £ 1.08 56.83 £ 1.58 94.42 £0.63
g GNSD 55.50 £ 2.90 54.28 £ 0.55 94.25 £ 0.26 43.85£0.30 54.67 £0.24 99.29 £0.13 53.79 £0.47 53.64 £ 0.82 93.09 £ 0.40
'§ MSP 41.82 £1.50 50.50 = 0.50 94.77 £ 1.60 46.45 £ 0.66 57.13 £0.32 100.00 £ 0.00 50.61 £ 0.05 50.94 +£1.19 94.84 £ 0.02
g OE 61.59 + 0.89 57.59 £ 0.32 83.28 +£1.20 | 74.20 +9.40 75.74 +7.14  81.98 + 11.30 50.69 £ 0.06 50.04 +£0.01 94.71 £0.09
GOLD 46.73 £ 1.16 50.66 £ 0.25 94.55 £ 1.30 54.15 £ 1.09 73.45 £ 1.86 99.40 £ 0.05 50.07 £0.16 50.03 £ 0.02 97.03 £ 1.09
GEBM 51.60 £0.15 50.40 = 0.00 97.90 £0.13 0.00 & 0.00 50.00 £ 0.00 100.00 £ 0.00 67.20 £0.72 66.70 £ 0.71 91.20 £ 0.30
SISPDE-RBF 54.30 £0.97 54.45 +1.38 94.47 £0.43 53.91 £0.72 61.40 £ 0.39 99.53 £ 0.02 50.38 £0.04 50.48 £ 0.06 94.61 £0.14
SISPDE 61.95 +2.45 59.68 + 1.45 84.52 +1.78 | 74.53 +1.33 79.16 +1.41 71.87+1.68 | 56.14 £+ 0.39 57.42 4 2.38 92.17 £1.48
GCN 48.73 £5.26 51.59 £ 2.14 95.32 £ 1.15 75.30 + 6.32 99.90 £ 0.20 55.68 £ 93.51 £ 3.52
Odin 59.09 £ 1.32 55.90 £ 0.63 86.52 £ 0.70 69.84 £ 4.04 80.62 £ 1. 100.00 + 0.00 69.33 £ 1.14 94.49 £0.35
Mahalanobis 55.08 £ 1.85 51.23 +£0.84 89.30 £ 1.26 86.67 & 3.40 54.29 +0.72 80.44 £ 7.39 50.85 £ 0.06 89.52 £ 1.69
GNNSafe 63.92 £0.75 63.01 £0.48 89.77 £0.54 97.56 +0.13 96.58 4 0.24 1.88 +0.20 71.10 + 3.45 90.88 £+ 2.20
z GNSD 51.88 £ 10.56 51.64 +£1.23 95.08 £ 0.84 66.77 £3.18 52.67 £ 2.53 100.00 + 0.00 58.32 +£3.22 98.09 £ 0.40
3 MSP 45.54 £ 1.62 50.09 £ 0.06 96.22 £ 0.61 87.46 £9.28 85.35 £ 8.88 76.25 + 37.60 50.70 £ 1.27 59.73 £0.29 95.90 £ 1.20
E OE 71.02+0.70 66.18 +0.68 83.26 + 0.85 75.64 + 8.40 81.92 £6.93 65.58 & 25.71 60.13 £5.73 62.49 £ 0.95 92.81 £ 2.65
GOLD 49.63 £ 2.17 50.90 £ 0.54 94.47£1.20 61.33 £ 40.91 76.17£22.25  60.00 £ 48.99 47.03 £ 16.96 55.02 £ 5.56 93.13 £ 1.49
GEBM 56.80 £ 0.72 53.00 £ 0.32 96.60 £ 0.26 1.80 +0.30 50.90 £0.17 98.20 £ 0.30 5.00 4 1.44 50.50 £ 0.16 97.50 £ 0.79
SISPDE-RBF 60.63 £ 8.90 59.26 £ 6.16 92.36 £ 7.94 93.12+£1.23 93.99 £+ 3.90 99.98 £0.04 76.62 + 13.62 74.52 £12.59 76.50 £ 33.65
SISPDE 68.40 + 1.67 64.15+4.59 89.07 £6.90 | 92.75 + 8.31 89.76 +-1.43 25.89 +3.88 | 95.23 +8.86 91.73+1.26 12.53 +3.95
GCN 50.25 £ 0.04 52.32+£0.01 94.87 £ 0.00 85.93 £1.31 77.24£0.30 56.88 £ 5.96 49.86 £ 0.02 50.14 £ 0.02 95.20 & 0.04
Odin 51.25 £0.42 52.49 £ 0.40 96.06 £ 0.15 35.25 £6.61 53.81 £ 0.64 99.99 £ 0.01 51.37 £0.62 51.28 £0.18 93.69 £0.11
Mahalanobis 51.25 +0.42 51.02+0.12 9 +0.42 87.72 4 0.00 63.10 £ 0.00 69.31 £ 0.00 56.28 1 1.2F 53.71 4 0.54  87.31 £ 0.06
GNNSafe 51.78 £0.34 51.58 +0.22 44 0.06 33.25 £0.13 51.66 £ 0.21 97.47 £0.09 50.58 £ 0.3 50.73 £0.22 94.54 £ 0.38
£ % GNSD 53.89 +0.36 53.28 £ 0.55 92.58 + 0.45 87.89£0.55  86.98 4+ 0.31 88.15 £2.36 53.34 £0.48 52.54 +£0.42 93.56 £ 0.23
SE MSP 50.72 £0.15 52.14 £0.03 94.77 £0.20 86.83 £ 0.66 75.60 £ 2.18 50.87 £ 3.22 50.09 £ 0.03 50.27 £ 0.08 94.74 £0.11
E £ OE 52.24 £0.21 52.09 £ 0.09 93.46 £0.12 88.95 1+ 1.91 79.51 £ 3.42 16.78 + 5.20 50.56 £ 0.12 50.46 = 0.08 94.49 £ 0.07
GOLD 49.89 & 0.62 50.41 £0.32 95.25 £ 0.96 84.95 £8.40 83.22£9.45 78.79 £ 37.18 50.13 £0.07 50.11 £ 0.03 95.05 £ 0.44
GEBM 57.20 £ 2.30 52.60 + 1.01 85.90 + 1.66 35.90 £ 6.29 61.10 £ 3.21 73.50 £ 6.64 51.20 £ 4.00 61.10 £+ 2.31 74.90 +4.37
SISPDE-RBF 52.62 £0.49 52.31 £ 0.46 93.51 £0.51 88.12£0.07 87.26 £ 0.36 89.53 £0.34 51.66 £ 0.32 51.37 £0.31 94.01 £0.41
SISPDE 54.19 + 0.45 53.94+0.24 91.57+0.50 | 93.73 £0.33 89.24 +1.45 4549+ 1.88 | 53.36 £ 0.48 56.15 £ 1.32 93.30 £+ 1.76

Table 1: Out-of-Distribution detection accuracy (DET-ACC) (1), AUC (1), and FPR95 ({) (best and
runner-up) on graph datasets. Our model consistently outperforms baseline models on all datasets
and on different OOD types.

Dataset Minesweeper Tolokers Questions Roman Empire
Result Without Rewiring 53.97/53.20/92.80 48.73/51.59/95.32 44.43/50.71/94.33 53.15/53.12/92.49
Result With Rewiring 59.64/57.15/89.10 64.91/61.92/86.28 56.56/50.24/94.38 64.53/55.48 /87.16

Table 2: GCN Performance with and without rewiring on low LI datasets (AUC/DET-ACC/FPR95)
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Please refer to abstract and Introduction section.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide the limitations in the future work section, where we talk about
extensions to the current work. We also provide the performance profiling results in the
Appendix section and discuss possible further improvements.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: For each of the theorems in section 3 and 4, we provide detailed proofs in the
Appendix; in each theorem we clearly state the required mathematical assumptions.
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» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We clearly provide the list of datasets and the list of baseline models in section
4. Moreover, we provide the details on dataset split and hyperparameter search range in
the Appendix section. We also provide anonymous version of the code as part of paper
submission. Datasets used in the paper have already been open sourced, and all the codes
will be open sourced as well.
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We will release the open sourced code to GitHub after the paper is accepted.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the detailed experimental set ups, including dataset split and
hyperparameter search range, in the appendix section of the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In section 4, we provide the mean4std over runs over 5 different seed values
for each datasets and for each metrics. We also provide clear barplots that show average
rank for all the models included in the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.
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10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide details about the computational resource used in appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We acknowledge that we follow the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Throughout the paper we are addressing the problem of uncertainty estimation;
while the approach is theoretical, this topic has implications for safety-critical areas, as
highlighted in the Introduction section.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work doesn’t pose such risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the datasets used in the paper were licensed by CC through the package
PyTorch Geometric; moreover, all the baseline models’ code were released under the CC
license on GitHub.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We don’t have any new assets to release beyond the source code and the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: There is no crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: our work does not involve crowdsourcing nor research with human subjects
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM usage is not important for our research.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Construction of Spacetime Noise on Graph

In this section, we provide the detailed formulation for defining the ®-Wiener process in the main
paper and its associated stochastic partial differential equation (SPDE) on graph. We introduce the
mathematical tools of differential operators on graph, the formulation of a PDE on graph, and the
definition of a noise process on graph. For each subsection, we provide the proofs for theorem 1 to 3
in the main paper.

A.1 Graph Message Passing as PDE

The analogy between Message Passing Neural Networks and Partial Differential Equations has been
widely explored, with pioneering work in [10]], which systematically defined differential operators
on graph. In particular, the graph incidence matrix G is used to model divergence and the gradient
operator, while GGT = L, the graph Laplacian matrix, is used to model the Laplace operator.
Multiple existing works such as GRAND [5] and GREAD [7]] formulate MPNNSs as discretization
of partial differential equations on the graph domain, with the special formulation of the graph
convolution operation as a heat diffusion kernel. This formulation allows them to use an ODE-solver
to perform message passing, making the MPNN continuous in depth. In the most basic case, for the
node feature x on graph, we have the GRAND-based message passing as:

dx(t)
ot
9z

which follows the heat equation %7 = Ax. For graph data, Vz is defined as a matrix whose entries
are the difference between two node feature: (Vz);; = 2; — x; and the divergence operator is the
aggregation of signals over the neighborhood of a node. In the GRAND formulation, G is a GNN
layer while ¢ is the continuous index for layers of the GNN, and the entire message passing that
updates node features can be written as an integral equation. For GRAND, the vector field is written
as 0r/0t = (Ax — Iz, arandom walk operation. The full forward pass also incorporates an encoder
and decoder network (¢, 1) to project the individual node features into a latent space, which results
in the following update rule:

HO = ¢(2)

= div[G(z(t),t) V]

T T

HT =g 4 / %H(t)dt =HO 4 / (AH(t) — I)H(t)dt
0 0

2T — 1/J(H(T))

This formulation aligns with the neural model known as latent graph ODE, which also uses a GNN
as the parametric function for the vector field, while first projecting the input feature into a latent
space. The author argued that this formulation can help alleviate over-smoothing and provides a
principled way to design GNN message passing schemes, despite the challenge of model training and
hyperparameter-tuning.

Beyond the heat equation formulation, various other PDE-based message passing schemes have
been proposed, such as reaction-diffusion equation [7]], transport equation [39] and the Schrédinger
equation [33]. In [26], the author motivated the case of a stochastic heat equation, which appends a
@-Wiener process after the heat equation, and was implemented in the form similar to a latent graph
Stochastic Differential Equation [3]].

A.2 ()-Wiener process and Cylindrical Wiener process

We provide the mathematical definition of two types of space time noise process crucial for the
construction of stochastic PDEs.

Definition 3 (Brownian Motion). A standard Brownian motion (also called Wiener process) is a
stochastic process {[(t) }+>o defined on a filtered probability space (S, F;, P) with the following
properties:

1. B(0) = 0.

2. t — Wy is continuous in t, almost surely.
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3. The process has independent increment: Y0 < t1 < ty < --- < t,, the increments
B(tn) —B(tn-1), B(tn-1)—B(tn-2), -, B(t2) — B(t1) are independent random variables.

4. Vs>t >0,8(s) — B(t) ~N(0,t — s).
For the theory of SPDE, the crucial concept is random variable in Hilbert space, which gives rise to

the notion of trace-class operators and Q-Wiener process.

Definition 4 (Trace-Class Operators). Let H be a separable Hilbert space with a complete or-
thonormal eigenfunction basis {{y }ren and Q : H — H a linear operator, then Q is trace-class

if:

e}

Tr(Q) = (Qtx,thy) < o0

k=1

Definition S (Karhunen-Loeve Expansion). Let X, be a zero-mean and square-integrable stochastic
process defined on (Q, F, F:,P) and indexed over a closed and bounded [a, ] with covariance
function Kx (s,t), then if K x is a Mercer kernel, and let ey, be an orthonormal basis of the Hilbert-
Schmidt operator on L*[a, b] with eigenvalues N\, then X; admits the expansion:

Xt = Z Zkek(t),
k=1

where {Z,} are pairwise orthogonal random variables with zero mean and variance Ay, and the
series converges to Xy uniformly in mean square.

Definition 6 (Q-Wiener process). Let Q : H — H be a trace-class operator that’s symmetric and
non-negative, then a H-valued stochastic process {W (t) : t > 0} on the filtered probability space
(Q, F, Fi,P) is a Q-Wiener process if:

1. W(0) = 0 almost surely.

2. W(t;w) is a continuous sample trajectory in H for each w € (.

3. W (t) is Fi-adapted and has independent increments W (t) — W (s) for s < t.
4. W(t)—W(s) ~N(0,(t—s)Q) forall 0 < s <.

Using the Karhunen-Loéve expansion, one can establish that a W (t) is a Q-Wiener process if and
only if Vt > 0:

W(t) =3 VAiBi(1)

where (3;(t) is i.i.d. Brownian motions, v; are orthonormal eigenfunctions of the Hilbert space, and
the series converge in L2($2, H) [41].

When Q = I, then @ is no longer trace class in H, so othe series above does not converge in
L?(Q, H). In this case we have the Cylindrical Wiener process:

Definition 7 (Cylindrical Wiener Process). Let H be a separable Hilbert space. A Cylindrical Wiener
process (spacetime white noise) is a H-valued stochastic process {W (t) : t > 0} defined by:

W(t) = vwb(t)
k=1

which is simply the case for () = 1.

Note that in our construction of the ®-Wiener process on graph (Definition 2), we have the analogous
Hilbert space formulation of:

W(t) = b(X);8(t)

k=1
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and the convergence depends heavily on the behavior of the eigenvalues \; of the Hilbert space. If the
operator ®(A) = I, then we recover Cylindrical Brownian motion, and if the infinite series converge
in L2(H, ), we have a Q-Wiener process. If it diverges, we have a general class of spacetime white
noise.

A.3 (-Wiener process on Graph

The notion of a Q-Wiener process on graph was introduced in [26]], where a spectral formulation
of the noise is adapted using the spectrum of the graph Laplacian matrix L = UAU”, where
U= (ay, - 7uM) is the orthogonal matrix whose column vectors are the Laplacian eigenvectors
and A = diag(A1,,---, Ajy|) are the Laplacian eigenvalues. Constructing the ()-Wiener process
follows the classical Karhunen-Logve expansion, which projects standard i.i.d Gaussian noises onto
the spectral basis:

14 A4

W(t) =Y (W), w)ue =Y vV Aewife(t)

k=1 k=1
This construction has the following properties:

1. W(t)—W(s) ~N(0,(t—s)L)
2. the process W (t) is trace class and a ()-Wiener process.
3. B(t) = Bi(s) = A= (W (1) — W(s), u)

Proof of Proposition 1 in the main paper:

Proposition 1: Let G = (V, E) be a graph, then the Q-Wiener process defined in Equation results
in a spatial covariance structure of Cov(W;(t), W;(t)) = Lijt, where i, j € V, and f3;(t), 5;(t) are
each independent Brownian motion on 1, j.

Proof.
Cov(Wi(t), W;(t)) = E[W;(t)W;(t)] — E[Wi(t)|E[W;(¢)]
[ v \4

_E (; V(i) (1)) (kX_jl V(B0 | -0

V] V]

=B | Y B 0w wr() | +E | D MNB() 81wk (i) wi ()
k=1 [y

v
=t Aww(iup(j) =t [UAUT] = Lyt
k=1

O

As can be seen, the @Q-Wiener process defined by [26] can be seen as stochastic process with spatial
covariance structure determined by the graph Laplacian.

A.4 Gaussian Random Field and Graph Gaussian Process

To imbue the noise process with more structure, the usual approach is to examine the covariance
of the Gaussian process. A space time noise process in its essence a process with two parameters:
W (x, ) where x usually takes the value from a compact set in a space like R?. The approach that
studies space-time white noise from the perspective of compact sets in space and time is pioneered
by Whittle [54]] and Walsh [51]]. In particular, if we freeze time and study the spatial component,
we obtain a Random Field W (), where z takes value from a compact set U € R<. If the joint
distribution of any finite subset of spatial noises admit a multivariate Gaussian, then the random field
is known as a Gaussian Random Field (GRF). The study of random field as a solution of SPDE
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can be found in [54, 27, where it is known that the GRF with the Matérn Covariance kernel can be
obtained by solving the following SPDE:

where W is the Gaussian white noise re-normalized by certain constants [4]]. On the graph domain,
a truncated version of the SPDE above can be formualted by replacing W ~ A (0, 1) and with the

equation:
(5310

w2

the Gaussian process as a result of this equation can be represented using the spectral decomposition,
similar to the Karhunen-Leove expansion approach. This was solved in [4] as:

oo ()"

where the covariance kernel is known as the Matérn kernel (1), which admits a spectral representation
of:

29 v/2
M =UdANUT, d(\) = (2 + )\)
K
The parameter v controls the smoothenss of the spectrum, with v — oo corresponding to the heat
kernel exp(— ”—22)\) and small values of v resulting in a rough spectrum and the resulting Karhunen-
Logve expansion not converging in L? (Rd, Q).

A.5 ®-Wiener process on Graph

Motivated by the limitation of the Q-Wiener process on graph and the covariance structure based
approach in Gaussian Random Field, we proposed the ®-Wiener process, which performs the
spectrum transformation on the eigenvalues induced by a predefined covariance kernel function.

Definition(®-Wiener process on graph). Let G = (V, E) be an undirected graph and A its

graph Laplacian. Let {uk}‘lzll, {Ak}L‘Ql be its eigenvectors and eigenvalues, respectively, and let
¢ : R — R be a scalar function with ® its matrix functional form, then a ®—Wiener process is
defined by the (truncated) Karhunen-Loe¢ve expansion:

V]

Wi(t) = Z (M) ug (1) (15)
k=1

In the experimental part of the paper, we in particular studied the case when ¢ corresponds to the
Matérn kernel, while the construction can be applied to any positive semidefinite kernel matrix K (or
the kernel function in the Hilbet space). Here we present the proof for Theorem 2 in the main paper:

Proof for Theorem 1 in the main paper:

Theorem 1: Let G = (V, E), and A its graph Laplacian with spectral decomposition A = UAUT,
then for the construction in deﬁnitioné] if the matrix K = U®(A)U7T is positive definite, then
W(t) — W(s) ~ N(0,(t — s)K) for t > s and the spatial-temporal covariance of noise process on
two nodes j, k can be written as Cov(W;(t), W;(s)) = (t A s)K;j, where (t A s) = min(t, s).

Proof. The result that W (t) — W (s) ~ N(0, (t — s) K) follows since the truncated KL expansion
is equivalently embedding on the matrix K = U®(A)U?, and the form follows from the definition
of (Q-Wiener process in Appendix A.3. As for the covariance structure, we can obtain the result by
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adjusting the proof for proposition 1:

COV(V_V‘(t) Wj(s)) = E[Wi(t)W;(s)] — E[Wi(t)[E[W;(s)]

=5 | (S amnn) (Sotmtinis) | o

IV\ V|
=B | Y * () B(0)Br(s)ur (D) ur(i) | +E | D ¢k (M) Br () Bils)uk (i) wi ()
k=1 kol
VI
= E[Bk(t) Z¢2 Ap)ug (i) ug(j) = E[Bk(t)Br(s)] [U‘I’(A)UT]U = (tAs)Kij.
=1

O

Notice that with the specific choice of ¢ in our paper, the covariance structure on the spatial domain
should correspond to the Matérn kernel.

As a theoretical interest, we can analogously look at the general Hilbert space construction of the
®-Wiener process, by looking at the full KL expansion:

£) => " (k) rBr(t)

k=1

where {\y, ¥} are now the orthonormal eigenbasis of a separable Hilbert space H. We stated the
property of this stochastic process in Theorem 2 of the main paper. Here we restate the theorem and
provide a proof.

Proof of Theorem 2 in the main paper:

Theorem 2: Let H be a separable Hilbert space and (0, F, F,P) a filtered probability space. Let
Q' be a trace-class operator in H and ® a function operator that scalar-transforms the eigenvalues
i} of Q' thenif Y ;2 | \/P(N\i) < o0, the induced ®-Wiener process is a Q-Wiener process with
the trace class operator Q = ®(Q'). Moreover, the transformation for Matérn kernel induces a
Q-Wiener process when v > d for a random field taking value in Compact U C R<.

Proof. The first part of the theorem simply states that if the operator induced by ®(Q) is trace class,
then the resulting Wiener process is a Q-Wiener process with @ = ®(Q’). This is true by definition.
The main proof concerns the case for the Matérn kernel, which we aim to prove here.

Let A be the Laplace-Beltrami operator, which is the Hilbert space analogy of the Laplacian matrix,
then we need to show that the Matérn kernel’s induced spectral decomposition results in a trace-class
operator. This is equivalent to proving that the following infinite series converge:

d
2 VT2
E (V—l-)\) < o0
K2
n=1

Where the additional term with d comes from the Whittle SPDE for R? [4]]:

) s+4
( ”+A> F=w

which ensures regularity and existence of solution. Proving the convergence of the series requires
analyzing the asymptotic behavior of the Laplacian eigenvalues {\,}. Assume that the boundary
condition is Neumann, then the Laplace problem can be written in spectral form as:

—Auy = Agug,  ug loy=0
with the eigenvalues satisfying:

0<A <A<

I
A
8
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Let the eigenvalue counting function N () be:

NA) =#{keN: X\ <A}
then N(\,,) = n. Now the classical Weyl’s law [19] says that:

N(A) ~ c¢-vol(U)AY? ~ O(XY?)

where vol(U) < oo is the Lebesgue measure of U, which is finite since U is compact. We hence
arrive at the following relationship:

n~0W\Y/?) = A, ~ O(n¥?)

Now with the asymptotic behavior of \; clear, we refer back to the original infinite series, whose
convergence is controlled by:

oo

(n2/d)71/7% — Z n*(%”rl)
n=1

n=1
which converges if and only if:

2
—§+1<—1:>1/>d

B Stochastic PDE with ®-Wiener process on Graph

In this section we analyze the conditions for a SPDE to have a unique mild solution. In particular, we
analyze the case when the SPDE is driven by the ®-Wiener process defined in the section above, and
provide a proof for theorem 4 in the main paper. In the end, we also provide the derivation of the
graph ODE implementation of the SPDE using the Wong-Zakai approximation theorem.

B.1 Existence and Uniqueness of Solution to SPDE

In this section we provide the technical details about the existence and uniqueness of the solution to a
stochastic PDE system driven by a (Q-Wiener process and then justify the SPDE system driven by a
®-Wiener process in our case by proving Theorem 3 in the main paper:

Theorem 3: Let H be a separable Hilbert space, and (), F, F:, P) be a filtered probability space
and W (x,t) be a Fi-adapted space-time stochastic process whose spatial covariance kernel is
given by the Matérn kernel on a closed and bounded domain D C RY, then if v > d and H(0) is
square-integrable and JFy-measurable, the SPDE of the form:

dH(t) = (EH(t) + F(H(t)))dt + G(H(t))dW ()

admits a unique mild solution:

t

H(t) = exp(tL)H(0) + A exp((t — 5)L) F(H(s))ds + A exp((t — 5)£)G(H(s))dW (s)

Where L is a bounded linear operator generating a semigroup exp(tL) and F, G are global Lipschitz
functions.

Proof. The condition that v > d ensures that the Space time noise with Matérn kernel in our case
is a Q-Wiener measure (from Theorem [2)). This is applicable since a closed and bounded domain
D C R is a compact set. The theorem then becomes the classical result of existence and uniqueness
of mild solution of semilinear SPDE driven by QQ-Wiener process. The technical details of the proof
can be found in [[16] Theorem 6.4. Since the whole proof requires a series of technical build ups, we
refer the readers to the monograph by Hairer [16]. O
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B.2 Chebyshev Approximation of Matérn Kernel

For the practical implementation in section 3.3, we propose to use the Chebyshev polynomial to
approximate the matrix function ®(A) when eigendecomposition becomes too expensive for the
graph Laplacian A. Here we provide the theoretical justification for the approximation bound derived
in Theorem 41

Theorem 4: Let G = (V, E) be a graph, and let the Matérn kernel on graph be defined in equation

2 m
then the Chebyshev approximation in equation |l 3|results in an error bound of O ((wﬁ_iﬁ) ),

where m is the degree of the Chebyshev polynomial and d o, is the maximum degree of the graph.

Proof. Equation [5]indicates that the function to approximate is:

which is generally analytical except at the singularity of A = — i—Z However, since the eigenvalues are
non-negative for the graph Laplacian and v, x > 0, the function is analytical in the entire domain of
A. In practice, however, we scale A to the range [—1, 1] for the graph Laplacian before the Chebyshev
approximation. Hence without loss of generality, suppose

A _ 2A - ()\macc - )\mzn)l

A’maz - /\min
Then analysis concerns f(A) on the interval [—1, 1]. Since f()\) is analytic on this interval, we can
use result in [9, 46]]: Let E, be the Bernstein Ellipsis over which f(\) is analytic. Let p > 1, then a
Chebyshev polynomial of degree K has approximation error of:

-1
where M (p) = f\anx\ f(A\)] is the bound for f()\) over the Bernstein Ellipsis, defined in the complex
€E,

l9(2) — gie(@)] < fﬂ”p(p{pK - cfp\ﬂp)pK

plane as:
1 . )
E,={z€C:z= i(pew +p e )0 € (0,2m)}
The singularity of the function f(\) isat A = — i—’;, which should lie outside of the rescaled eigenvalue
range [—1, 1]. Let z; be the point of singularity, then:
_ 2) - (>\max + )\mz‘n) _ 2(_%) = Amaz _ _ 4v -1
° )\maz - )\mzn )\maa: K2>\maz

For {\,,} the eigenvalues of the graph Laplacian, following the conclusion in [56], we have that
Amaz < %, where d,, ., is the maximum degree of the graph. Let o = #, then:

8
"{2dmax

Ty < —

—li=—-a-1

and p being the distance from the spectrum of A to the nearest singularity, is computed as:
p=lrs|l+vVai-1>a+1++(a+1)2-1>2a+1

hence we have:

16v
p>2a+1> ———+1
HQdmam

In the end, we use the approximation bound in [9] again:

K K
- B Ky I _ _ Wdmar
9(x) = g (x)| = O(p™") = O < 16v 4 1 =0 16V + K2dmaz

K2dmaz

Note that tighter bounds are possible, depending on the bound of choice for A, and M (p), but
we leave that for future discussion. This bound nevertheless provides the insight that if larger
values of v results in faster convergence, which naturally follows due to a smoother spectrum of the
Laplacian. O
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B.3 Discussion on Node Variance

Throughout the paper we have focused on the correlation of uncertainty between different nodes
due to graph topology and label distribution. Now we briefly discuss on the behavior of node-
level uncertainty, characterized by variance of the accumulated noise. For the Matérn kernel K =
U (2?”[ + A)~¥UT, the variance of each node can be computed as:

Y _y
Ki=) (5 +X) U (16)

j=1

This variance depends on the graph topology as the above equation is a function of Laplacian
eigenvalues and eigen-vectors, and is not directly clear whether they are small or large by just looking
at v. However, what we can tell is that, fixing all the other terms constant and set 2v// k2 =1, then
since graph Laplacian eigenvalues are non-negative, the larger the value of v, the more it seems to
penalize the variance term (hence the terminology of a smooth kernel). In addition, if v is large, the
distribution of variance is more even for neighbors or connected components (if one node has large
variance, neighbors also do), whereas if v is small, we can have two distant nodes sensitive to the
variance change of each other. Ultimately the kernel function controls covariance while variance has
more to do with graph topology itself, due to the direct link with the spectrum A, U.

Hence, in our model, the more direct answer to how variance is controlled for each node individually
is the integration time in the graph Neural ODE in section 3.3, since longer integration time leads
to accumulation of more variance, hence more uncertainty. Analyzing variance is therefore an
interesting direction to explore, since we know that more layers of GNN (corresponding to more
integration steps) usually lead to over-smoothing of graph signals, but the noise accumulation can
seem to introduce variance. Since these two dynamics can interact with each other in intricate ways,
it may even be possible that longer integration time doesn’t necessarily lead to exploding variance.
In our empirical studies, we concluded that learning converges with loss function converging, but
it would indeed be interesting to study how the variance of each individual nodes (or sub-regions,
since the graphs are usually very large) evolve. We believe that this topic itself can be an interest of
extensive future studies.

C Experiment details

In this section we provide additional details on the configurations for experiments, including dataset
description, baseline description, evaluation metrics, hyperparameter selection ranges, and additional
empirical results.

C.1 Experiment Environment

The experiments are conducted on the Mosaic ML platform with 8 HI00 GPUs, and the cluster
docker image is the latest AWS image with Ubuntu 20.04. We implement our pipeline using Python
3.12 and PyTorch version 2.5.1 with CUDA 12.4 support.

C.2 Dataset Description

¢ Cora, Pubmed, Coauthor-CS are three citation graph datasets. Each graph is directed, and
nodes are documents, edges are citations. The features are bag-of-words representations. In
particular, Cora contains 2, 708 nodes, 5,429 edges, 1, 433 features and 7 classes. Pubmed
has 19, 717 nodes, 88, 648 edges, 500 features and 3 classes. Coauthor-CS contains 18, 333
nodes, 163, 788 edges, 6, 805 features, and 15 labels. The train-validation-test splits of these
three datasets follow the standard practice of previous works. These datasets are considered
to be of Moderate to high label informativeness, with the particular LI values found in table
[l which is originally in [35]. Coauthor-CS has edge LI to be 0.65, Cora has edge LI to be
0.59, and Pubmed has edge LI to be 0.41.

* Roman-Empire, Tolokers, Minesweeper, Questions, Amazon-Ratings are so-called
heterophilic datasets [36] that also have low label informativeness, which poses challenge
for traditional GNNSs. In particular, roman-empire has 22, 662 nodes, 32,927 edges, 300
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Table 3: Dataset characteristics, more homophilous datasets are above the line. In the paper we focus

on L1.q4e, representing edge label informativeness. The table is obtained from [35]]

Q

Dataset n |E| hedge hnode hclass hadj LIedge Llnode
cora 2708 5278 7 081 0.83 0.77 0.77 0.59 0.61
citeseer 3327 4552 6 074 0.72 0.63 0.67 0.45 0.45
pubmed 19717 44324 3 0.80 0.79 0.66 0.69 0.41 0.40
coauthor-cs 18333 81894 15  0.81 0.83 0.75 0.78 0.65 0.68
coauthor-physics 34493 247962 5 093 0.92 0.85 0.87 0.72 0.76
amazon-computers 13752 245861 10  0.78 0.80 0.70 0.68 0.53 0.62
amazon-photo 7650 119081 8 0.83 0.85 0.77 0.79 0.67 0.72
lastfm-asia 7624 27806 18  0.87 0.83 0.77 0.86 0.74 0.68
facebook 22470 170823 4 089 0.88 0.82 0.82 0.62 0.74
github 37700 289003 2 085 0.80 0.38 0.38 0.13 0.15
twitter-hate 2700 11934 2 0.8 0.67 0.50 0.55 0.23 0.51
ogbn-arxiv 169343 1157799 40  0.65 0.64 0.42 0.59 0.45 0.53
ogbn-products 2449029 61859012 47  0.81 0.83 0.46 0.79 0.68 0.72
actor 7600 26659 5 022 0.22 0.01 0.00 0.00 0.00
flickr 89250 449878 7 032 0.32 0.07 0.09 0.01 0.01
deezer-europe 28281 92752 2 053 0.53 0.03 0.03 0.00 0.00
twitch-de 9498 153138 2 0.63 0.60 0.14 0.14 0.02 0.03
twitch-pt 1912 31299 2 0.57 0.59 0.12 0.11 0.01 0.02
twitch-gamers 168114 6797557 2 055 0.56 0.09 0.09 0.01 0.02
genius 421961 922868 2 0.59 0.51 0.02 -0.05 0.00 0.17
arxiv-year 169343 1157799 5 022 0.29 0.07 0.01 0.04 0.12
snap-patents 2923922 13972547 5 022 0.21 0.04 0.00 0.02 0.00
wiki 1770981 242605360 5 038 0.28 0.17 0.15 0.06 0.04
roman-empire 22662 32927 18  0.05 0.05 0.02 -0.05 0.11 0.11
amazon-ratings 24492 93050 5 038 0.38 0.13 0.14 0.04 0.04
minesweeper 10000 39402 2 0.68 0.68 0.01 0.01 0.00 0.00
workers 11758 519000 2 059 0.63 0.18 0.09 0.01 0.02
questions 48921 153540 2 0.84 0.90 0.08 0.02 0.00 0.01

features, and 10 classes. Amazon-ratings has 24,492 nodes, 93, 050 edges, 300 features,
and 5 classes. Minesweeper has 10, 000 nodes, 39,402 edges, 7 features, and 2 classes.
Tolokers has 11,758 nodes, 519,000 edges, 10 features, and 2 classes. Questions has
48,921 nodes, 153, 530 edges, 301 features, and 2 classes. These datasets’ LI are in table[3]
with roman-empire’s LI to be 0.11, amazon-ratings LI to be 0.04, minesweeper 0.00, and
questions 0.00.

Overall we can observe a significant gap of label informativeness between the homophillic datasets
and the heterophilic datasets.

C.3 Label Leave out Details

: For the experiment of label leave out, we follow the common practices for the homophilous datasets;
for heterophilous datasets, we either choose the last label or more labels to alleviate class imbalance.
Below we present the OOD label choice for all datasets:

Cora: class labels 4, 5, 6 as IND while class labels 0, 1, 2, 3 as OOD samples.

Pubmed: class label 1,2 as IND samples while class labels 0 as OOD samples.

Citeseer: class labels 3,4, 5 as IND while class labels 0, 1, 2 as OOD samples.

Tolokers: class 0 as IND while class 1 as OOD samples.

Roman Empire: class labels 0-8 as IND samples while class labels 9-17 as OOD samples.

Amazon Ratings: class labels 0, 1,2 as IND samples while class labels 3,4,5 as OOD
samples.

Minesweeper: class 0 as IND while class 1 as OOD samples.
Questions: class 0 as IND while class 1 as OOD samples.
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C.4 Baseline Description
* GCN [21] is a fundamental GNN architecture that performs spatial graph convolution.

* ODIN [25]] uses a temperature scaled softmax activation and uses small perturbations to
inputs to augment the gap between in-distribution and out-of-distribution data.

* MSP [17] uses the density derived from the softmax function to perform OOD detection,
with the OOD data to have overall lower density values.

* Mahalanobis[23]] uses a confidence score based on Mahalanobis distance. They use this
score to obtain the class conditional Gaussian distributions with respect to (low- and upper-
level) features and to determine IND vs OOD samples.

* OE [18] proposes to improve deep anomaly detection by training an anomaly detectors
against an auxiliary dataset of outliers and to use the detector later on to detect OOD samples.

* GNNSafe [55] proposes to treat the classifier-induced logit as score for an energy based
model and to use a label propagation scheme to propagate energy, such that the OOD
samples get higher energy and IND samples get lower energy. The model was proposed
with or without OOD sample exposure, and we use it for the later case for a fair comparison.

* GNSDI26] is an earlier stochastic message passing framework that motivates a stochastic
diffusion equation formulation of GNN message passing. It assumes a spatially independent
noise and uses aleatoric uncertainty of each node as score for OOD detection.

C.5 Evaluation Metrics
The evaluation metrics we choose were also used by previous works [55 26} 22]:

* DET-ACC: OOD detection accuracy is the ratio between the test samples that are cor-
rectly detected as OOD samples and all test samples. Higher DET-ACC indicates better
performance.

» FPRY5 is False Positive Rate at 95% true positive rate. It is the probability that an OOD
sample is misclassified when the true positive rate is 95%. Smaller FPR95 indicates better
performance.

» AUC is the Area Under the Curve for the ROC curve. With varying thresholds, it is able to
evaluate how the model is able to distinguish between OOD and IND samples. Higher AUC
indicates better performance.

C.6 Hyperparameter Search
For hyperparameter search, we perform grid search on the following parameters:

* kernel smoothness v: {0.1,0.3,0.5, 1.0, 3.0,4.0,5.0,10.0, 20.0, 50.0}.
* latent dimension: {64, 128,256, 512,1024}.

* learning rate: {le=% 1e73 172}

» weight decay:{le %, 1e73 1e7?}

¢ dropout: {0.0,0.5}

* Chebyshev polynomial order: {30, 40, 50, 60, 80, 100}

* training sample times: {1,3,5,7}

C.7 Runtime Analysis

In this part we provide the result of running a single forward pass for the models on each datasets.
As can be seen from Figure 4] except for two datasets (Pubmed, Questions), our SISPDE’s runtime
is comparable to other models. We suspect that the reason lies in the matrix multiplication when
applying the Cholesky factor / Matérn kernel to the Gaussian noise and the process can be made more
efficient by exploring sparse matrix methods, as was also pointed out in [4]]. This suggests that our
code can be further optimized for more efficient matrix multiplication.
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Time for one forward pass
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Figure 4: Runtime for one forward pass in seconds for all the models across all the datasets.

D Details on Related Works

In the paper we went over related works in the introduction and the background parts. However, due
to the page limit, we choose to put detailed related works in the appendix section.

Uncertainty Estimation on Graph. Uncertainty Estimation is a booming subject in machine
learning, and in the context of graph learning, the community has so far extensively focused on
node-level tasks, such as node classification, in which case Out-of-Distribution (OOD) Detection
has been one of the main downstream evaluation tasks. For this task, earlier works focus on adding
simulated OOD samples, such as OE and MSP[18[17], or use distribution density based estimates
such as Mahalanobis distance [23]] and perturbation based methods that aim to modify the distribution
of the softmax activation, such as ODIN [25]. Later on, deep generative models were used to directly
model the predictive uncertainty of the classification model. Energy based models [55}29] has been
widely adapted, with GNNSafe [55] to explicit model energy propagation on graph to separate the
IND samples and OOD samples when these labels are available. However, when the labels are not
available during training, models that rely on simulating stochastic processes on graph, such as GNSD
[26], usually perform better. Our SISPDE can be seen as an extension and generalization of the
GNSD framework, in that we better incorporated the distribution of labels without incorporating
explicit label information and our model is mathematically more expressive.

Physics-Inspired Message Passing Network. The first paper that draws an analogy between a
Message Passing Neural Network (MPNN) and Partial Differential Equation (PDE) is PDE-GCN
[LO], which systematically defined differential operators on graph. The continuous integral equation
formulation of message passing was later expanded by GRAND [3]], which motivates message passing
as a diffusion process and therefore discretizes the heat equation. Later works such as ACMP[53]],
GREAD [7], and GRAND++ [48]] further expanded the paradigm by introducing more powerful
class of PDEs such as classes of reaction-diffusion equations, which explored the message passing
mechanism using special properties of these PDE systems. Most recently there has been growing
interests to use tools from stochastic analysis, Stochastic Partial Differential Equations, to further
expand the class of PDEs. GNSD [26] motivates to use the eigenspace of the graph Laplacian to
define a Wiener process on graph, following the approach of SPDE in [38]]. Our SISPDE also explores
the adaptation of SPDE to message passing. However, we follow more closely to the random field
formulation of SPDE in [54] and propose a richer family of space time noise process to drive the
message passing process.

Label Informativeness and Heterophily. For the task of node classification, there has been a long
line of research on the dichotomy of homophilous and heterophilous graphs [31} 32} 35/ 136], where
it has been observed early that traditional GNNs usually perform poorly on heterophilous graphs.
However, it was later discovered that for the datasets proposed to be used for the evaluation task,
GNN after sufficient hyperparameter search yields results as competitive as heterophily-specific graph
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models, resulting in some questions on the evaluation benchmarks [36]. This discovery motivates
the concept of Label Informativeness (LI), which provides a label distribution-based view on the
phenomenon of heterophily, with strong correlation between GNN’s performance on the dataset and
the magnitude of LI [31}136]. Instead of relying on the homophily vs. heterophily dichotomy, it is
therefore more reliable to divide the graph datasets according to label informativeness [35]].

Gaussian Process on Graph. Gaussian Process models [40]] has been wide applications in various
fields of machine learning. Although traditionally operating only on Euclidean space, it has been
proposed early in [28 27]] that it can be extended to different geometric domains by treating it as
solution to certain types of SPDE [54]. On geometric domains, these processes are also known as
Gaussian Random Fields [54, 127], and on graph, it was proposed by [4] that Gaussian process can be
defined using the graph Laplacian as the discrete representation of the Laplace operator, drawing also
connection between the PDE perspective on message passing. The specific kernel in this case is the
Matérn Kernel, which allows control of smoothness of the covariance structure. Alternative kernel
choices are the symmetric normalized graph Laplacian [4]]. In this work we focus on the Matérn
kernel since we need a mechanism to explicitly control for kernel smoothness.
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