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Abstract

With the rise of mental health challenges, social001
media has become a key platform for emotional002
expression. Deep learning offers a promising003
solution for analyzing mental health but lacks004
flexibility and interpretability. Large language005
models (LLMs) introduce greater adaptabil-006
ity and can explain their decisions, yet they007
still underperform deep learning in complex008
psychological analysis. We present C-IMHI,009
the first multi-task Chinese social media in-010
terpretable mental health instruction dataset011
(9K samples) with quality control and manual012
validation. Additionally, we introduce Men-013
talGLM, the first open-source Chinese LLMs014
for explainable mental health analysis, trained015
on 50K instructions. The proposed models016
excelled in three mental health downstream017
tasks, outperforming or matching deep learn-018
ing and LLMs. A portion of the generated de-019
cision explanations was validated by experts,020
demonstrating promising accuracy and relia-021
bility. We evaluated the proposed models on a022
clinical dataset, where they significantly outper-023
formed other LLMs, demonstrating their poten-024
tial for clinical applications. Our models show025
strong performance, validated across tasks and026
domains. The decision explanations enhance027
usability and facilitate better understanding028
and practical application of the models. Both029
the constructed dataset and the models are030
publicly available via: https://anonymous.031
4open.science/r/MentalGLM-F416.032

1 Introduction033

Mental illness is a growing concern, with WHO034

reporting 3.8% global and 6.9% depression preva-035

lence in China (Organization et al., 2023; Huang036

et al., 2019a). Many neglect emotional manage-037

ment or avoid seeking help due to stigma (Yu et al.,038

2020). On platforms like X and Weibo, comments039

under depression-related topics often express nega-040

tive emotions and mention suicidal thoughts (Cao041

et al., 2019). These trends highlight the need for042

psychological analysis tools for early detection of 043

mental health issues through social media, enabling 044

timely interventions (Coppersmith et al., 2018). 045

Deep learning has been proven to be an effective 046

solution for language processing, particularly with 047

pre-trained language models (PLMs), like Men- 048

talBERT (Ji et al., 2022b) and Chinese Mental- 049

BERT (Zhai et al., 2024) which are specifically 050

designed for social media mental health analy- 051

sis tasks, have demonstrated strong performance. 052

However, the black-box nature of deep learning 053

models limits their use in mental health analysis 054

because they lack transparency in their decision- 055

making processes (Sheu, 2020). Additionally, they 056

lack flexibility, as they typically require expensive 057

data annotation and task-specific training for each 058

application. 059

Recently, the development of large language 060

models (LLMs) has gained attention in the men- 061

tal health domain (He et al., 2023; Demszky et al., 062

2023). LLMs are highly flexible due to their abil- 063

ity to handle multiple tasks through user prompts, 064

thanks to their training on diverse datasets (Brown, 065

2020). Yang et al. (2023b) highlighted LLMs’ abil- 066

ity to provide explanations for their decisions, un- 067

derlining their potential for explainable mental 068

health analysis. However, a considerable perfor- 069

mance gap remains between LLMs and deep learn- 070

ing models for mental health tasks, as demonstrated 071

by Qi et al. (2023) and Yang et al. (2023b). Xu 072

et al. (2024) showed that fine-tuning LLMs on var- 073

ied datasets can substantially boost their perfor- 074

mance across multiple mental health tasks. Chain- 075

of-Thought (CoT) reasoning (Wei et al., 2022b; 076

Jin et al., 2024) has been shown to be a promis- 077

ing approach for improving LLMs’ performance, 078

particularly their reasoning ability. The study by 079

Yang et al. (2024b) can be considered the first work 080

in mental health analysis to introduce the Inter- 081

pretable Mental Health Instruction (IMHI) dataset, 082

which captures the expert decision-making process. 083
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However, there is no publicly available dataset084

in the Chinese domain that incorporates chain-of-085

thought reasoning aligned with expert reasoning,086

limiting the development of reliable tools for anal-087

ysis and expert-aligned decision-making.088

To address these gaps, we constructed C-IMHI,089

the first multi-task Chinese Social Media Inter-090

pretable Mental Health Instructions dataset, with091

9K samples for LLM fine-tuning and evaluation. It092

explicitly incorporates expert reasoning processes093

as chain-of-thought, using a teacher-student frame-094

work where GPT-4 generates reasoning based on095

expert-written examples. We ensured its quality096

through automated checks, expert evaluation, and097

manual corrections, creating a high-quality dataset.098

We developed MentalGLM, the first Chinese open-099

source explainable LLMs for mental health anal-100

ysis, fine-tuned in two steps. MentalGLM outper-101

formed or matched deep learning models and fine-102

tuned LLMs on three tasks while providing explain-103

able predictions. Expert evaluation confirmed that104

the generated explanations had high consistency105

and reliability, comparable to GPT-4. The model106

also showed strong generalization in cognitive path-107

way extraction from clinical data, achieving supe-108

rior accuracy and demonstrating clinical potential.109

2 Methods110

We proposed the MentalGLM series, fine-tuned111

from the open-source LLMs (GLM et al., 2024),112

for mental health analysis on Chinese social me-113

dia. The two-stage fine-tuning involved first using114

translated general mental health data (IMHI), then115

refining with the proposed Chinese-specific social116

media data (C-IMHI), improving accuracy and ex-117

plainability. An example of model usage is shown118

in Figure 1.119

2.1 Task definition120

We frame the mental health analysis task as a gen-121

erative problem using a generative model, specifi-122

cally an auto-regressive language model Pϕ(O|I)123

with pre-trained weights ϕ which generates out-124

put O based on input I . Unlike traditional deep125

learning models, which require task-specific archi-126

tectures due to fixed input and output formats and127

lack explainability, our approach allows for flexible,128

generative modeling. This enables the simultane-129

ous training of n mental health-related tasks by130

providing interpretable instructions, allowing the131

model to generate explanations alongside its predic-132
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这一切。多年来，我一直在思考这个问
题，并一直为这个理由而活，

这篇帖子体现了有效驳斥相关的认知路径。
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浑浑噩噩的自己。
（I'm really fed up with this life, this kind of
existence, and most of all, I'm sick of this
aimless, messed-up version of myself.）

这篇帖子体现了乱贴标签的认知歪曲。
（This post reflects the cognitive distortion of "labeling."）
理由：这段话表达了患者对自己生活和个人状态的极度不满和绝望。他
将自己描述为“浑浑噩噩的自己”，这是一种负面和消极的自我标签。
这种过度负面的自我标签化行为属于乱贴标签的认知歪曲。
（Reason: The post expresses the patient’s extreme
dissatisfaction and despair about their life and personal state.
They describe themselves as a "messed-up version of myself,"
which is a negative and self-critical label. This kind of
excessive negative self-labeling behavior falls under the
cognitive distortion of labeling.）
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这篇帖子体现了乱贴标签的认知歪曲。
（This post reflects the cognitive distortion of "labeling."）
理由：这段话表达了患者对自己生活和个人状态的极度不满和绝望。他将自己
描述为“浑浑噩噩的自己”，这是一种负面和消极的自我标签。这种过度负面
的自我标签化行为属于乱贴标签的认知歪曲。
（Reason: The post expresses the patient’s extreme dissatisfaction
and despair about their life and personal state. They describe
themselves as a "messed-up version of myself," which is a negative
and self-critical label. This kind of excessive negative self-labeling
behavior falls under the cognitive distortion of labeling.）

MentalGLM

考虑以下这个帖子：”我真的受够了这样的生活这样的人生 更加受够了这样浑
浑噩噩的自己“，问题：这个帖子体现了什么认知歪曲？
（Consider the following post:" I'm really fed up with this life, this
kind of existence, and most of all, I'm sick of this aimless, messed-up
version of myself." Question: What cognitive  distortion does it
embody?)

Human

Figure 1: Example of MentalGLM’s output in the cog-
nitive distortion classification task, including both the
prediction and the explanation of its decision.

tions. Let the dataset D = {(Ii, Oi)}ni=1consist of 133

n tasks, where the i-th task is represented as a pair 134

of input Ii and output response Oi. The input Ii 135

for i-th task consists of three components: the task 136

description di, the text to be processed ti, and the 137

task execution query qi related to the task. Thus, 138

Ii = (di, ti, qi). The output response Oi consists 139

of two elements: the required outcome ci (such 140

as a rating score or classification categories) and 141

the explanation of the decision-making process ei. 142

Therefore, Oi = (ci, ei). Formally, leveraging the 143

interpretable instructions dataset in Equation 1, the 144

foundation model learns to reason from input to 145

output, generating explainable results. 146

D = {(Ii, Oi)}ni=1 = {((di, ti, qi), (ci, ei))}ni=1

(1) 147

2.2 Model adaptation from general to mental 148

health analysis 149

While open-source Chinese LLMs like 150

GLM (GLM et al., 2024) have demonstrated 151

strong performance in general tasks, they struggle 152

with domain-specific tasks such as mental health 153

analysis (Qi et al., 2023). Instruction fine-tuning 154

has proven to be an effective solution for im- 155

proving performance in these specialized areas 156

while maintaining the flexibility of LLMs (Yang 157

et al., 2024c). Research shows that fine-tuning 158

instruction data must be diverse for model general- 159

ization and robustness (Wei et al., 2022a), while 160

ensuring response consistency (Zhou et al., 2023). 161

However, there is a lack of interpretable instruction 162

fine-tuning datasets in Chinese for mental health 163

analysis tasks. To address this, we first translated 164
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the IMHI dataset proposed by Yang et al. (2024b),165

which contains multi-task English mental health166

instruction data, into Chinese for use in the initial167

stage of our fine-tuning process. The IMHI168

dataset is designed for developing and validating169

explainable mental health analysis models, sourced170

from social media. It is formatted using predefined171

templates to ensure robust consistency for model172

training as described in Equation 1. The details173

of the dataset can be seen in Section 3.1. We174

employed the low-rank adaptation (LORA) (Hu175

et al., 2022), a parameter-efficient adaptation176

method, to train GLM-4-9b and GLM-4-9b-chat177

on the translated IMHI training set for five epochs.178

The best model was selected as the starting point179

for the next stage of fine-tuning, based on the180

results from the validation set.181

2.3 Model fine-tuning for Chinese data and182

task specificity183

The second stage involves adapting the model to184

the domain of mental health analysis tasks within185

the specific context of Chinese social media. We186

created a Chinese mental health analysis instruc-187

tion fine-tuning dataset, named C-IMHI, following188

the format of the IMHI dataset and including three189

tasks. These three open-source datasets only con-190

tain expert annotations without explanations for191

the decision-making process. To address this, we192

created the C-IMHI dataset by inviting experts to193

provide decision-making explanations for a por-194

tion of the dataset in each category. We used the195

advanced LLM GPT-4 to simulate the expert expla-196

nation style and generate explanations for the entire197

dataset. The idea behind this approach is knowl-198

edge transfer, where knowledge from an advanced199

but expensive model is distilled into a smaller stu-200

dent model to enhance its performance. The C-201

IMHI dataset was evaluated using automated meth-202

ods, with a subset of samples evaluated by experts.203

The experts revised any incorrect samples to en-204

sure the dataset maintains high quality. Details of205

this dataset are provided in Section 3.2, and the206

evaluation process is described in Section 4.2. We207

split C-IMHI into training, validation, and test sets.208

Building on the best checkpoint from stage (I), we209

continued using the LORA method to train on the210

C-IMHI training set for 10 epochs. The model that211

showed the best performance on the validation set212

was used for further evaluation.213

3 Datasets 214

The training data includes IMHI for domain adap- 215

tation and C-IMHI for Chinese-specific fine-tuning 216

and validation, with additional evaluation on a clin- 217

ical dataset. 218

3.1 English dataset for initial model 219

fine-tuning 220

IMHI is the first multi-task, multi-source inter- 221

pretable mental health instruction dataset, consist- 222

ing of 105K data samples, designed to support 223

LLM instruction adaptation and evaluation pro- 224

posed by Yang et al. (2024b). It includes tasks 225

such as depression detection, stress detection, and 226

mental disorder detection. We utilized a portion of 227

the dataset (some of which is not yet open source) 228

and translated it from English to Chinese. Data 229

distribution is shown in Table S1. We categorize 230

the dataset based on the way of task modeling: 231

• Binary classification tasks These tasks aim 232

to determine whether a sample indicates a 233

specific mental health condition, such as de- 234

pression detection (Pirina and Çöltekin, 2018), 235

stress detection (Turcan and McKeown, 2019), 236

and loneliness detection (Yang et al., 2024b). 237

• Multi-class classification tasks These tasks 238

classify posts by identifying mental health 239

states or underlying causes. The SWMH (Ji 240

et al., 2022a) and T-SID (Ji et al., 2022a) 241

datasets detect states like suicide risk and de- 242

pression, while the SAD (Mauriello et al., 243

2021) and CAMS (Garg et al., 2022) datasets 244

focus on identifying causes of stress, depres- 245

sion, and suicide, such as work and social 246

relationships. 247

• Multi-label classification tasks These tasks 248

assign posts to multiple categories simulta- 249

neously. The MultiWD dataset (Sathvik and 250

Garg, 2023) labels psychological states across 251

dimensions such as psychological, physical, 252

and intellectual. The IRF dataset (Garg et al., 253

2023) annotates risk factors for mental disor- 254

ders. 255

3.2 Chinese dataset for language and 256

downstream tasks fine-tuning 257

We collected three open-source datasets of psy- 258

chological analysis tasks from Chinese social me- 259

dia (Weibo) for dataset construction. We invited 260
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Table 1: Data distribution of the proposed C-IMHI
dataset.

Data Task Train/val/test Type

SOS-HL-1K suicide risk 749/250/250 binary
SocialCD-3K cognitive distortion 2043/682/682 multi-label

CP cognitive path 2740/910/945 multi-label

In total Mental health 5532/1842/1877 -

psychology experts to provide explanations for261

decision-making based on psychological theories262

for these representative data, as shown in Sec-263

tion Appendix B. The dataset distribution can be264

seen in Table 1.265

• Suicide risk detection SOS-HL-1K (Qi et al.,266

2023) is from Weibo, specifically collected267

from the “Zoufan” tree hole1. The suicide268

risk task aims to differentiate between high269

and low suicide risk. It includes a total of270

1,249 posts, and we invited domain experts271

to provide 22 explanations for representative272

data—11 for low-risk cases and 11 for high-273

risk cases.274

• Cognitive distortion detection SocialCD-275

3K (Qi et al., 2023) is from Weibo, also276

sourced from the “Zoufan” tree hole. The277

cognitive distortion task centers on the cate-278

gories defined by Burns (Burns, 1981). This279

task is a multi-label classification task, as each280

post may reflect multiple cognitive distortions281

across 12 categories. It includes a total of282

3,407 posts, and domain experts were invited283

to provide 28 explanations, with at least two284

examples for each category.285

• Cognitive pathway extraction CP (Jiang286

et al., 2024) is derived from two sources: pri-287

marily from Weibo and a smaller portion from288

translated Reddit. According to the theory289

of cognitive behavioral therapy (CBT) (Beck,290

1970), it is framed as a hierarchical multi-label291

text classification (HMTC) task, with four par-292

ent and nineteen child classes. A total of 555293

posts were collected and segmented into 4,595294

sentences, with experts providing 28 explana-295

tions that encompass all four parent classes296

and nineteen sub-classes.297

We then used GPT-4 to supplement these expla-298

nations for all the data, resulting in the Chinese299

1https://m.weibo.cn/detail/3424883176420210

Social Media Interpretable Mental Health Instruc- 300

tion (C-IMHI) dataset, which contains 9,251 sam- 301

ples. The prompt for explanation generation can 302

be seen in Section Appendix C. LLMs have shown 303

feasibility for generative tasks (Yu et al., 2024), 304

particularly in mental health, where they gener- 305

ate human-level explanations (Yang et al., 2023b, 306

2024b). The GPT prompt includes task-specific 307

instructions, original data, true labels, and expert 308

explanations (Figure S1), enabling it to learn ex- 309

pert reasoning while ensuring correct answers. We 310

implemented a comprehensive evaluation with au- 311

tomated methods and human review of 100 samples 312

(Section 4.2). Experts manually corrected errors, 313

and the refined data were used for fine-tuning. We 314

used these data to fine-tune the models and evaluate 315

their performance on downstream tasks. 316

3.3 Clinical dataset for model evaluation 317

We collected cognitive correction materials from 318

50 patients, comprising 298 sentences, to validate 319

the model’s performance on the clinical cognitive 320

pathway extraction task. All the patients were diag- 321

nosed with mood disorders and demonstrating high 322

treatment compliance. The data was collected from 323

November 11 to 23, 2023, in the depression ward 324

of an anonymous hospital. The study was approved 325

by the Institutional Ethical Committee (Anony- 326

mous Institution, XXX-XXXX-IRB2023021) and 327

informed consent was obtained from both the hos- 328

pital and the patients. All data were anonymized 329

to protect patient privacy. Patients documented 330

their thoughts in a structured format: 1) triggering 331

event, 2) thoughts, 3) emotional and behavioral 332

responses, and 4) self-refutation. This aids cog- 333

nitive correction and provides psychologists with 334

deeper insights. However, patients often struggle 335

with accurate expression, underscoring the need for 336

automated cognitive pathway analysis. 337

4 Experiments 338

We designed experiments to validate both the qual- 339

ity of the C-IMHI dataset and the performance 340

of the proposed MentalGLM series models. The 341

evaluation includes ablation studies, performance 342

assessments on three downstream tasks, and an 343

evaluation of the quality of the model-generated 344

explanations. We also evaluated the trained model 345

on a clinical dataset to assess its generalization 346

capabilities. 347
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4.1 Implementation details348

We developed MentalGLM from GLM-42, Zhipu349

AI’s latest open-source pre-trained model, which350

outperformed Llama-3-8B on several bench-351

marks (GLM et al., 2024). We proposed two ver-352

sions: MentalGLM and MentalGLM-chat, based353

on GLM-4-9b and GLM-4-9b-chat, respectively.354

During two-step training, we used a batch size of355

4 with 8 gradient accumulation steps. Training356

employed AdamW (Loshchilov and Hutter, 2019)357

with a 1e-4 max learning rate, 1% warm-up ra-358

tio, and a 1024 token input limit. Float16 was359

used for efficiency, and all experiments ran on an360

NVIDIA Tesla V100 32GB SXM2 GPU. All code,361

models, and development details are publicly avail-362

able via: https://anonymous.4open.science/363

r/MentalGLM-F416.364

4.2 Quality evaluation of the C-IMHI dataset365

To ensure the quality of the C-IMHI dataset we366

constructed, we followed the evaluation metrics367

used to evaluate IHMI (Yang et al., 2024b) dataset.368

Given the extensive size of the dataset, all gener-369

ated explanations were evaluated automatically. A370

subset of 100 samples was randomly selected for371

detailed human evaluation.372

4.2.1 Automated evaluation373

In automated evaluation of the C-IMHI dataset,374

we focused on two key aspects: correctness and375

consistency: 1) Correctness: the generated predic-376

tion should be correct compare with the ground377

truth (Yang et al., 2024b); 2) Consistency: the378

generated explanations should provide a reason-379

ing process that explains the decision basis and is380

consistent with the prediction (Wang et al., 2023).381

Correctness In the process of generating expla-382

nations, we incorporate annotated samples (data383

with annotations) and expert-provided examples384

into the prompt to guide GPT-4 in producing expla-385

nations. However, during the experiment, we noted386

that GPT-4 sometimes contradicted the provided387

annotations and produced explanations at odds with388

the established labels. It can be easily filtered using389

regular expressions for keyword detection, and in390

cases of incorrect annotations or explanations, we391

requested experts to revise them. We calculated the392

“agreed” and “disagreed” rates for each dataset as393

the evaluation metrics.394

2https://huggingface.co/THUDM/glm-4-9b

Consistency All GPT-4 generations follow a 395

fixed template, as illustrated in Section S1. Consis- 396

tency assessment aims to verify whether each expla- 397

nation supports its respective label. To achieve this, 398

we trained a deep learning model on explanation- 399

label pairs, replacing social media posts with gen- 400

erated explanations while preserving the original 401

data split. The hypothesis is that strong model 402

performance indicates consistent explanation-label 403

patterns, and if it performs well on the test set 404

without a significant gap, it further confirms gen- 405

eralization to unseen data. Details of the model 406

training process can be found in Section Appendix 407

D. Finally, we applied the trained model to both the 408

test set and the expert-provided example set, using 409

F1-scores as the evaluation metric. 410

4.2.2 Human evaluation 411

We randomly selected one hundred generated ex- 412

planations for subsequent expert evaluation. The 413

evaluation method builds on Yang et al. (2024b) 414

and is optimized as shown in Section Appendix E. 415

The evaluation was conducted by two experts in the 416

field of psychology. In case of any inconsistencies 417

in the evaluations, discrepancies are resolved by 418

domain experts with over 10 years of experience, 419

further minimizing bias. The human evaluations 420

are conducted from the following four aspects: 1) 421

Consistency: This dimension assesses whether 422

the explanation is logically coherent and substanti- 423

ates the final classification decision. 2) Reliability: 424

This dimension assesses whether the content of 425

the explanation is credible, grounded in accurate 426

facts, and supported by sound reasoning. 3) Pro- 427

fessionality: This dimension primarily assesses 428

the psychological accuracy and rationality of the 429

generated explanations. These three aspects were 430

scored on a four-point scale ranging from 0 to 3, 431

with a higher score indicating a more satisfactory 432

sample in that aspect. 4) Overall: This dimension 433

assesses the overall effectiveness of the generated 434

explanation and is the average score of consistency, 435

reliability, and professionality. 436

4.3 Ablation experiments 437

We conducted ablation experiments to assess the 438

impact of the two training steps by creating 439

MentalGLM-chat-S1, fine-tuned only on IMHI, 440

and MentalGLM-chat-S2, fine-tuned only on C- 441

IMHI. These models were then compared with the 442

final MentalGLM-chat across three downstream 443

tasks. 444
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4.4 Downstream tasks evaluation445

We evaluated the MentalGLM series against four446

deep learning models, three generalized LLMs, and447

four task-specific fine-tuned LLMs across three448

downstream tasks, using precision, recall, and F1-449

score. This evaluation step verifies category clas-450

sification ability without assessing the quality of451

generated explanations.452

• Pre-trained deep learning models:453

BERT (Devlin, 2018) is a Transformer454

based (Vaswani, 2017) pre-trained model.455

Chinese-BERT-wwm-ext and RoBERTa-456

wwm (Cui et al., 2021) represent BERT457

models optimized for Chinese, which employ458

whole word masking technology to enhance459

the ability to understand the Chinese lan-460

guage. Additionally, we selected the SOTA461

model, Chinese MentalBERT (Zhai et al.,462

2024) that enhances text representation and463

classification capabilities in mental health464

analysis tasks through continuous pre-training465

on an extensive corpus of Chinese mental466

health-related texts.467

• Generalized LLMs: LLMs have garnered468

significant attention due to their flexibility, as469

they are driven by prompts. Models that per-470

form tasks without examples are referred to471

as zero-shot prompts, while those that include472

a few examples are called few-shot prompts.473

We conducted experiments with three types of474

generalized LLMs: GLM-4-plus, specifically475

designed for Chinese, and two from the GPT476

series, GPT-3.5 and GPT-4.477

• Task fine-tuned LLMs: The generalized478

LLM trained on general corpus without fine-479

tuning on the target tasks. To ensure fair-480

ness, we selected four representative open-481

source Chinese LLMs: Baichuan2-Chat 3482

(Yang et al., 2023a), Qwen2-Instruct 4 (Yang483

et al., 2024a), Llama-3-Chinese 5 and Llama-484

3-Chinese-instruct 6 (Cui et al., 2023), to per-485

form instruction fine-tuning on the C-IMHI486

dataset and evaluate them on the downstream487

tasks.488

3https://huggingface.co/baichuan-inc/Baichuan2-7B-
Chat

4https://huggingface.co/Qwen/Qwen2-7B-Instruct
5https://huggingface.co/hfl/llama-3-chinese-8b
6https://huggingface.co/hfl/llama-3-chinese-8b-instruct

Note that all fine-tuned LLMs were trained 489

on the three downstream tasks simultaneously, 490

whereas the pre-trained deep learning models 491

were trained separately for each task. This 492

also highlights the flexibility of LLMs. 493

4.5 Quality evaluation of explanations 494

generated by MentalGLM-chat 495

The proposed MentalGLM is capable of generat- 496

ing explanations alongside predictions. For expert 497

evaluation, we randomly selected 100 explanations 498

from MentalGLM-chat, proportionally distributed 499

across the three tasks in the C-IMHI test set: 14 500

from SOS-HL-1K, 36 from SocialCD-3K, and 50 501

from the CP dataset. We evaluated the explana- 502

tion quality using the same criteria described in 503

Section 4.2.2, including consistency, reliability and 504

professionality, and averaged these scores for an 505

overall evaluation for each sample. 506

4.6 Clinical data evaluation 507

We validated our social media-trained models in 508

clinical settings by testing their performance on 509

cognitive pathway extraction, without conducting 510

any fine-tuning on clinical data. Due to privacy con- 511

cerns, online LLMs like GPT-4 were excluded as 512

baselines. Therefore, we have selected the follow- 513

ing three advanced open-source LLMs for compar- 514

ison: GLM-4-chat, Baichuan2-Chat, and Qwen2- 515

Instruct. In addition, we included the task fine- 516

tuned LLM: Llama-3-Chinese-instruct, which was 517

fine-tuned on the C-IMHI dataset and subsequently 518

evaluated on the clinical dataset. All these com- 519

parison models employing the zero-shot prompting 520

strategy, and we reported the performance as micro 521

F1-scores. 522

5 Results 523

5.1 Quality evaluation results on the C-IMHI 524

dataset 525

5.1.1 Automatic evaluation 526

As described earlier, the proposed dataset C-IMHI 527

was evaluated automatically in terms of correctness 528

and consistency, as shown in Figure 2 (a) and (b), 529

respectively. We observed that GPT-4 agreed with 530

more than 95% of the annotations provided by the 531

three datasets, indicating the reliability of the GPT- 532

generated output. However, it is crucial to also as- 533

sess consistency, ensuring that GPT-4 generates rea- 534

soning process explanations that align with both the 535

content and annotations. From the results shown 536
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Figure 2: Evaluation results on GPT-4’s generated explanations used for C-IMHI data construction. (a) and (b)
represent automated evaluation for the entire dataset, while (c) shows human evaluation on a subset of 100 samples.

in Figure 2 (b), the model achieved more than 98%537

F1-score on the test set across the three datasets,538

indicating high consistency. As we mentioned ear-539

lier, this is only a method to estimate consistency,540

assessing whether the model can identify stable541

patterns within the dataset, rather than a direct re-542

flection of its performance on downstream tasks.543

The high performance (over 92.5% F1-score) on544

the expert-provided example set further confirmed545

the consistency of our dataset.546

5.1.2 Human evaluation547

The human evaluation results for C-IMHI dataset548

are shown in the Figure 2 (c). The high consis-549

tency score (mean value >2.5 out of 3) supports the550

consistency findings obtained from the automatic551

evaluation. Additionally, the generated explana-552

tions are reliable, as reflected by a high average553

score of 2.3 out of 3. However, they lack some de-554

gree of professionality, as indicated by the slightly555

lower average score of 2.03. The overall final score556

is positive, with a mean of 2.28, indicating that the557

overall quality of the data has been successfully558

verified.559

5.2 Ablation experiment results560

Ablation experiment results shown in Table 2561

highlight the impact of each training stage.562

MentalGLM-chat-S1, trained only on translated563

IMHI, showed a significant performance gap, es-564

pecially in cognitive distortion classification with565

SocialCD-3K, underscoring the limitations of di-566

rect translation for fine-tuning. MentalGLM-567

chat-S2, fine-tuned on C-IMHI, outperformed568

MentalGLM-chat-S1, benefiting from task-specific569

alignment. However, the first step remains570

valuable—MentalGLM-chat, with two-step fine-571

tuning, showed higher F1-scores across all datasets,572

demonstrating the knowledge gained from IMHI. 573

Table 2: Ablation experiment results. All results are F1-
scores (%). MentalGLM-chat-S1 and MentalGLM-chat-
S2 are fine-tuned on IMHI (Stage 1) and C-IMHI (Stage
2), respectively. “CPParent” and “CPChild” denote
parent and child-level performance for CP.

Model SOS-HL-1K SocialCD-3K CPParent CPChild

MentalGLM-chat-S1 66.28 15.70 48.95 21.58
MentalGLM-chat-S2 81.58 70.69 77.69 47.69
MentalGLM-chat 85.12 71.04 80.55 47.85

5.3 Downstream task results 574

Experimental results for downstream tasks (Ta- 575

ble 3) show that our models achieved the best 576

or comparable performance across all tasks. 577

MentalGLM-chat outperformed Chinese Mental- 578

BERT on SOS-HL-1K, with an F1-score 3.82% 579

higher. On SocialCD-3K, it performed similarly, 580

only 1.85% lower. For cognitive pathway extrac- 581

tion, parent-level classification reached 80.55% 582

F1, surpassing the SOTA supervised model, while 583

child-level classification remained challenging. 584

Our model outperformed others, including Chi- 585

nese MentalBERT, by 3.33%. Generalized LLMs, 586

including GPT-4, performed poorly, with a best 587

score of 28.61%. Overall, our models matched 588

or exceeded supervised models while supporting 589

multi-task training without separate models. They 590

also outperformed fine-tuned open-source LLMs 591

on all tasks, offering both flexibility and decision 592

explainability—an essential advantage for specific 593

applications. 594

5.4 Evaluation results of explanations 595

generated by MentalGLM-chat 596

Our model delivers both high accuracy and 597

decision-making explanations, essential for real- 598
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Table 3: Results on three downstream tasks. Precision (P), recall (R), and F1-score (F1) are reported as micro
averages (%), except for SOS-HL-1K (binary averages). “CPParent” and “CPChild” denote parent and child-level
performance for CP. “ZS” and “FS” indicate zero-shot and few-shot prompts.

Method Param SOS-HL-1K SocialCD-3K CPParent CPChild

F1 P R F1 P R F1 P R F1 P R
Pre-trained deep learning models

BERT 110M 77.91 77.60 78.22 71.92 79.19 65.87 77.01 76.68 78.13 44.66 51.84 41.85
Chinese-BERT-wwm 110M 79.32 83.18 75.80 73.06 84.22 64.50 77.96 80.36 75.71 42.98 71.26 30.77

RoBERTa-wwm 110M 79.83 81.51 78.22 73.91 82.61 66.87 76.81 78.28 75.39 43.61 54.81 36.21
Chinese MentalBERT 110M 81.30 81.96 80.64 74.91 83.03 68.24 79.22 79.68 78.76 47.58 50.70 44.82

Generalized LLMs (Zero-shot/few-shot prompt)
GLM-4-plus_ZS - 67.23 51.50 96.77 34.24 29.09 41.59 49.93 46.01 54.57 24.54 18.84 35.18
GLM-4-plus_FS - 68.66 54.50 92.74 41.00 32.62 55.17 43.85 44.06 43.64 27.37 21.44 37.85

ChatGPT_ZS 175B 65.42 52.00 88.23 12.06 10.63 13.95 32.08 28.61 36.50 13.42 12.19 14.92
ChatGPT_FS 175B 68.71 59.37 81.61 18.10 16.76 19.68 54.87 51.87 58.25 27.00 24.80 29.64

GPT-4_ZS - 71.72 57.43 95.48 26.61 17.13 59.65 35.93 31.69 41.47 17.22 15.44 19.45
GPT-4_FS - 75.81 70.16 82.58 40.39 31.38 56.66 59.09 55.49 63.19 28.61 23.23 37.23

Task fine-tuned LLMs
Baichuan2-chat 7B 75.68 85.71 67.74 71.68 76.89 67.12 73.96 69.94 78.86 45.65 43.36 48.21
Qwen2-Instruct 7B 78.93 75.18 83.06 72.01 76.22 68.24 76.12 71.32 81.60 46.24 43.66 49.13

Llama-3-Chinese 8B 77.97 82.14 74.19 70.97 74.52 67.75 79.11 79.37 78.86 48.23 48.99 47.49
Llama-3-Chinese-instruct 8B 79.32 83.19 75.81 70.90 73.05 68.87 78.96 78.42 79.50 49.32 50.16 48.51

Our method
MentalGLM 9B 79.20 78.57 79.84 73.06 76.71 69.74 79.41 79.75 79.07 50.91 51.69 50.15

MentalGLM-chat 9B 85.12 87.29 83.06 71.04 74.22 68.12 80.55 80.76 80.34 47.85 48.42 47.28

world applications. Figure 3 shows expert evalu-599

ation of 100 randomly selected MentalGLM-chat600

explanations. The median values for both consis-

Consistency Reliability Professionality Overall
0.0
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1.0
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2.0

2.5

3.0

mean=2.73

median=3.00

mean=2.57

median=3.00

mean=1.92
median=2.00

mean=2.41
median=2.33

Figure 3: Expert evaluation results on 100 ran-
domly selected prediction explanations generated by
MentalGLM-chat.

601
tency and reliability in our expert evaluations were602

3, with mean values exceeding 2.5. Compared to603

the expert evaluations of GPT-4-generated explana-604

tions (as shown in Figure 2 (c)), MentalGLM out-605

performs GPT-4 in these two dimensions. However,606

our model demonstrated slightly lower profession-607

ality compared to GPT-4’s explanations, which can608

be attributed to the significantly larger scale and609

capacity of GPT-4. Overall, our model produced610

better explanations than GPT-4, as indicated by a611

higher mean value for overall performance.612

5.5 Clinical data evaluation results613

The experimental results of LLMs applied on614

clinical dataset can be seen in Table 4. Com-615

pared to open-source LLMs without fine-tuning, 616

MentalGLM-chat achieved the highest perfor- 617

mance, surpassing the best non-fine-tuned model 618

by 23.91% (parent level) and 30.39% (child level) 619

in F1-score. Compared to the task-fine-tuned 620

Llama-3-Chinese-instruct, it maintained an advan- 621

tage of 4.94% (parent) and 2.95% (child). These 622

results highlight its strong generalization and po- 623

tential for clinical detection tasks. 624

Table 4: Results for clinical cognitive pathway extrac-
tion. Micro F1-scores are reported. “Parent” and “Child”
indicate performance at respective levels.

Model Fine-tuned Param Parent Child

Baichuan2-chat N 7B 41.33 12.06
Qwen2-Instruct N 7B 44.33 11.54
GLM-4-chat N 9B 45.28 14.97
Llama-3-Chinese-instruct Y 8B 64.25 42.41
MentalGLM Y 9B 69.07 44.33
MentalGLM-chat Y 9B 69.19 45.36

6 Conclusion 625

We introduced C-IMHI, the first interpretable men- 626

tal health analysis dataset for Chinese social media, 627

and MentalGLM, the first open-source LLMs for 628

explainable mental health analysis in this domain. 629

Experiments showed MentalGLM outperformed or 630

matched SOTA deep learning models and LLMs 631

while generating high-quality explanations. Clini- 632

cal dataset validation confirmed its generalizability, 633

suggesting clinical potential. All datasets and mod- 634

els are publicly available for future research. 635
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Limitations636

Although the results are promising, there are sev-637

eral limitations in our work. First, the ’Profession-638

ality’ of the explanations generated by the proposed639

MentalGLM is slightly lower than that of GPT-4,640

with MentalGLM achieving a mean score of 1.92641

compared to GPT-4’s mean score of 2.03. This642

difference may be attributed to the significantly643

smaller parameter size of MentalGLM’s underlying644

architecture compared to GPT-4. However, the re-645

sults indicate that the gap between the two models646

is not substantial, demonstrating the effectiveness647

of our approach. In future work, we plan to fur-648

ther expand the training dataset to enhance Mental-649

GLM’s performance in the psychological domain.650

Second, in this study, we validated the MentalGLM651

model, which was trained on social media data, us-652

ing clinical data without any fine-tuning. Due to the653

lack of sufficient clinical data, we did not conduct654

fine-tuning experiments. Although our model out-655

performed all baseline models, there is still room656

for improvement. In future work, we aim to collect657

more clinical data and fine-tune the model to en-658

hance its adaptability to clinical applications with659

minimal additional cost.660

Ethical considerations661

The original datasets used to construct the C-IMHI662

dataset were sourced from public social media plat-663

forms. We adhere strictly to privacy protocols and664

ethical principles to protect user privacy. To mini-665

mize the risk of personal information leakage, we666

anonymize and de-identify the data extensively dur-667

ing processing and analysis. We ensure that the668

research findings do not include any information669

that can directly or indirectly identify an individ-670

ual. For the clinical data, informed consent was671

obtained from both hospitals and patients, and all672

data were anonymized to safeguard patient privacy.673

Although MentalGLM has shown promising re-674

sults in both social media and clinical mental health675

tasks, it is important to acknowledge that LLMs676

may introduce potential biases, including those re-677

lated to gender, age, or sexual orientation, which678

could lead to incorrect judgments and inappropri-679

ate interpretations. We emphasize that the use of680

experimental results and data is strictly confined to681

research and analysis purposes, and any misuse or682

improper handling of the information is explicitly683

prohibited.684
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Appendix A Data distribution of the910

IMHI dataset911

IMHI is the first multi-task, multi-source instruc-912

tion dataset focused on interpretable mental health913

analysis, containing 105K data samples. It is de-914

signed to support instruction fine-tuning and evalu-915

ation for LLMs. The dataset is constructed from 10916

publicly available mental health analysis datasets917

and covers 8 core tasks, including depression detec-918

tion, stress detection, mental disorders detection,919

and more. The data sources include social media920

platforms like Reddit, Twitter, and SMS. Please921

note that some of the data has not been made pub-922

licly available yet. The data distribution can be923

seen in Table S1.924

Appendix B Psychology theory-driven925

expert sample design926

Appendix B.1 Suicide Risk Detection Task927

Based on the suicide risk level theoretical frame-928

work (Huang et al., 2019b), we employ a dual-path929

analytical approach:930

• Suicidal Intent Clues: Analyze emotional931

expressions in text such as existential pain,932

hopelessness, and suicidal ideation to identify933

latent suicidal motivations (e.g., metaphorical934

statements like "Life is meaningless")935

• Behavioral Plan Clues: Detect concrete be-936

havioral descriptions including suicide meth-937

ods, timeline planning, and preparation de-938

tails (e.g., action signals like "Saved enough939

sleeping pills")940

Through synergistic analysis of dual clues, we941

systematically differentiate risk levels:942

• High-risk individuals exhibit explicit plans943

(e.g., "Will jump from building on my birth-944

day next week")945

• Low-risk individuals primarily display emo-946

tional distress (e.g., "Wish to disappear")947

Appendix B.2 Cognitive distortion detection948

and cognitive pathway949

extraction tasks950

Following the Cognitive Behavioral Therapy951

(CBT) framework (Beck, 1970), we establish stan-952

dardized analytical pathways:953

• Emotional Clues: Identify cognitive 954

distortion-related expressions such as catas- 955

trophizing and overgeneralization (e.g., "This 956

failure proves I’m worthless") 957

• Behavioral Clues: Analyze compensatory 958

strategies including avoidance behaviors and 959

safety-seeking behaviors (e.g., "Avoid parties 960

for fear of ridicule") 961

The dual-clue association mechanism reveals the 962

psychological progression: automatic thoughts → 963

cognitive distortions → maladaptive behaviors 964

Based on the aforementioned authoritative psy- 965

chological frameworks (suicide risk theory/CBT), 966

expert examples are constructed to ensure the sci- 967

entific and standardized nature of the analytical 968

pathways. 969

Appendix C Prompt template for 970

explanation generation using 971

GPT-4 972

The prompt structure consists of the following three 973

parts: 1) Task-specific instruction: This defines the 974

task. 2) Expert-written examples: These enable 975

GPT-4 to learn and imitate the thinking of experts 976

for this task. 3) Query for the target post: This 977

specifies the samples that need to be analyzed and 978

explained, including post text and corresponding 979

labels. Figure S1 illustrates the prompt template 980

employed by GPT-4 to generate explanations for 981

cognitive distortion task. 982

1) Task-specific instruction:
You will see a post that exhibits cognitive distortion, along with assigned 

label to indicate the type of cognitive distortion. You must explain step-by-

step the reasons for assigning these label. Here are some examples:

2) Expert-written examples:
Example 1:

Post: After surviving a near-fatal car accident, my good friend found 

another friend. Although we haven’t been able to see each other much for 

a few months, they continue to treat me as kindly as before. Yet, feeling as 

unworthy as I am, I’ve developed a barrier and feel that it might be time to 

let these relationships go.

Label: Disqualifying the positive. 

Explanation: This statement illustrates the user's rejection of positive 

developments. Despite friends treating her “as kindly as before,” she feels 

undeserving of such care and has even developed a barrier. This is a 

typical example of "Disqualifying the Positive," where, although the user 

can sense others' kindness and care towards her, she still transforms these 

positive feelings into negative experiences.

Example 2:

…

3) Query for the target post :
Post: I'm sorry to my parents, sorry to my whole family. They gave me the 

best of everything and raised me with great care, but in the end, I ruined 

myself and became the worst version of myself.

Label: Blaming oneself. 

Explanation:

Figure S1: Prompt template used in GPT-4 to generate
explanations for cognitive distortion task.
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Table S1: Data distribution of the IMHI dataset.

Data Task Instruction (train/val) Source Annotation Type

DR depression detection 1654/184 Reddit weak supervision binary
Dreaddit stress detection 3195/356 Reddit human annotation binary

Loneliness loneliness detection 477/54 Reddit human annotation binary
SWMH mental disorders detection 9793/1089 Reddit weak supervision multi-class
T-SID mental disorders detection 863/96 Twitter weak supervision multi-class
SAD stress cause detection 6162/685 SMS human annotation multi-class

CAMS depression/suicide cause detection 562/63 Reddit human annotation multi-class
MultiWD wellness dimensions detection 17716/1969 Reddit human annotation multi-label

IRF interpersonal risk factors detection 6336/705 Reddit human annotation multi-label

In total Mental health analysis 46758/5201 Social Media - -

Appendix D Consistency evaluation of983

the C-IMHI dataset984

We proposed a method to check the consistency of985

the generated explanations by verifying whether986

each explanation supports its respective label. To987

achieve this, we trained deep learning models using988

explanation-label pairs to predict the correspond-989

ing labels from the generated explanations. The990

model used for this task was Chinese MentalBERT.991

The performance on the test set reflects the consis-992

tency of the generated explanations. The model that993

performed best on the validation set was selected994

and evaluated on both the test set and the expert-995

provided example set. We conducted this evalua-996

tion on three downstream task datasets: SOS-HL-997

1K, SocialCD-3K, and CP, maintaining the dataset998

distribution as shown in Table 1.999

For training, the models were fine-tuned for 101000

epochs on the training set for all tasks. We used a1001

batch size of 16, the Adam optimizer, a learning1002

rate of 2e-5, and cross-entropy as the loss function.1003

Training was conducted on an NVIDIA GeForce1004

RTX 4090 24GB GPU. The best-performing model1005

on the validation set was then used to evaluate the1006

test set and the expert-provided example set, with1007

F1-scores used as the evaluation metric.1008

We can see the detailed model performance in1009

Table S2. The high performance (>98% F1-score)1010

across all the test sets demonstrates the strong con-1011

sistency of the generated explanations. Addition-1012

ally, the high performance (>92% F1-score) on1013

the expert-provided example set highlights the con-1014

sistency of the model’s explanations with human-1015

provided explanations.1016

Table S2: Performance of the Chinese MentalBERT
classifier on the test and expert-provided example sets,
evaluated using precision (P), recall (R), and F1-score
(F1). Metrics are reported as micro averages, except for
binary averages on SOS-HL-1K.

SOS-HL-1K SocialCD-3K CP
F1 P R F1 P R F1 P R

Test set
100.00 100.00 100.00 99.56 99.25 99.87 98.47 99.81 97.16

Expert-provided example set
95.65 91.66 100.00 92.53 93.93 91.17 100.00 100.00 100.00

Appendix E Expert quality check and 1017

evaluation guideline 1018

The experts evaluated the quality of LLM- 1019

generated explanations from three perspectives, 1020

based on the research by Yang et al. (2024b). To 1021

enhance the evaluation, we refined the "Profession- 1022

ality" metric by incorporating principles from the 1023

Cognitive Behavioral Therapy (CBT) framework. 1024

Further details are provided below: 1025

• Consistency: Consistency evaluates whether 1026

the explanation supports the classification re- 1027

sult. Large language models may sometimes 1028

produce discrepancies between labels and ex- 1029

planations. Annotators should assess whether 1030

the generated explanation provides consistent 1031

supporting evidence for the classification and 1032

whether it is well-structured. 1033

– 0: Inconsistent with the classification re- 1034

sult. 1035

– 1: Consistent with the classification re- 1036

sult but poorly readable and contains 1037

many errors. 1038

– 2: Consistent with the classification re- 1039

sult. Most content is coherent and easy 1040

to read, with only minor errors. 1041
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– 3: Consistent with the classification re-1042

sult. Fully fluent, coherent, and error-1043

free.1044

• Reliability: Reliability measures the credibil-1045

ity of the explanation in supporting the clas-1046

sification result. Annotators should evaluate1047

whether the explanation is factually accurate,1048

free of misinformation, and based on sound1049

reasoning.1050

– 0: Completely unreliable information,1051

containing factual hallucinations (e.g.,1052

nonexistent symptoms).1053

– 1: Partially reliable information, but fact-1054

based reasoning is flawed.1055

– 2: Mostly reliable information, with non-1056

critical misinformation or reasoning er-1057

rors.1058

– 3: Completely reliable information.1059

• Professionality: Professionality assesses the1060

rationality of the explanation in supporting1061

the classification result from a psychological1062

perspective. Annotators should base on the1063

framework of CBT to evaluate whether the1064

explanation includes both emotional and be-1065

havioral cues. These methods are widely used1066

in psychological counseling and validated in1067

clinical practice. The explanation should ad-1068

here to standardized analysis paths, align with1069

psychological theories, and demonstrate high1070

scientific and professional standards.1071

– 0: The explanation does not reference1072

any psychological theory and lacks or1073

misrepresents analysis of emotions and1074

behaviors.1075

– 1: The explanation attempts to reference1076

psychological theory but applies it inac-1077

curately, with simplistic or partially in-1078

correct analysis of emotions and behav-1079

iors.1080

– 2: The explanation largely aligns with1081

psychological theory. The analysis of1082

emotions and behaviors is fairly accurate,1083

though there is room for improvement.1084

Professional terminology is mostly ap-1085

propriate.1086

– 3: The explanation fully aligns with1087

psychological theory, providing in-depth1088

and accurate analysis of emotions and1089

behaviors. Professional terminology is1090

used flawlessly, demonstrating a high 1091

level of professionality and scientific 1092

rigor. 1093

Appendix F Error analysis of LLMs for 1094

Cognitive Distortion 1095

Classification Task 1096

Example: 1097

• [Chinese] 爱我的都会离开我，连养条狗 1098

狗都不喜欢和我这个郁郁寡欢动不动就 1099

掉眼泪的人呆一起，嫌累。除了我那个我 1100

从不敢在他面前表露情绪的爸，因为他不 1101

能理解我不快乐得有了病。还除了那个因 1102

无法自控爱着我的妈妈，一个家庭主妇开 1103

始去了解抑郁症。我要死了，我爸得多想 1104

不通啊，我妈得多伤心呢？可是我真的好 1105

累. . . 1106

• [English]: Everyone who loves me will leave 1107

me. Even raising a dog, it doesn’t like being 1108

around me, this person who is often gloomy 1109

and cries easily. It finds me tiring. Except 1110

for my dad, whom I never dare to show my 1111

emotions in front of, because he can’t under- 1112

stand that I became ill because I’m not happy. 1113

And except for my mom, who loves me un- 1114

controllably and is starting to learn about de- 1115

pression as a housewife. I feel like I’m go- 1116

ing to die. How much will my dad struggle 1117

to understand? How much will my mom be 1118

heartbroken? But I’m really so tired... 1119

Label: 先知错误 (The fortune teller error) 1120

Model output: 1121

• GPT response 1122

– [Chinese] 这个帖子反映了“以偏概 1123

全”的认知歪曲。作者通过自己当前 1124

的情绪困境，过度泛化地认为“爱我 1125

的都会离开我”，这种想法将一些局 1126

部的负面经验扩展到整个生活，忽 1127

视了可能存在的其他积极或中立的情 1128

况。例如，作者感到孤独，认为即使 1129

是宠物也不愿意陪伴自己，便推断出 1130

所有人和事物都会远离自己，这样的 1131

思维方式导致了对生活的极端解读， 1132

容易陷入消极情绪和绝望感中，无 1133

法看到事情的另一面或潜在的变化空 1134

间。 1135

– [English]: This post reflects the cog- 1136

nitive distortion of overgeneralization. 1137
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The author, based on their current emo-1138

tional struggles, excessively general-1139

izes by believing that "everyone who1140

loves me will eventually leave me." This1141

thought pattern extends specific negative1142

experiences to the entire life situation, ig-1143

noring the possibility of other positive or1144

neutral circumstances. For example, the1145

author feels lonely and believes that even1146

pets are unwilling to accompany them,1147

leading to the conclusion that everyone1148

and everything will abandon them. This1149

kind of thinking results in an extreme1150

interpretation of life, making it easy to1151

fall into negative emotions and despair,1152

while being unable to see the other side1153

of things or the potential for change.1154

• GLM-4-plus response1155

– [Chinese] 这个帖子体现了以偏概全1156

的认知歪曲。帖子中的叙述者根据自1157

己的一些负面经历（例如感到被爱的1158

事物和人离开，以及狗狗不喜欢和自1159

己呆在一起）得出一个广泛的结论，1160

即“爱我的都会离开我”。这种思维方1161

式忽略了那些可能不会离开或者仍然1162

爱着他们的人的情况，而是基于有限1163

的证据做出了一个过于广泛的负面概1164

括。1165

– [English]: The cognitive distortion1166

demonstrated in this post is overgen-1167

eralization. The narrator in the post1168

draws a broad conclusion that "everyone1169

who loves me will leave me," based on1170

some negative experiences, such as feel-1171

ing abandoned by loved ones and a dog1172

not enjoying their company. This way1173

of thinking disregards the situations of1174

those who might not leave or still love1175

them, making an excessively broad nega-1176

tive generalization based on limited evi-1177

dence.1178

• MentalGLM response1179

– [Chinese] 这篇帖子体现了先知错误1180

的认知歪曲。理由：这段话中，患1181

者对自己的未来充满了绝望和消极1182

的预期，认为自己将会孤独终老，甚1183

至想到了死亡。这种对未来极度消极1184

的预测，认为自己未来的生活会非常1185

糟糕，是典型的先知错误认知歪曲。1186

患者基于过去的经历和当前的情绪状 1187

态，预测未来的事情会按照她现在的 1188

感觉发展，尽管这个预测并没有任何 1189

事实依据。 1190

– [English]: This post reflects the cogni- 1191

tive distortion of the fortune teller er- 1192

ror. The reasoning is as follows: in this 1193

passage, the patient is filled with despair 1194

and negative expectations about their fu- 1195

ture, believing they will grow old and die 1196

alone, even contemplating death. This 1197

extreme pessimism about the future, the 1198

belief that their life will be terrible, is a 1199

typical example of the fortune teller error 1200

cognitive distortion. The patient is pre- 1201

dicting that the future will unfold in the 1202

same way as their current feelings and 1203

past experiences, despite the fact that this 1204

prediction has no factual basis. 1205

In Case, GPT-4 identified the distortion as "over- 1206

generalization," correctly recognising the poster’s 1207

negative experiences ("the dogs don’t like to be 1208

with him") being extended to their entire life. GLM- 1209

4-plus also addressed this issue by categorizing it as 1210

"overgeneralization," highlighting how the poster’s 1211

specific negative experiences led to a broad nega- 1212

tive conclusion. However, MentalGLM offered a 1213

deeper analysis, categorising it as a "fortune teller 1214

error," explaining how the poster’s beliefs ("all 1215

those who love me will leave me") predict a bleak 1216

future without factual basis. This demonstrates 1217

MentalGLM’s ability to identify the distortion type 1218

while analysing its implications more thoroughly. 1219

Overall, unlike GPT-4 and GLM-4-plus, which of- 1220

fered reasonable but general analyses, MentalGLM 1221

proved more accurate and comprehensive, provid- 1222

ing detailed insights into posters’ emotions, be- 1223

haviours, and thought patterns. Its emphasis on 1224

explainability further allows users to understand 1225

both the reasoning process and the decision, mak- 1226

ing it more effective for this task. 1227

Appendix G Foundation Model Selection 1228

for Instruction Tuning 1229

Before finalizing the base model for instruction 1230

tuning, we conducted a comprehensive zero-shot 1231

evaluation on several leading open-source Chinese 1232

large language models (LLMs), including GLM- 1233

4, Qwen2, Baichuan2, and LLaMA-3-Chinese. 1234

These models were evaluated on a representative 1235

sample of 1,500 instances drawn from three mental 1236
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health datasets: SOS-HL-1K, SocialCD-3K, and1237

the CP dataset. The tasks in these datasets demand1238

nuanced psychological reasoning and understand-1239

ing of mental states.1240

Table S3: Zero-shot F1 performance of foundation mod-
els on mental health datasets.

Model SOS-HL-1K SocialCD-3K CPparent CPchild

Baichuan2-chat 60.97 25.36 32.17 13.68
Qwen2-Instruct 61.92 29.74 30.76 17.45
LLaMA-3-Chinese 59.89 22.47 28.39 11.37
GLM-4-chat 64.56 35.18 34.05 18.63

As shown in Table S3, GLM-4-chat consis-1241

tently outperformed other models across all1242

datasets, particularly in tasks requiring psychologi-1243

cal insight. Based on this empirical evidence, we1244

selected GLM-4 as the foundation model for in-1245

struction tuning.1246
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