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Abstract

The rising footprint of machine learning has led to a focus on imposing model
sparsity as a means of reducing computational and memory costs. For deep neural
networks (DNNs), the state-of-the-art accuracy-vs-sparsity is achieved by heuristics
inspired by the classical Optimal Brain Surgeon (OBS) framework [LeCun et al.,
1989, Hassibi and Stork, 1992, Hassibi et al., 1993], which leverages loss curvature
information to make better pruning decisions. Yet, these results still lack a solid
theoretical understanding, and it is unclear whether they can be improved by
leveraging connections to the wealth of work on sparse recovery algorithms. In this
paper, we draw new connections between these two areas and present new sparse
recovery algorithms inspired by the OBS framework that comes with theoretical
guarantees under reasonable assumptions and have strong practical performance.
Specifically, our work starts from the observation that we can leverage curvature
information in OBS-like fashion upon the projection step of classic iterative sparse
recovery algorithms such as IHT. We show for the first time that this leads both
to improved convergence bounds under standard assumptions. Furthermore, we
present extensions of this approach to the practical task of obtaining accurate sparse
DNNs, and validate it experimentally at scale for Transformer-based models on
vision and language tasks.

1 Introduction

The increased focus on efficiency in machine learning has led to significant interest in sparsity as
a means of reducing both the computational and memory costs of training and executing accurate
models, with literally hundreds of methods being proposed recently [Hoefler et al., 2021].The key
trade-off in this context is between the degree of sparsity imposed and the accuracy of the dense
(uncompressed) model.

Currently, the best performing post-training methods for DNNs are inspired by the Optimal Brain
Damage (OBD) framework of LeCun et al. [1989], generalized via the Optimal Brain Surgeon (OBS)
approach of Hassibi and Stork [1992], Hassibi et al. [1993].1 In brief, OBD/OBS poses accurate
pruning as a constrained optimization problem, and approximates the optimal solution by leveraging
second-order information about the loss function to make better pruning decisions. Recently, there
has been significant work on versions of OBS that can scale to deep neural networks (DNNs), leading
to surprisingly good results at scale [Frantar and Alistarh, 2022, 2023]. Yet, no theoretical guarantees
are known for OBS-type algorithms.

1The two frameworks primarily differ in the second-order approximation. Since OBS is a strict generalization
of OBD, in the following we use OBS to denote the pruning framework.
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By contrast, the area of sparse recovery provides a rich set of theoretically-justified iterative algorithms
for reconstructing or approximating a high-dimensional but sparse signal from a limited set of
observations, such as Iterative Hard Thresholding (IHT) [Blumensath and Davies, 2009] or Matching
Pursuit (MP)-type [Tropp and Gilbert, 2007] algorithms. Yet, to our knowledge, these algorithms do
not usually employ curvature information in their structure, and do not extend to DNNs.

It is still an open question whether one can connect these lines of work, for instance by leveraging
second-order information to improve the convergence of sparse recovery algorithms, or by extending
these algorithms to the more complex task of sparsifying multi-layer DNNs. This is the question we
approach in this paper.

Contributions. In this paper, we propose a family of algorithms that generalize the post-training
OBS framework to the iterative setting, popular in the context of sparse recovery. This new approach,
which we call the Iterative Optimal Brain Surgeon (I-OBS), provides convergence guarantees that
can improve upon classic algorithms such as IHT by leveraging second-order information on the
sparse projection step. As a consequence, we provide the first theoretical guarantees for popular
practical pruning heuristics such as OBC Frantar and Alistarh [2022] or WoodFisher [Singh and
Alistarh, 2020]. Second, on the practical side, we show that the improved guarantees can lead to
faster practical convergence.

In more detail, our contributions are as follows:

• We propose a new family of sparse recovery algorithms called Iterative Optimal Brain
Surgeon (I-OBS), which generalize upon the classic IHT-based algorithms by leveraging
approximate second-order information in the sparse projection step.

• We prove that this family of algorithms provides faster analytical convergence rates than
previously-known methods, under standard first- and second-order smoothness and strong
convexity assumptions. We also show that prior practical pruning algorithms such as
WoodFisher [Singh and Alistarh, 2020] and OBC [Frantar and Alistarh, 2022] are special
cases of our framework, providing them with theoretical guarantees.

• We provide practical variants of these algorithms, which relax the theoretical constraints
but can be easily implemented and can scale to large problem instances arising in the
compression of vision and language models. We validate our results both on synthetic
datasets, showing that our approach leads to faster convergence relative to IHT, and therefore
validating our theoretical findings. Finally, we present empirical evidence that our approach
can scale to large models and lead to improved results, by implementing it to accurately
sparsify models with more than 1 billion parameters.

2 Related Work

Model compression. In recent years, the literature has witnessed a significant surge in research
focusing on model compression. Among various techniques, network pruning or sparsification stands
out as a powerful approach, effectively reducing the model’s parameter count by eliminating the
least influential weights and fine-tuning the remaining ones [Singh and Alistarh, 2020, Lin et al.,
2020, Hoefler et al., 2021, Frantar and Alistarh, 2023]. Following a similar concept to pruning,
quantization techniques suggest reducing the precision of each parameter by allocating fewer bits,
rather than completely removing weights from the network [Yao et al., 2022, Dettmers et al., 2022,
Frantar et al., 2023, Kim et al., 2023]. Additionally, methods that leverage low-rank factorization are
gaining popularity due to their inherent tensor structure [Hu et al., 2022, Lialin et al., 2024, Xu et al.,
2023, Nikdan et al., 2024]. Notably, these compression methods are versatile, applicable during both
the optimization and post-training phases. Another noteworthy technique is knowledge distillation
[Hinton et al., 2014, Mishra and Marr, 2018, Polino et al., 2018], where the compressed model is
a compact “student” model trained by a larger “teacher” model. The teacher model can either be
already trained to high accuracy or trained simultaneously with the student model [Guo et al., 2020,
Harutyunyan et al., 2023].

Sparse recovery. The model compression problem we study in this paper is closely related to the field
of sparse recovery, which aims to optimize certain objective function based on sparsity constraints,
see e.g. [Zhao, 2018] for a detailed introduction. One of the most common sparse optimization
algorithms is the iterative hard thresholding algorithm (IHT) first proposed by Blumensath and Davies
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[2009] for compressed sensing problem, which applies a topk operator to each gradient update, which
keeps the k elements with the largest magnitude and setting the rest to zero. While IHT is simple
and effective, there is also a long line of work [Blumensath, 2012, Bahmani et al., 2013, Chen and
Gu, 2017, Meng and Zhao, 2020, Zhou et al., 2021] that studies the sparse variants of Newton’s
methods for these sparse optimization problems, aiming to get acceleration benefits. In particular,
Blumensath [2012] proposed a general definition of accelerated IHT for sparse linear regression
problems, and showed an accelerated convergence rate in this type of method. Bahmani et al. [2013]
proposed a general framework called GraSP, and they proposed to use a restricted Newton step as an
approximation of the sparse constrained optimization problem. Chen and Gu [2017] proposed a Fast
Newton Hard Thresholding Pursuit, which uses an iterative algorithm to estimate the inverse Hessian
matrix for a stochastic objective function. They also obtain a composite rate of convergence. Meng
and Zhao [2020] consider applying hard thresholding to Newton’s method for sparse linear regression
problems, where they call Newton-Step-Based Iterative Hard Thresholding (NSIHT), and prove
a global convergence for this specific problem. Zhou et al. [2021] proposed a general framework
called Newton Hard Thresholding Pursuit (NHTP) for general sparse optimization problems showing
implicit global and local quadratic convergence rates. In contrast to our approach, at each step NHTP
selects the spare support based on the first-order gradient information, switches to restricted gradient
update whenever the restricted Newton update fails to provide sufficiently good descent direction,
and additionally incorporates a line search procedure to achieve global convergence.

Further comparison. Our work follows the salience-based weight pruning approach, which evaluates
the impact of removing weights on the model’s loss or output. Among these, methods based on
second-order information are most relevant, particularly those following the Hassibi et al. [1993]
framework. Dong et al. [2017] use a second-order approximation of the loss function, assuming a
zero gradient, and introduce a layerwise strategy to approximate the Hessian. Singh and Alistarh
[2020] scale this idea with the empirical Fisher approximation of the Hessian, improving performance
and considering non-zero gradients. However, WoodTaylor methods by Singh and Alistarh [2020]
focus on pruning one weight at a time, whereas our work extends this to multiple weights.

Other methods addressing multiple weight pruning include Combinatorial Brain Surgeon (CBS) [Yu
et al., 2022], which formulates mask selection as an integer programming problem and proposes
two heuristics to approximate its solution. Frantar and Alistarh [2022] tackle layerwise pruning
with a quadratic problem and introduces a greedy heuristic for efficient layerwise problem-solving.
Similarly, Benbaki et al. [2023] formulate layerwise pruning as a ℓ0ℓ2-regularized quadratic problem
and propose an IHT-like iterative algorithm with a line search strategy. Aghasi et al. [2017] minimize
the norm of weight matrices while ensuring similar activations in the pruned layer. While prior
iterative algorithms like CHITA [Benbaki et al., 2023] focus on specific problems, our methods apply
to general loss functions beyond quadratic problems and offer convergence guarantees. Practically,
within our iterative framework, using a cost-effective projection step (e.g., TopK or SparseGPT
[Frantar and Alistarh, 2023]) yields competitive results compared to more complex one-shot solvers.

3 Derivation and convergence of I-OBS

3.1. Notation. Denote [d] = {1, 2, . . . , d}. For a given vector θ ∈ Rd, let supp(θ) = {i ∈
[d] : θ[i] ̸= 0} be the support of θ, and ∥θ∥0 = | supp(θ)| be the cardinality of its support, where | · |
denotes the cardinality of a set. Let {e1, e2, . . . , ed} be the standard basis vectors in Rd. For a given
index set Q ⊆ [d], we define eQ =

∑
q∈Q eq , and (θ)Q =

∑
q∈Q θ[q]eq the restriction of θ to Q. We

denote θ ⊙ θ′ to be the Hadamard product of vectors θ and θ′. Finally, we denote Tk the “Top-k”
operator choosing the top k coordinates of the input by their magnitude and zeroing out the rest.

Next, we introduce notation for manipulating matrices by removing specific rows and columns. Given
an index set Q ⊆ [d], we define the square matrix EQ ∈ Rd×d with diagonal entries (EQ)i,i = 1 for
i ∈ Q, and all other entries set to zero. Consequently, for a matrix H ∈ Rd×d, the result of the left
multiplication EQH ∈ Rd×d yields a matrix where only the rows with indices in Q are retained, and
all other rows are set to zero. Similarly, the right multiplication HEQ ∈ Rd×d keeps the columns
with indices in Q untouched, and sets all other columns to zero.

Analogously, for a given index set Q = {q1, ..., q|Q|} ⊆ [d], define the rectangular matrix IQ ∈
R|Q|×d as IQ = [e⊤q1 e⊤q2 . . . e⊤q|Q|

]⊤. Hence, for a matrix H ∈ Rd×d, the resulting matrix

3



IQH ∈ R|Q|×d is composed of the rows with indices in Q. Similarly, HI⊤Q ∈ Rd×|Q| is composed
of columns with indices in Q. Finally, given a real symmetric matrix H ∈ Rd×d, we denote the
eigenvalues of H as λ1(H) ≤ . . . ≤ λd(H), dropping H in the notation when clear from context.

3.2. Problem setup and assumptions. We consider a general optimization problem with sparsity
constraints:

min
θ∈Rd

f(θ) subject to ∥θ∥0 ≤ k, (1)

where f : Rd → R is a given smooth objective function of parameters θ ∈ Rd and k is the sparsity
threshold. Finding or approximating the solution of (1) is known to be NP-hard even for quadratics
[Natarajan, 1995, Foster et al., 2015].

We make use of the following assumptions regarding the convexity and smoothness of the objective
function, which are similar to those in e.g. [Peste et al., 2021]:
Assumption 1 (The existence of a sparse solution). The function f(θ) admits a minimizer θ∗ with
sparsity k∗ ≤ d.
Assumption 2 (µ-Strong convexity). The function f : Rd → R is differentiable and µ-strongly
convex for some constant µ > 0, i.e., for any θ, θ′ ∈ Rd it holds

f(θ) ≥ f(θ′) + ⟨∇f(θ′), θ − θ′⟩+ µ

2
∥θ − θ′∥22. (2)

Assumption 3 ((k, d− k, L)-Restricted first-order smoothness). The function f : Rd → R is twice
differentiable and k-restricted L-smooth for some constant L > 0, i.e., for any θ ∈ Rd such that
∥θ∥0 ≤ k it holds that:

v⊤∇2f(θ)v ≤ L∥v∥22, for all v with sparsity ∥v∥0 ≤ d− k. (3)

As our approach relies on curvature information, it is common to assume Hessian smoothness, similar
to the gradient smoothness Assumption 3 in first-order optimization.
Assumption 4 ((2k + k∗,M)-Restricted second-order smoothness). The function f : Rd → R is
twice differentiable and (2k + k∗)-restricted M -smooth for some constant M > 0, i.e., for any
θ, θ′ ∈ Rd such that ∥θ∥0 + ∥θ′∥0 ≤ 2k + k∗ it holds

∥∇2f(θ)−∇2f(θ′)∥2 ≤M∥θ − θ′∥2, (4)

where the norm for a matrix A is defined as ∥A∥2 = max∥x∥2=1 ∥Ax∥2 =
√
λmax(A⊤A).

When the function is twice differentiable, note that the strong convexity (2) is equivalent to
∥∇2f(θ)∥2 ≥ µ for all θ ∈ Rd. Also, the (k, d − k, L)-Restricted first-order smoothness in
Assumption 3 is weaker than L-smoothness given the function is twice differentiable, since L-
smoothness require v⊤∇2f(θ)v ≤ L∥v∥22, for all v. Similarly, the (2k + k∗,M)-Restricted
second-order smoothness assumption is weaker than the usual µ-second-order smoothness which
requires ∥∇2f(θ)−∇2f(θ′)∥2 ≤M∥θ − θ′∥2,∀θ, θ′ ∈ Rd

3.3. IHT as a Proximal Point Method. Proximal Point Methods (PPMs) are the backbone of many
optimization procedures for solving problem (1). In each step, given the current parameters θt, PPM
defines the next iterate via

θt+1 = argmin
θ∈Rd

f(θ) + 1
2η∥θ − θt∥2, (5)

for some learning rate η > 0. The intuition behind adding a quadratic penalty term is to ensure that
the next update θt+1 is not far away from the current θt. Clearly, we can consider PPM with sparsity
constraint as in (1). However, solving (5) with or without a sparsity constraint is no easier than the
initial problem of minimizing f(θ).

To make this practical, we adopt a model-based viewpoint, where in each iteration we choose
a (possibly stochastic) model ϕt(θ) that approximates the objective function f(θ) in expectation,
namely E[ϕt(θ)] ≈ f(θ). For example, we might choose our model ϕt(θ) = f(θt)+⟨∇f(θt), θ−θt⟩
to be the linear part of the objective; together with the sparsity constraints, we arrive at

θt+1 = argmin
θ:∥θ∥0≤k

ϕt(θ) +
1
2η∥θ − θt∥2. (6)

With this linear viewpoint, the problem (6) can be solved in closed form and we get the well-known
Iterative Hard Thresholding (IHT) method [Blumensath and Davies, 2009].
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Lemma 1. The closed-form solution to (6) with linear model ϕt(θ) = f(θt) + ⟨∇f(θt), θ − θt⟩ is

θt+1 = Tk(θt − η∇f(θt)).

The derivation of k-IHT is standard, and we provide the proof of Lemma 1 in Appendix B.2 for
completeness. Note that, choosing the stochastic linear model ϕt(θ) = f(θt) + ⟨g(θt), θ − θt⟩ with
stochastic gradients g(θt), the update (6) reduces to stochastic IHT [Peste et al., 2021]. Besides,
dropping the sparsity constraints recovers the standard stochastic gradient descent (SGD).

3.4. I-OBS: Leveraging Second-order Information. Our intuition is that we can go beyond the
standard Euclidean norm in (6) used in the regularizer, penalizing the distance from the current
iterate, by incorporating local curvature information via the Hessian matrix Ht = ∇2f(θt) instead
of the implicit scaled identity matrix 1

η I, which treats all coordinates equally and ignores correlations.
Specifically, we can write:

θt+1 = argmin
θ:∥θ∥0≤k

ϕt(θ) +
1
2∥θ − θt∥2Ht

. (7)

Thus, in each iteration, we minimize the second-order approximation of f(θ) at θt over the sparse
non-convex domain. In turn, this leads us to the proposed Iterative OBS (I-OBS) method. Dropping
the constant term f(θt) of ϕt(θ), I-OBS can be equivalently defined by

θt+1 = argmin
θ:∥θ∥0≤k

⟨∇f(θt), θ − θt⟩+ 1
2∥θ − θt∥2Ht

. (8)

We now introduce our idealized algorithm, which we call the Iterative Optimal Brain Surgeon (I-OBS),
corresponding to Algorithm 1 with Option 2. The main intuition behind the algorithm is that the
computation of θt+1 in Eqn. (8) can be split into two phases: finding the optimal mask and then
solving the problem with a given mask. We present the pseudocode below:

Algorithm 1 Iterative Optimal Brain Surgeon (I-OBS)

1: Input: initial value θ1 ∈ Rd, sparsity threshold k ∈ [d]
2: for each step t ∈ {1, 2, . . . , T} do
3: Compute the gradient gt = ∇θf(θt) and the Hessian Ht = ∇2

θf(θt),

4: Compute dense Newton’s update θ+t = θt −H−1
t gt

5: ▷ Select the support/mask Qt+1 of size k or d− k indices St+1 to prune for the next iterate
6: Option 1 (practical): Qt+1 = suppTk(θ

+
t )

7: Option 2 (theoretical): with HS
t := I⊤S

(
ISH

−1
t I⊤S

)−1
IS , set Qt+1 = [d] \ St+1 where

St+1 = argminS:|S|=d−k(θ
+
t )

⊤HS
t (θ

+
t ),

8: ▷ Optimize the parameters over the selected support/mask Qt+1

9: Option 1 (practical): θt+1 = (θ+t )Qt+1
= Tk(θ

+
t )

10: Option 2 (theoretical): θt+1 =
(
I−H−1

t H
St+1

t

)
θ+t

11: end for

At each step of the algorithm, we first compute Newton’s update θ+t = θt −H−1
t gt, which might be

dense in general. Next, we proceed to select the support Qt+1, or equivalently, the set of indices St+1

for pruning. Unfortunately, the selection of the theoretically optimal support set Qt+1 as outlined
in Option 2 is intractable due to sparsity constraints. To address this limitation, we introduce the
practical Option 1, which prioritizes parameters with the largest magnitudes.

Once the mask Qt+1 is determined, we optimize the remaining parameters to minimize loss. For
Option 1, no further optimization is undertaken, and the subsequent iterate θt+1 comprises just the top
k elements with the largest absolute value of Newton’s update θ+t . On the other hand, the theoretical
Option 2 adjusts the unpruned part of θ+t to precisely solve the sub-problem (8), as demonstrated in
the lemma below.

Lemma 2. If Ht is positive definite, then each step of Algorithm 1 (Option 2) solves Eqn.(8).
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The iterative procedure Algorithm 1 with Option 2, is fairly complex to implement in practice for
large models. However, it has a number of interesting theoretical properties and inspires practical
extensions, which we describe in the next section. For the procedure Algorithm 1 with Option 1, we
call it Topk-I-OBS, which we will discuss in more detail in section 3

Although it appears quite theoretical, the I-OBS algorithm is closely related to popular neural network
pruning algorithms such as WoodFisher, WoodTaylor [Singh and Alistarh, 2020] and OBC [Frantar
and Alistarh, 2022]. In particular, both WoodFisher/WoodTaylor and OBC are special cases of the
I-OBS algorithm.

Connection to WoodFisher/WoodTaylor [Singh and Alistarh, 2020] To recover the WoodFisher,
we set ∇f(θ0) = 0 and k = d − 1, obtaining [Singh and Alistarh, 2020, equation (10) and (11)].
More specifically, in this case we have θ+0 = θ0 and S = {i} is a singleton. Hence, the matrix

HS
0 can be computed as HS

0 =
eie

⊤
i

(H−1
0 )ii

. Thus, the criterion of choosing the optimal index to prune

becomes i = argmini∈[d]
θ2
0 [i]

(H−1
0 )ii

, which recovers [Singh and Alistarh, 2020, equation (11)]. Also,

the update of the remaining coordinates are computed as θ1 − θ0 = H−1
0

eie
⊤
i

(H−1
0 )ii

θ0 =
−θ0[i]H

−1
0 ei

(H−1
0 )ii

,
which recovers [Singh and Alistarh, 2020, equation (10)]. This implies that WoodFisher can be
considered as running I-OBS for one step under the assumption that∇f(θ0) = 0, and pruning one
coordinate. Without the zero gradient assumption, we obtain the WoodTaylor method [Singh and
Alistarh, 2020, Eqn. (23)]. The computation is almost the same as the one for recovering WoodFisher,
so we omit the details here.

Connection to OBC [Frantar and Alistarh, 2022] To recover the OBC, consider the objective
function f(θ) = ∥Xθ −Xθ0∥22, where X ∈ Rn×d and θ, θ0 ∈ Rd. From a practical point of view,
we consider X as the input of a linear layer, and θ as a row-vector of the weight matrix. Note that
a special property of this problem is that the objective function is quadratic, which implies that the
Algorithm 1 converges in one step. Indeed, since the objective is quadratic, for any θ and θ0, we have
f(θ) = f(θ0) + ⟨∇f(θ0), θ − θ0⟩+ 1

2∥θ − θ0∥22. However, the difficulty is that we need to find the
optimal mask, which might be infeasible in practice. The OBC method [Frantar and Alistarh, 2022,
Algorithm 1] applies a greedy strategy, wherein it sets k = d− 1 in the first step. Applying the I-OBS
algorithm 1 and brute-forcing over all the masks, we find the optimal coordinate to prune. Since, in
this case, we only prune one entry at a time, brute-forcing over all the masks takes O(d) steps, which
is feasible. Then, one applies this procedure for d− k times to prune the rest of the weights. Thus,
the OBC method can be viewed as running I-OBS for d− k rounds, and for each round one lets the
sparsity be d− 1, i.e., only pruning one entry at a time.

3.5. Local convergence of I-OBS. In this section, we present the local convergence of the I-OBS
method described in Section 3 under the regularity Assumptions 1–4. As described in Algorithm 1,
it contains a gradient step preconditioned by the Hessian matrix. Thus, our I-OBS method can be
viewed as a sparse variant of Newton’s method. Below, we demonstrate that, perhaps surprisingly,
the imposed sparsity constraint does not degrade the asymptotic local quadratic convergence rate of
Newton’s method.

Theorem 1. Let Assumptions 1, 2, 3 and 4 hold. Then, for any fixed k with k∗ ≤ k ≤ d, the I-OBS
algorithm has the following local quadratic convergence rate:

∥θt+1 − θ∗∥2 ≤
(
1 +

√
L
µ

d−k∗

d−k

)
M
2µ∥θt − θ∗∥22. (9)

The quadratic convergence rate in the form ∥θt+1 − θ∗∥2 ≤ c∥θt − θ∗∥22 implies a O(log log 1
ϵ )

iteration complexity for achieving an ϵ-error with initialization ∥θ0 − θ∗∥2 ≤ 1
2c . This complexity

matches the classical Newton’s method up to constants. Due to space constraints, we defer the
complete proof to Appendix B.4. Here, we provide a brief overview of the proof idea.

Proof sketch. We split the error θt+1 − θ∗ into two parts: the standard error θt −H−1
t ∇f(θt) −

θ∗ corresponding to the Newton’s method and an additional error H−1
t HSt+1

t

(
θt −H−1

t ∇f(θt)
)

stemming from the sparsity. The key technical challenge of the proof is to bound the second error by
the first one, which then can be bounded by the squared error ∥θt − θ∗∥22 using standard tools.
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Notice that the matrix H−1
t HSt+1

t of the second error term is a projection matrix (see Lemma 7). This
observation allows bounding the error by ∥θt −H−1

t ∇f(θt)∥2, which however, may not converge to
zero as θ∗ is missing. To get a tighter upper bound, we utilize the structure of HS

t and the definition
of St+1 to show

∥H−1
t HSt+1

t θ+t ∥2 ≤
√

L
µ ∥IS̃θ

+
t ∥2 (10)

for any set S̃ ⊆ [d] with |S̃| = |St+1| = d− k, where θ+t = θt −H−1
t ∇f(θt). Then, we choose the

set S̃ to minimize the norm in the right, namely S̃ = [d] \ supp θ+t . With this choice of the set S̃ we
invoke Lemma 8 and get

∥IS̃θ
+
t ∥2 = ∥Tk(θ

+
t )− θ+t ∥2 ≤

√
d−k∗

d−k ∥θ
+
t − θ∗∥2. (11)

Combining (10) and (11) together with the bound ∥θ+t − θ∗∥2 ≤ M
2µ∥θt − θ∗∥22 of the standard

Newton’s method concludes the proof of our main claim in Eqn. (9).

Discussion and Implications. Although it offers strong convergence guarantees, the vanilla version
of I-OBS is hard to implement in practice. The difficulties are two-fold. First, in computing HS

t ,
we need to compute (ISH

−1
t I⊤S )

−1 which is the inverse of a |S| × |S| matrix, requiring O(|S|3)
complexity in general. Also, if |S| = cd for some c ∈ (0, 1), i.e. we prune a c-fraction of weight, then
the complexity of this step will be O(d3). Second, to obtain the optimal set St+1, we need to solve a
combinatorial problem argminS : |S|=d−k(θ

+
t )

⊤HS
t θ

+
t . This problem is NP-hard [Chen et al., 2014,

Natarajan, 1995], and brute-forcing over all possible sets has the complexity of O(dk). If k = cd,
then the complexity will be Ω(ed) which is too expensive in practical applications. Thus, we propose
a practical variants of I-OBS which corresponds to Algorithm 1 (Option 1), namely Topk-I-OBS. We
also provide local convergence guarantee for Topk-I-OBS. Besides, we also proposed another version
called stochastic I-OBS in Appendix 3.

3.6. A Practical Variant: Topk-OBS. As mentioned above, one natural implementation of the I-OBS
method in practice is to replace the multiplication by the matrix I−H−1

t HSt+1

t with directly applying
the Top-k operator to the preconditioned gradient step. This leads to the following Topk-I-OBS
update corresponding to Algorithm 1 with Option 1:

θt+1 = Tk(θt −H−1
t ∇f(θt)) (12)

For the Topk-I-OBS method, we can still show local convergence similar to Theorem 1.

Lemma 3. Let Assumptions 1, 2, 3 and 4 hold. Then I-OBS method defined in (12) has the following
convergence rate:

∥θt+1 − θ∗∥2 ≤
(
1 +

√
k∗

k

)
M
2µ∥θt − θ∗∥22 (13)

The proof is deferred to Appendix B.5. We remark that similar algorithms are studied for sparse
linear regression problems with a linear global rate, while our Topk-I-OBS method applies to a wider
class of problems, and obtains a quadratic local rate.

4 Experiments

4.1 Synthetic Experiments for Sparse Linear Regression

To validate our theoretical analysis, we first consider the sparse linear regression problem with two
different priors. First, we consider a sparse linear regression problem with Gaussian prior. In particular,
we first sample a signal θ∗ ∈ Rd of dimension d = 128 from a standard Gaussian prior, and then we
set it to be sparse by uniformly random keeping k∗ = 16 entries, and set the rest to zero. Then, we
generate n = 256 sensing vectors X = [x1,x2, . . . ,xn]

⊤ ∈ Rn×d i.i.d. from a standard Gaussian
distribution with variance 1

n , and the label is generated via a linear measurement yi = ⟨θ∗,xi⟩. We
aim to recover the signal by minimizing the empirical mean square loss L(θ) = ∥y −Xθ∥22, and set
the sparsity for each step to k = 64. It is easy to see that in this case, the Hessian of the loss function
is H := ∇2L(θ) = X⊤X , and this matrix is with high probability positive definite.
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(a) Learning curve with standard Gaussian prior. (b) Recovery of the MNIST prior.

Figure 1: Comparison of k-IHT and Topk-WoodTaylor for sparse linear regression with standard
Gaussian and MNIST priors.

We compare k-IHT [Peste et al., 2021] and Topk-I-OBS (12) numerically. For k-IHT, we apply
the learning rate η = 1

λmax(H) . We run each algorithm for 750 steps, and run 20 independent
experiments then take the average over all the experiments. The synthetic experiments can be done
on a personal laptop. The results are shown in Figure 1a. We see that the topk-WoodTaylor method
indeed has a better convergence rate compared to k-IHT due to the use of second-order information
in Newton’s step. In particular, the left plot of Figure 1a characterizes the training loss, and the right
plot characterizes the distance to the optimal solution.

In the second setting, we let the signal be uniformly sampled from the MNIST dataset. In particular,
we randomly sample an image of MNIST training dataset and use this image as the signal θ∗. In this
case, the dimension d of the signal is 784, and we denote the sparsity of the signal as k∗. Next we
generate n = 2d = 1568 sensing vectors X i.i.d from a standard Gaussian distribution with variance
1
n , and the label is generated via a linear measurement yi = ⟨θ∗,xi⟩. Similarly, we minimize the
MSE loss, and the sparsity we set for each step is k = 2k∗. We also compare k-IHT and Topk-I-OBS
numerically. We run each algorithm for 4000 steps and run 20 independent experiments. For the
k-IHT, similarly, we apply the maximum possible learning rate.

We show the recovered signals in Figure 1b. (The learning curve is almost identical to the Gaussian
case and therefore omitted.) When plotting the recovered image, we only plot the value between
[0, 255]. We can see from the learning curve that the Topk-I-OBS has a better convergence rate,
which results in a better recovery quality compared to k-IHT for a fixed number of steps.

4.2 Applying I-OBS to Model Pruning

In this section we describe our implementations for selecting the set of weights to prune using second
order information applied to practical models.

Algorithm 2 Iterative Optimal Brain Surgeon (I-OBS) for practical model pruning

1: Input: Sparsity threshold kℓ ∈ [d] for each layer ℓ ∈ {1, 2, . . . , L}
2: for each round t ∈ {1, 2, . . . , T} do
3: Sample a data batch Xt

4: ▷ Pruning and optimization step:
5: H0 ← Xt

6: for each layer ℓ ∈ {1, 2, . . . , L} do
7: Solve the constrained optimization problem

min
Ŵ ℓ ∥W ℓ

t−1H
ℓ−1 − Ŵ ℓHℓ−1∥22 s.t. ∥Ŵ ℓ∥0 = kℓ

using a quadratic sparsity solver such as OBC or SparseGPT.
8: W ℓ

t−1 ← Ŵ ℓ

9: W ℓ
t ←W ℓ

t−1 − ηgℓt (Xt,W
ℓ
t−1) for each ℓ ∈ {1, 2, . . . , L}

10: end for
11: end for
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Detailed algorithm. The algorithms we implement for pruning are described in Algorithm 2. We
consider pruning an L-layer feedforward neural network f(X;W1, . . .WL) = σL ◦WL ◦ · · · ◦ σℓ ◦
W ℓ ◦ . . . σ1 ◦W 1X , but a similar pruning strategy would apply to neural networks with different
structure. More specifically, we consider a pretrained model, and we aim to find a sparse model
using the I-OBS algorithm. We apply a layer-wise pruning strategy as in OBC [Frantar and Alistarh,
2022]. In particular, for each round t, we sample a new data batch Xt, and solve the quadratic sparse
optimization problem

min
Ŵ
∥WX − ŴX∥22 s.t. ∥Ŵ∥0 = k

where Hℓ = σℓ−1 ◦W ℓ−1 ◦ · · · ◦ σ1 ◦W 1X is the input of the ℓ-th layer. We use the SparseGPT
method [Frantar and Alistarh, 2022] as an approximate solver for this problem. The connection
between one-shot pruners such as OBC or SparseGPT and I-OBS was discussed in Section 3.

Example 1: Pruning Vision Transformers (ViTs). We now apply this approach to pruning DNNs
from the ViT family [Dosovitskiy et al., 2021]. For this, we instantiate the above pruning framework
for the case of the SparseGPT solver in the context of I-OBS, to prune the DeiT-Tiny (5M parameters),
DeiT-Small (22M parameters) and DeiT-Base (86M parameters) models in one shot to 50% uniform
sparsity, starting from an accurate pretrained model, using 1000 ImageNet calibration samples. We
present our results in Table 1, where the single-iteration result is given by the one-shot algorithm,
which in this instance is SparseGPT.

Table 1: Pruning results for ViTs (DeiT) using SparseGPT. We report Top-1 accuracy results on the
ImageNet validation set.

Model # iterations
D 1 10 25 50 75 100

DeiT-Tiny 72.08 62.98 63.61 64.01 64.11 64.13 64.05
DeiT-Small 79.81 76.07 76.28 76.36 76.50 76.57 76.57
DeiT-Base 81.91 80.29 80.30 80.37 80.42 80.46 80.43

The results show that I-OBS can bring consistent improvements across all three model sizes, with the
largest improvements coming at the smallest model size (5M), where the performance drop relative
to the dense model is most pronounced. We also observe that improvements quickly saturate at the
larger model sizes and with respect to increasing the number of I-OBS iterations, suggesting that the
sparse solution is already close to the local optimum in the case of highly-overparametrized models.

Example 2: Pruning Large Language Models (LLMs). Finally, we extend the previous approach
to LLMs, again comparing against SparseGPT as a baseline. Specifically, we estimate the Hessian
matrix at each layer by using 128 calibration samples from the WikiText2 dataset for OPT-125M and
from Red Pajama dataset for Phi-1.5B, respectively. We report the accuracy in terms of perplexity
(lower is better) on the WikiText2 and C4 datasets. In this scenario, we start from a dense model
and prune it to 50% uniform sparsity, using I-OBS for 3 iterations. (We observed that using a larger
number of iterations leads to “overfitting,” by which we mean good PPL on WikiText2 but worsening
on C4.) The results are given in Table 2.

Table 2: Pruning results for Phi-1.5M using SparseGPT. We report perplexity (the lower, the better).

Model # samples WikiText2 C4
Dense SparseGPT I-OBS(3) Dense SparseGPT I-OBS(3)

OPT-125M 128 27.65 33.85 25.20 24.61 32.27 31.41

Phi-1.5 128 21.82 25.28 23.94 20.90 21.13 20.26

In both cases, we observe that I-OBS leads to significant improvements in terms of perplexity,
specifically of approximately one PPL point on C4, relative to SparseGPT. This effect confirms the
fact that I-OBS is significantly better at minimizing the per-layer compression loss relative to a single
iteration of SparseGPT.
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We also applied our methods on Llama-2(7B) and Llama-3(8B) models, and the results are discussed
in Appendix A.2

5 Limitations and Future works

In this section, we discuss the limitation of this work, and address a few directions for future work.

From the theoretical perspective, our main limitation is the mild gap between the analytical as-
sumptions and the practical setting we considered in the pruning experiments. We mention that our
assumptions are standard in the literature (see e.g. [Peste et al., 2021, Analytical Assumptions]) to
guarantee the convergence of gradient-based methods, it does not hold in general for practical problem
such as model pruning. Thus, one interesting direction for future work is to relax those assumptions.
In addition, in Theorem 1 and Lemma 3 we only provide local convergence rate, which mean that we
require the initial distance from the global optimum to be small enough. While such local convergence
results are typical for Newton type algorithms (see e.g. [Nesterov, 2018, Theorem 1.2.5]), there are a
few modifications of the vanilla Newton’s methods which gives a global convergence rate such as
adding a cubic regularization term [Nesterov, 2018, Section 4.1] or adding a proper adaptive quadratic
regularization term [Mishchenko, 2023]. The challenge is how to incorporate the sparsity constrain
to make each step sparse, and we leave this direction for future works. For the experiments, it would
be interesting to apply the pruning method to larger models, which we plan to do in future work.
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A Experimental Details

In this section we provide details about the hyper-parameters that we used for both experiments
described in Section 4.

A.1 I-OBS for Model Pruning

Pruning ViTs. We use ViTs from the timm package that are pretrained on ImageNet using RGB
images of size 224× 224. We set both learning rate and hessian dampening to 0.01, sparsity to 50%
and prune the query, key, values, projection and fully connected layers for 100 iterations using batch
size 128.

Pruning LLMs. We use the pretrained OPT-125m model from Meta in bfloat16 format with
sequence length 2048 and prune it to 50% uniform sparsity using 3 iterations of I-OBS on batches of
size 128 (calibration samples) from the WikiText2 using both learning rate and hessian dampening
set to 0.01.

We use the pretrained Phi-1.5 model from Microsoft also in bfloat16 format with sequence length
2048 and prune it to 50% uniform sparsity using 3 iterations of I-OBS on batches of size 128
(calibration samples) from the Red Pajama dataset using learning rate 1e− 5 and hessian dampening
set to 0.01.
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A.2 Extra experiments

I-OBS for LLMs To study the scalability of I-OBS pruning to LLM (Large Language Models)
we consider iterative pruning followed by finetuning for Llama-2 (7B) and Llama-3 (8B) models.
Specifically, we apply SparseGPT [Frantar and Alistarh, 2023] pruner with Hessians estimated using
8M tokens (2k sequences of length 4096 for Llama-2 and 1k sequences of length 8192 for Llama-3)
and use the same calibration set for finetuning 2. After each pruning step we tune the model for 1
epoch without applying any sparsity mask, i.e. all parameters may become non-zero before some of
them are projected back on next pruning iteration. We adopt Adam optimizer with learning rate of
10−5, batch size of 16 for Llama-2 and 8 for Llama-3. The dynamics of evaluation metrics for both
model is shown on Figures 2 and 3. We also evaluate the pruned model on MMLU tasks, and the
results are shown in the following Table 3 and 4
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Figure 2: I-OBS dynamics for Llama-2 7B (star corresponds to best validation score). (Left) Wikitext-
2 Perplexity vs iteration. (Right) C4 Perplexity vs iteration.
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Figure 3: I-OBS dynamics for Llama-3 8B (star corresponds to best validation score). (Left) Wikitext-
2 Perplexity vs iteration. (Right) C4 Perplexity vs iteration.

One can observe that the quality of sparse solution significantly improves after first finetuning iteration.
Then there is small improvement during the next few iterations, followed by gradual performance
deterioration afterward. We speculate that this behavior is due to the overfitting on the calibration set.

Comparing with CBS In Table 5 of the attached file in global rebuttal, we provide results for I-OBS
applied to MobileNetV1 model used in STR, which is the same model studied in Table 4 of [Yu
et al., 2022]. We skip the depth-wise convolutions having shape (C, 1,K,K) when we apply our
pruning algorithm, as is standard. Starting with 60% sparsity, our I-OBS pruner outperforms CBS
method on MobileNetV1 by a large margin: 2% for 60% sparsity, 5% for 70% sparsity and 12% for
80% sparsity. For low sparsities (30% to 50%), the two methods are comparable, since the accuracy
difference is less than 0.5%.

2Calibration data is sampled from Red Pajama dataset.
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Table 3: Performance of I-OBS on Llama-2-7b
Iterations MMLU(5-shot)
0 (dense) 0.4584

1 0.3878
2 0.3950
3 0.3932
4 0.3943
5 0.3946
6 0.3929
7 0.3919
8 0.3893
9 0.3903

10 0.3863

Table 4: Performance of I-OBS on Llama-3-8B
Iterations MMLU(5-shot)
0 (dense) 0.6525

1 0.5476
2 0.5577
3 0.5582
4 0.5605
5 0.5553
6 0.5521
7 0.5444
8 0.5449
9 0.5403

10 0.5375

Table 5: Comparison of I-OBS and CBS at different sparsity levels
sparsity I-OBS CBS

30% 71.6 71.88
40% 71.3 71.45
50% 70.6 70.21
60% 68.4 66.37
70% 60.7 55.11
80% 27.9 16.38

0% (dense) 71.95%

B Deferred Proofs

B.1 Stochastic I-OBS

To enhance the computational efficiency of the I-OBS approach (8) to large scale problems, we
introduce certain relaxations to approximate the full-batch gradient∇f(θt) and the Hessian Ht.

Suppose we have access to stochastic gradients g(θ) that is an unbiased estimator of the full-batch
gradient, namely E[g(θ)] = ∇f(θ). Inspired by the Fisher approximation [Amari, 1998], we
over-approximate the Hessian using the outer products of stochastic gradients as follows:

∇2f(θ) ⪯ λI+ E[G(θ)], with G(θ) = g(θ)g(θ)⊤

∥g(θ)∥2
, (14)

where λ ≥ 0 and for two matrices A,B the inequality A ⪯ B means that B−A is positive semi-
definite. Compared to the Fisher approximation we scaled the second term inside the expectation by
divided with the norm ∥g(θ)∥2 to avoid scaling issues. Since the stochastic matrix composed of outer
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product inside the expectation is positive semi-definite, the condition (14) holds automatically under
L-smoothness assumption with λ = L.

For example, if we use full-batch gradient g(θ) = ∇f(θ), then the matrix E[G(θ)] is of rank 1. In
this case λ should be set to the largest eigenvalue λmax(Ht) of the Hessian. However, when batch
size of g(θ) is smaller, then the expectation of stochastic rank-1 matrices G(θ) would potentially be
of full-rank, allowing us to choose a smaller value for λ.

An alternative motivation behind condition (14) is given by empirical observations on the corre-
lation between loss smoothness and gradient norm [Zhang et al., 2020, Wang et al., 2022]. Since
λmax(G(θ)) = ∥g(θ)∥2 and ∥∇f(θ)∥ ≤ E[∥g(θ)∥], condition (14) can be viewed as matrix version
of (L0, L1)-smoothness condition by Zhang et al. [2020]:

∥∇2f(θ)∥2 ≤ L0 + L1∥∇f(θ)∥2 (15)

allowing the smoothness to grow with the gradient norm.

Applying the condition (14), we can over-approximate the quadratic objective of (7) by E[⟨g(θt), θ−
θt⟩+ |⟨g(θt),θ−θt⟩|2

2∥g(θt)∥2
+ λ

2 ∥θ − θt∥2]. The stochastic quadratic problem of the latter objective can be
solved analytically if we specify the sparsity constraint.
Lemma 4. With fixed sparsity constraint ISθ = 0, the stochastic quadratic problem

argmin
θ:ISθ=0

⟨g(θt), θ − θt⟩+
|⟨g(θt), θ − θt⟩|2

2∥g(θt)∥2
+

λ

2
∥θ − θt∥2

has the following solution for the update

θt+1 = EQ

(
θt − 1

λ+∥EQg(θt)∥2
2/∥g(θt)∥2

g(θt)
)
,

where the mask Q is the complement of S.

In general, the closed form solution for the mask Q is not tractable. For this reason, we propose the
following stochastic version of I-OBS:

θt+1 = Tk

(
θt − 1

λ+∥EQtg(θt)∥2
2/∥g(θt)∥2

g(θt)
)
,

with Qt = supp θt.

B.2 Proof of Lemma 1

Lemma 1. The closed-form solution to (6) with linear model ϕt(θ) = f(θt) + ⟨∇f(θt), θ − θt⟩ is

θt+1 = Tk(θt − η∇f(θt)).

Proof of Lemma 1. Plugging the linear model ϕt(θ) = f(θt) + ⟨∇f(θt), θ − θt⟩ into the problem
(6) and dropping the constant term f(θt) in the argmin, we get the following problem:

argmin
θ:∥θ∥0≤k

{
⟨∇f(θt), θ − θt⟩+

1

2η
∥θ − θt∥22

}
. (16)

We break this problem into two sub-problems: first we solve the problem with fixed sparsity mask,
then optimize over the mask. Formally, for a given mask Q ⊆ [d] with cardinality |Q| = k, we solve

θQt+1 = argmin
θ:ISθ=0

{
⟨∇f(θt), θ − θt⟩+

1

2η
∥θ − θt∥22

}
, (17)

where S = [d] \ Q is the complement of the mask, i.e., the coordinates that we want to drop.
Afterwards, we find the optimal mast Qt+1 by solving

Qt+1 = argmin
Q:|Q|=k

{
⟨∇f(θt), θQt+1 − θt⟩+

1

2η
∥θQt+1 − θt∥22

}
. (18)

Then, the solution to (16) would be θt+1 = θQ
t+1

t+1 .

16



Let us start solving the first sub-problem in (17). As the problem is convex (convex quadratic objective
with linear constraints), we can solve it with the method of Lagrange multipliers. With a modified
primal variable δ = θ − θt ∈ Rd and dual variable λ ∈ R|S| the Lagrangian takes the form

L(δ, λ) = ⟨∇f(θt), δ⟩+
1

2η
∥δ∥22 + λ⊤(IS(δ + θt)).

Applying Karush–Kuhn–Tucker (KKT) conditions to our problem yields

0 = ∇δL(δ
∗, λ∗) = ∇f(θt) +

1

η
δ∗ + I⊤S λ

0 = ∇λL(δ
∗, λ∗) = IS(δ

∗ + θt).

Solving the first equation for δ variable, we get δ∗ = −η(∇f(θt) + I⊤S λ
∗). Plugging this into the

second equation gives

0 = IS(−η(∇f(θt) + I⊤S λ
∗) + θt) = IS(θt − η∇f(θt))− ηISI

⊤
S λ

∗.

Noticing that ISI⊤S is the identity matrix in R|S|×|S| and I⊤S IS = ES , we conclude

λ∗ =
1

η
IS(θt − η∇f(θt)),

δ∗ = −η∇f(θt)−ES(θt − η∇f(θt)),

which implies that the solution to our first sup-problem (17) can be given as

θQt+1 = δ∗ + θt

= θt − η∇f(θt)−ES(θt − η∇f(θt))
= (I−ES)(θt − η∇f(θt)) = EQ(θt − η∇f(θt)).

To solve the second sub-problem (18), we plug in the obtained solution θQt+1 and simplify the objective
function as follows:

⟨∇f(θt), θQt+1 − θt⟩+
1

2η
∥θQt+1 − θt∥22 =

1

2η

(
∥θQt+1 − θt + η∇f(θt)∥22 − ∥η∇f(θt)∥22

)
=

1

2η
∥(I−EQ)(θt − η∇f(θt))∥22 −

η

2
∥∇f(θt)∥22

=
1

2η
∥ES(θt − η∇f(θt))∥22 −

η

2
∥∇f(θt)∥22.

Recall that we need to minimize the obtained expression with respect to the mask Q, or equivalently
its complement S. As the second term, −η

2∥∇f(θt)∥
2
2, does not depend on the mask, we can

ignore it. To minimize the first term, ∥ES(θt − η∇f(θt))∥22, we need to choose the projection set S
corresponding to the coordinates of the vector θt − η∇f(θt) with minimal absolute values. In other
words, the mask Q should be chosen to be the coordinates corresponding to the largest magnitudes of
the vector, namely Qt+1 = supp (Tk(θt − η∇f(θt)).
Thus, combining the solutions of these two problems we conclude that θt+1 = Tk(θt−η∇f(θt)).

B.3 Proof of Lemma 2

Lemma 2. If Ht is positive definite, then each step of Algorithm 1 (Option 2) solves Eqn.(8).

Proof of Lemma 2. To solve the optimization problem in (8), we break this problem into two parts.
First, we fix subset Q ⊆ [d] with size k and complement S = [d] \Q, then we find the optimal set Q
(or equivalently S). The first step is to solve the following quadratic optimization problem:

θSt+1 = argmin
θ:ISθ=0

⟨∇f(θt), θ − θt⟩+
1

2
⟨θ − θt,Ht(θ − θt)⟩, (19)
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Next, we aim to find the optimal set to prune, which is given by

St+1 = argmin
S : |S|=d−k

⟨∇f(θt), θSt+1 − θt⟩+
1

2
⟨θSt+1 − θt,Ht(θ

S
t+1 − θt)⟩. (20)

Once we solve both the problems (19) and (20), we set θt+1 = θS
t+1

t+1 .

To solve (19), notice that the optimization problem is convex with S linear equality constraints.
Therefore we can solve it via KKT conditions. With a change of variable δ = θ− θt ∈ Rd, we define
the Lagrangian with multipliers λ ∈ R|S| as follows:

L(δ, λ) = ⟨∇f(θt), δ⟩+
1

2
⟨δ,Htδ⟩+ ⟨θt + δ, I⊤S λ⟩.

Then the KKT conditions become

0 = ∇δL(δ
∗, λ∗) = ∇f(θt) +Htδ

∗ + I⊤S λ
∗.

0 = ∇λL(δ
∗, λ∗) = IS(δ

∗ + θt).

Note that the matrix Ht invertible since it is positive definite. From the first equation we obtain that
δ∗ = −H−1

t (∇f(θt)+I⊤S λ
∗). Then, plugging this into the second equation, we get (ISH−1

t I⊤S )λ
∗ =

IS(θt − H−1
t ∇f(θt)). Note that ISH−1

t I⊤S is basically the matrix H−1
t removing the rows and

columns outside S.

Next, we claim that the matrix ISH
−1
t I⊤S is also positive definite. Indeed, by the interlacing property

in Lemma 9, we have:

0 <
1

λd(Ht)
≤ λ1(H

−1
t ) ≤ λ1(ISH

−1
t I⊤S ),

which implies that all eigenvalues of ISH−1
t I⊤S are positive, hence it is also invertibility. Therefore,

we get

λ∗ =
(
ISH

−1
t I⊤S

)−1
IS(θt −H−1

t ∇f(θt)) =: λt,S (21)

δ∗ = −H−1
t ∇f(θt)−H−1

t I⊤S λ
∗ =: δt,S . (22)

Finally, we have the following update rule for I-OBS:

θSt+1 = θt + δt,S =
(
I−H−1

t HS
t

) (
θt −H−1

t ∇f(θt)
)
, (23)

where HS
t = I⊤S

(
ISH

−1
t I⊤S

)−1
IS ∈ Rd×d. Next, we should pick the optimal S∗ = St+1 via (20),

that is, we let:

St+1 = argmin
S⊆[d],|S|=d−k

⟨∇f(θt), θSt+1 − θt⟩+
1

2
⟨θSt+1 − θt,Ht(θ

S
t+1 − θt)⟩

Plugging the expression (23) of θSt+1 into the above definition of St+1, and ignoring terms that do
not depend on S, we have

St+1 = argmin
S : |S|=d−k

⟨∇f(θt), θSt+1 − θt⟩+
1

2
⟨θSt+1 − θt,Ht(θ

S
t+1 − θt)⟩

= argmin
S : |S|=d−k

⟨∇f(θt), θSt+1⟩+
1

2
⟨θSt+1,Htθ

S
t+1⟩ − ⟨θt,Htθ

S
t+1⟩

= argmin
S : |S|=d−k

−⟨Htθ
S
t+1, θt −H−1

t ∇f(θt)⟩+
1

2
⟨θSt+1,Htθ

S
t+1⟩

= argmin
S : |S|=d−k

−⟨(Ht −HS
t )(θt −H−1

t ∇f(θt)), θt −H−1
t ∇f(θt)⟩

= argmin
S : |S|=d−k

(θt −H−1
t ∇f(θt))⊤HS

t (θt −H−1
t ∇f(θt)). (24)

Finally, setting θt+1 = θS
t+1

t+1 finishes the proof.
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B.4 Proof of Theorem 1

We first recall Theorem 1 below:

Theorem 1. Let Assumptions 1, 2, 3 and 4 hold. Then, for any fixed k with k∗ ≤ k ≤ d, the I-OBS
algorithm has the following local quadratic convergence rate:

∥θt+1 − θ∗∥2 ≤
(
1 +

√
L
µ

d−k∗

d−k

)
M
2µ∥θt − θ∗∥22. (9)

Proof of Theorem 1. From the update rule, it is easy to see that:

θt+1 − θ∗ = θt −H−1
t ∇f(θt)− θ∗ −H−1

t HSt+1

t

(
θt −H−1

t ∇f(θt)
)

For simplicity, we define Q∗ = supp(θ∗), Qt = supp(θt), and recall that by definition, we have

St+1 = argmin
S⊆[d],|S|=d−k

(θt −H−1
t ∇f(θt))⊤HS

t (θt −H−1
t ∇f(θt))

= argmin
S⊆[d],|S|=d−k

(θt −H−1
t ∇f(θt))T I⊤S (ISH−1

t I⊤S )
−1IS(θt −H−1

t ∇f(θt)).

Then we have

∥θt+1 − θ∗∥2 ≤ ∥θt −H−1
t ∇f(θt)− θ∗∥2 + ∥H−1

t HSt+1

t

(
θt −H−1

t ∇f(θt)
)
∥2.

Next we want to control ∥H−1
t HSt+1

t

(
θt −H−1

t ∇f(θt)
)
∥2 term above. For simplicity, we define

θ+ := θt −H−1
t ∇f(θt).∥∥∥H−1

t HSt+1

t θ+
∥∥∥2
2

= (θ+)⊤HSt+1

t H−2
t HSt+1

t θ+

= (θ+)⊤(HSt+1

t )1/2(HSt+1

t )1/2H−2
t (HSt+1

t )1/2(HSt+1

t )1/2θ+

≤ λmax

(
(HSt+1

t )1/2H−2
t (HSt+1

t )1/2
)
(θ+)⊤HSt+1

t θ+

= λmax

(
H−2

t HSt+1

t

)
(θ+)⊤HSt+1

t θ+

= λmax

(
H−1

t HSt+1

t H−1
t

)
(θ+)⊤HSt+1

t θ+

=
∥∥∥H−1

t HSt+1

t H−1
t

∥∥∥
2
(θ+)⊤HSt+1

t θ+,

where we used the fact that matrices AB and BA have the same nonzero eigenvalues counting
multiplicity, and for any symmetric and positive semi-definite matrix A it holds ∥A∥2 = λmax(A).
The norm ∥H−1

t HSt+1

t H−1
t ∥2 can be bounded by splitting it into two matrix operations by invoking

Lemma 7 and strong convexity Assumption 2:∥∥∥H−1
t HSt+1

t H−1
t

∥∥∥
2
≤
∥∥∥H−1

t HSt+1

t

∥∥∥
2

∥∥H−1
t

∥∥
2
≤ 1

µ
.

Furthermore, based on (24) we have (θ+)⊤HSt+1

t θ+ ≤ (θ+)⊤HS̃
t θ

+ for any set S̃ of the same
cardinality as St+1. Noticing that IS̃ES̃ = IS̃ , we get

(θ+)⊤HS̃
t θ

+ = (ES̃θ
+)⊤HS̃

t (ES̃θ
+)

= (ES̃θ
+)⊤H

1/2
t H

−1/2
t HS̃

t H
−1/2
t H

1/2
t (ES̃θ

+)

≤ λmax

(
H

−1/2
t HS̃

t H
−1/2
t

)
(ES̃θ

+)⊤Ht(ES̃θ
+)

= λmax

(
H−1

t HS̃
t

)
(ES̃θ

+)⊤Ht(ES̃θ
+)

≤ L
∥∥ES̃θ

+
∥∥2
2
= L

∥∥IS̃θ+∥∥22 ,
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where we used the fact that H−1
t HS̃

t is a projection matrix (Lemma 7) and restricted first-order
smoothness condition (Assumption 3). Then, choosing S̃ = argminS:|S|=d−k ∥ISθ+∥22 and using
Lemma 8, we have that:∥∥IS̃(θt −H−1

t ∇f(θt))
∥∥2
2

= ∥Tk(θt −H−1
t ∇f(θt))− (θt −H−1

t ∇f(θt))∥22

≤ d− k∗

d− k
∥θt −H−1

t ∇f(θt)− θ∗∥22.

Hence, combining these bounds we arrive

∥H−1
t HSt+1

t

(
θt −H−1

t ∇f(θt)
)
∥2 ≤

√
L

µ

d− k∗

d− k
∥θt −H−1

t ∇f(θt)− θ∗∥2.

And the rest follows from the standard proof of Newton’s methods, see e.g. [Nesterov, 2018, pg.
38-39]. We redo the proof here for completeness:

∥θt −H−1
t ∇f(θt)− θ∗∥2 ≤

∥∥∥∥θt − θ∗ −H−1
t

∫ 1

0

∇2f(θ∗ + τ(θt − θ∗))(θt − θ∗) dτ

∥∥∥∥
2

=

∥∥∥∥H−1
t

∫ 1

0

(
∇2f(θt)−∇2f(θ∗ + τ(θt − θ∗))

)
(θt − θ∗) dτ

∥∥∥∥
2

≤
∥∥H−1

t

∥∥
2

∥∥∥∥∫ 1

0

(
∇2f(θt)−∇2f(θ∗ + τ(θt − θ∗))

)
dτ

∥∥∥∥
2

∥θt − θ∗∥2

≤ 1

µ
·M∥θt − θ∗∥2

∫ 1

0

τ dτ · ∥θt − θ∗∥2

≤ M

2µ
∥θt − θ∗∥22.

Finally, combining this with the previous bounds we get

∥θt+1 − θ∗∥2 ≤ ∥θt −H−1
t ∇f(θt)− θ∗∥2 + ∥H−1

t HSt+1

t

(
θt −H−1

t ∇f(θt)
)
∥2

≤

(
1 +

√
L

µ

d− k∗

d− k

)
∥θt −H−1

t ∇f(θt)− θ∗∥2

≤

(
1 +

√
L

µ

d− k∗

d− k

)
· M
2µ
∥θt − θ∗∥22,

which concludes the proof of Theorem 1.

B.5 Proof of Lemma 3

Lemma 3. Let Assumptions 1, 2, 3 and 4 hold. Then I-OBS method defined in (12) has the following
convergence rate:

∥θt+1 − θ∗∥2 ≤
(
1 +

√
k∗

k

)
M
2µ∥θt − θ∗∥22 (13)

Proof of Lemma 3. Similar to the proof of Theorem 1, we define Qt = supp(θt), Q
∗ = supp(θ∗).

Notice that by definition

θt+1 = Tk(θt −H−1
t ∇f(θt)) = EQt+1(θt −H−1

t ∇f(θt)). (25)

Then we have that

∥θt+1 − θ∗∥2 = ∥EQt+1∪Q∗(θt+1 − θ∗)∥2
= ∥EQt+1∪Q∗(Tk(θt −H−1

t ∇f(θt))− θ∗)∥2
≤ ∥EQt+1∪Q∗(Tk(θt −H−1

t ∇f(θt))−EQt+1∪Q∗(θt −H−1
t ∇f(θt))∥2

+ ∥EQt+1∪Q∗(θt −H−1
t ∇f(θt)− θ∗)∥2. (26)
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We further upper bound the second term by dropping the projection matrix EQt+1∪Q∗ . For the first
term, (25) implies

EQt+1∪Q∗Tk(θt −H−1
t ∇f(θt)) = Tk

(
EQt+1∪Q∗(θt −H−1

t ∇f(θt))
)
.

Hence, the first term can be upper bounded by Lemma 8:

∥EQt+1∪Q∗(Tk(θt −H−1
t ∇f(θt))−EQt+1∪Q∗(θt −H−1

t ∇f(θt))∥22
= ∥Tk

(
EQt+1∪Q∗(θt −H−1

t ∇f(θt))
)
−EQt+1∪Q∗(θt −H−1

t ∇f(θt))∥22

≤ k∗

k
∥EQt+1∪Q∗(θt −H−1

t ∇f(θt))− θ∗∥22

≤ k∗

k
∥θt −H−1

t ∇f(θt)− θ∗∥22

Using the obtained bounds, (26) implies

∥θt+1 − θ∗∥2 ≤

(
1 +

√
k∗

k

)
∥θt −H−1

t ∇f(θt)− θ∗∥2.

The rest follows from standard analysis of Newton’s methods showing that

∥θt −H−1
t ∇f(θt)− θ∗∥2 ≤

M

2µ
∥θt − θ∗∥22.

B.6 Proof of Lemma 4

Lemma 4. With fixed sparsity constraint ISθ = 0, the stochastic quadratic problem

argmin
θ:ISθ=0

⟨g(θt), θ − θt⟩+
|⟨g(θt), θ − θt⟩|2

2∥g(θt)∥2
+

λ

2
∥θ − θt∥2

has the following solution for the update

θt+1 = EQ

(
θt − 1

λ+∥EQg(θt)∥2
2/∥g(θt)∥2

g(θt)
)
,

where the mask Q is the complement of S.

Proof of Lemma 4. Due to the convexity of the quadratic objective and linearity of constraints, we
solve the problem with KKT conditions. The Lagrangian with multipliers ξ ∈ R|S| will be

L(θ, ξ) = g(θt)
⊤(θ − θt) +

|g(θt)⊤(θ − θt)|2

2∥g(θt)∥2
+

λ

2
∥θ − θt∥22 + ξ⊤ISθ (27)

Taking the gradient with respect to each variable θ and ξ separately, we have

0 = ∇θL(θ, ξ) = g(θt) +

(
g(θt)g(θt)

⊤

∥g(θt)∥2
+ λI

)
(θ − θt) + I⊤S ξ

0 = ∇ξL(θ, ξ) = ISθ

Multiplying the first equation by IS , we solve for ξ:

ξ = −IS
(
g(θt) +

(
g(θt)g(θt)

⊤

∥g(θt)∥2
+ λI

)
(θ − θt)

)
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Then we plug it back in the first equation

0 = g(θt) +

(
g(θt)g(θt)

⊤

∥g(θt)∥2
+ λI

)
(θ − θt)− I⊤S IS

(
g(θt) +

(
g(θt)g(θt)

⊤

∥g(θt)∥2
+ λI

)
(θ − θt)

)
= (I−ES)

[
g(θt) +

(
g(θt)g(θt)

⊤

∥g(θt)∥2
+ λI

)
(θ − θt)

]
= EQ

[
g(θt)

(
1 +

g(θt)
⊤(θ − θt)

∥g(θt)∥2

)
+ λ(θ − θt)

]
. (28)

From this and the fact that supp(θ) ⊆ Q (since ISθ = 0) implies that:

θ − θt = EQ(θ − θt) = −ηEQg(θt) (29)

for some scalar value η. It remains to derive the expression for η, which can be done by plugging the
obtained expression for θ − θt = −ηEQg(θt) into (28) and solving for the parameter η.

0 = EQ

[
g(θt)

(
1 +

g(θt)
⊤(θ − θt)

∥g(θt)∥2

)
+ λ(θ − θt)

]
= EQg(θt)

(
1 +

g(θt)
⊤(θ − θt)

∥g(θt)∥2

)
+ λEQ(θ − θt)

= EQg(θt)

(
1− η

g(θt)
⊤EQg(θt)

∥g(θt)∥2

)
− ηλEQg(θt)

= EQg(θt)

(
1− η

∥EQg(θt)∥22
∥g(θt)∥2

− ηλ

)
=⇒ η =

1

λ+ ∥EQg(θt)∥22/∥g(θt)∥2
.

The update rule (29) with the obtained expression of η completes the proof.

C Technical Lemmas

Lemma 5. Given a µ-strongly convex and L-smooth function f , with the unique global minimizer θ∗,
we have the following properties:

1. f satisfy µ-PL inequality, namely for any θ:

∥∇f(θ)∥22 ≥ 2µ(f(θ)− f(θ∗))

2. f is ’almost’ are quadratic function, for any θ:

µ

2
∥θ − θ∗∥22 ≤ f(θ)− f(θ∗) ≤ L

2
∥θ − θ∗∥22

Lemma 6. Given a twice differentiable function f : Rd −→ R, assume f satisfy assumptions 2, 3,
then we have the following properties:

1. H := ∇2f(θ) exists and is positive definite for any θ.

2. Given S ∈ [d] with |S| = k for any 0 < k ≤ d , given any α > 0, then HS
α = ISH

−αI⊤S is
positive definite, with:

L−α ≤ λ1(H
S
α) ≤ · · · ≤ λk(H

S
α) ≤ µ−α

Proof. The first argument is directly from the strong convexity assumption.

For the second argument, the upper bound directly follows from the strong convexity assumption 2
and Lemma 9. Indeed, we have:

λk(H
S
α) ≤ λd(H

−α) = λ1(H)−α = µ−α
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Next, we show that λ1(H
−α) ≥ L−α under assumption 3. Denote v1, ..., vd the eigenvectors

corresponding to λ1(H), . . . , λd(H), and let ∥vi∥2 = 1,∀i ∈ [d] w.l.o.g. Given any vector u ∈ Rk

such that ∥u∥2 = 1, we have that:

u⊤HS
αu = (I⊤S u)⊤H−α(I⊤S u) =

d∑
i=1

λi(H)−α((ISu)
⊤vi)

2

Note that
∑d

i=1((I
⊤
S u)⊤vi)

2 = ∥u∥22 = 1, and the function g(x) = x−α is convex for x > 0. Thus
we have:

u⊤HS
αu =

d∑
i=1

λi(H)−α((I⊤S u)⊤vi)
2

≥ (

d∑
i=1

λi(H)((I⊤S u)⊤vi)
2)−α

= ((I⊤S u)⊤H(I⊤S u))−α ≥ L−α

where the first inequality is due to Jensen’s inequality, and the last inequality follows from assumption
3. The lower bound also implies that HS

α is positive definite.

Lemma 7. For any set S, we have ∥H−1
t HS

t ∥2 ≤ 1.

Proof. Using the definition of HS
t , we can see that the matrix P = H−1

t HS
t is a projection matrix

(i.e., P 2 = P ) with eigenvalues 0 or 1. Hence, ∥Px∥ ≤ ∥x∥ for any vector x ∈ Rd.

Lemma 8 (Property of top-k operator). [Peste et al., 2021, Lemma 1] Let u, v be vectors with sparsity
parameters ku and kv respectively such that kv < ku. Then, for any k ∈ [kv, ku] we have:

∥Tk(u)− u∥22 ≤
ku − k

ku − kv
∥u− v∥22.

Proof of Lemma 8. We reprove the lemma here for completeness. The case k = ku trivially holds,
so let us assume that k < ku. Notice that the ratio

∥Tk(u)− u∥22
ku − k

representing the average of squared coordinates is monotonically decreasing as we increase k. Hence,

∥Tk(u)− u∥22
ku − k

≤ ∥Tkv
(u)− u∥22

ku − kv
. (30)

It remains to notice that, Tkv (u) is the closest kv-sparse vector to u with respect to l2 norm, namely
∥Tkv (u)− u∥2 ≤ ∥v − u∥2. Plugging this inequality in (30) we conclude the lemma.

Lemma 9 (Interlacing property). [Horn and Johnson, 2012, Theorem 4.3.28 restated] Consider a
symmetric matrix H ∈ Rd×d, with eigenvalues λ1(H) ≤ ... ≤ λd(H). Given S ⊆ [d], we have the
following properties on eigenvalue of matrix ISHI⊤S ∈ R|S|×|S| :

λi(H) ≤ λi(ISHI⊤S ) ≤ λi+d−|S|(H), ∀i = 1, ..., |S|
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Claims made in the abstract and introduction are reflecting the contributions
we report in the theoretical results in Section 3, and the experimental results in Section 4.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Section 5 for the discussion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: The assumptions are provided in Assumptions 1, 2, 3, 4, and are referred both
in the theorems and the proofs once they are needed.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please see Section 4 and Appendix A for the experimental details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Please check the supplementary material for the code

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all the experiments details in section 4 and Appendix A, including
all the training and pruning hyperparameters, the models, and the exact algorithm we use.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars are reported for Figure 1a.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that the research conducted in the paper conform, in every respect,
with the NeurIPS Code of Ethics

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper contributes to the advancement of the field of Machine Learning.
While it does not directly engage with applications and potential impacts of machine learning,
we acknowledge that there might be potential societal consequences of our work, none of
which we feel must be specifically highlighted here.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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