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Abstract
Multiple choice benchmarks have long been the
workhorse of language model evaluation because
grading multiple choice is objective and easy
to automate. However, we show that popu-
lar multiple-choice benchmarks admit superfi-
cial shortcuts that yield high accuracy without
even looking at the questions, reflecting a fun-
damental limitation of discriminative evaluation
not shared by evaluations of the model’s free-
form, generative answers. To circumvent this
issue, we consider a scalable method for gener-
ative evaluation, which we call answer match-
ing: Give the candidate model the question with-
out the options, have it generate a free-form
response, then use a modern language model
with the reference answer to determine if the an-
swer matches the reference. Comparing multiple-
choice, “LLM-as-judge” without references, and
answer-matching evaluations against human grad-
ing, we find that multiple-choice aligns poorly
with humans, while answer matching using recent
models—even small ones—achieves near-perfect
alignment within inter-grader agreement. In light
of this, we discuss how to move the evaluation
format from multiple choice to answer matching.

1. Introduction
Evaluating generative models is challenging, as there is no
straightforward way to score the unconstrained text output
of a language model. Benchmarks try to avoid the hard prob-
lem of evaluating free-form, generative responses altogether
by moving to multiple choice questionnaires. Grading multi-
ple choice responses is fast, objective, and easy to automate.
But multiple choice does not directly evaluate generative
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Figure 1: In this work, we show how multiple choice
evaluations measure a discriminative task, rather than the
generative capabilities language models (LMs) are used
for. The above example from MMLU-Pro illustrates this,
where DeepSeek v3 picks the correct answer, perhaps due
to choice-only shortcuts like “odd one out”, while giving the
wrong response when prompted to give a free-form response
with just the question (without choices).

capabilities; picking one out of multiple choices is rather
a discriminative problem. A recent scalable alternative to
multiple choice is LLM-as-judge, where a strong judge
model directly scores a candidate model’s answer, or, more
commonly, compares the answers provided by two mod-
els (Zheng, 2023). Although compelling as a direct means
of generative evaluation, LLM-as-judge runs into numerous
problems and pitfalls (Tan et al., 2024a; Wang et al., 2024a).

As a result, even recent benchmarking efforts fall back to
multiple choice (Wang et al., 2024b; Zhang et al., 2025b),
and frontier model releases continue to evaluate on multiple
choice benchmarks (Yang et al., 2025; Liu et al., 2024;
Google, 2025; Team Gemma et al., 2024). Recent work
even attempts to automatically generate multiple choice
questions using language models, either from scratch (Yu
et al., 2024), or by converting open-ended questions (Zhang
et al., 2025b). It almost appears as though there is no
viable, scalable alternative to multiple choice, except in a
few, specialized domains like code or math which support
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automatic ground truth verification.

Our contributions. In this work, we take a step back to
comprehensively revisit the problem of evaluating gener-
ative models. We start from a lightweight formal discus-
sion that makes this problem of generative evaluation more
precise and delineates it from discriminative evaluation.
Against this backdrop, we show why multiple choice fails
to evaluate generative models. The reason is that discrim-
inative shortcuts arising from the multiple choice format
can sidestep generative evaluation. We show simple experi-
ments with striking outcomes that reveal the propensity for
shortcut learning in multiple choice problems.

Our primary contribution, however, is to motivate a com-
pelling, scalable means of generative evaluation, we call
answer matching: Let the model generate a candidate an-
swer given only the question. Then provide a second model
with the correct answer and let this model decide whether
the candidate answer matches the correct answer. At the
outset, answer matching, also refered to as reference-guided
grading/scoring, is a lesser known cousin of LLM-as-judge
and it would seem to run into similar issues (Zheng, 2023;
Zhu et al., 2024a) if not graded by human raters. On the con-
trary, we find that answer matching, if done right, strongly
outperforms both multiple choice and LLM-as-judge for
generative evaluation.

In order to rigorously compare one evaluation method to
another, we examine how well the evaluation method aligns
with ground truth evaluations in three popular benchmarks:
MATH (Hendrycks et al., 2021), MMLU-Pro (Wang et al.,
2024b), and GPQA-Diamond (Rein et al., 2024). While
answers to questions in MATH are automatically verifiable,
answers to questions in MMLU-Pro and GPQA-Diamond
are not, so we carefully annotate model responses using
manual grading. Due to space limitations, we only report
results for MMLU-Pro and GPQA-Diamond in the main
paper and defer results on MATH to the Appendix.

Based on our new annotations, we find that answer match-
ing achieves alignment with ground truth evaluations that is
vastly superior to the alternatives. Even relatively small
judge models—when used for matching and not direct
evaluation—achieve agreement rates comparable to the
agreement between two humans. What’s important here
is that the matching model is recent. If you had evaluated
answer matching even just two years ago, it would have
fared a lot less convincingly. The superiority of answer
matching is a recent phenomenon.

Summary and outlook. Answer matching isn’t new, but its
superiority is. We argue that this qualitative change should
inform future benchmark design. In principle, we can use
answer matching on any questions from multiple choice
benchmarks, as long as they are specific enough that the
correct choice, or an equivalent paraphrase, can be uniquely

arrived at. It might also be helpful to specifically design
benchmarks for answer matching (Wei et al., 2024; 2025).
What would help, for example, is to provide a reference list
of multiple correct solutions for each question. Overall, the
success of language models has recently been met with ef-
forts to make harder multiple choice benchmarks. We show
that multiple choice, by allowing discriminative shortcuts, is
fundamentally easier than the generating correct solutions.
Rather than making multiple choice harder, the path forward
may be to leverage the newfound capabilities of language
models to better align our evaluations with the generative
capabilities we care about.

2. Discriminative Shortcuts to Multiple Choice
Evaluations

Whether answering a question, or solving a task, generation
can be formalized as presenting a model F with a question
Q, for which it generates a response R = F(Q), where
R ∈ S , the universe of all possible finite length outputs. Let
AQ ⊆ S be the set of correct answers for the question Q.
Evaluating a generative model can therefore be formalized
as the decision problem—Is the generated response R a
member of the set of correct outputs AQ?

Unfortunately, directly checking whether R ∈ AQ can
be difficult. In the special case of a single correct re-
sponse, |AQ| = 1, we can evaluate using using string
matching, as done in classical NLP benchmarks, such as
SQuaD (Rajpurkar et al., 2016). Circumventing this chal-
lenge is what popular question answering formats like mul-
tiple choice attempt to solve. Multiple choice evaluations
give the model a question Q, and a list of choices con-
sisting of a correct answer a ∈ A and n incorrect choices
{wi}ni=1 ⊂ S\AQ called distractors. The model’s response
R̂ = F(Q, {a} ∪ {wi}Q)1 is marked correct only if R̂ = a.
In this way, the set of correct answers is now reduced to
singleton, only a, enabling automatic grading. At first, it
seems that multiple choice solves the problem of |AQ| > 1
we outlined above.

However, on a closer look, changing the input from just Q
to Q, a, {wi} fundamentally shifts the task from generating
a correct response to separating the correct answer from the
incorrect choices. The latter is traditionally considered a
discriminative problem. To demonstrate the extent to which
multiple choice datasets can be solved discriminately in
practice, we perform a simple experiment. We finetune a
language model (Qwen3-8B) to predict the correct answer
a given only the choices {a} ∪ {wi} without the question
Q. Any accuracy obtained beyond chance in this way raises
uncertainty about the extent to which accuracy on the dataset

1For notational convenience we assume choices are unordered,
but evaluations can be sensitive to order (Zheng et al., 2024)
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Figure 2: Shortcut accuracy achieved by finetuning a dis-
criminative classifier that sees only the answer choices, with-
out any access to the question. Strikingly, discrimination
can provide high accuracies throughout, attaining 83% on
TruthfulQA-v2 and 35% on MMLU-Pro, showing the sta-
tistical separability of correct choices from incorrect ones.

reflects generative question answering, as the model does
not even know what question it is answering. Unfortunately,
Figure 2 shows we can achieve strikingly high accuracies
across popular datasets with choice-only shortcuts.

We are not the first to point out this problem. Recently,
Turner & Kurzeja (2025) showed that identifying the “odd
one out” can lead to large accuracies without looking at
the question in the TruthfulQA dataset. This prompted the
creators of TruthfulQA to release an updated version, Truth-
fulQA v2 (Evans et al., 2025), shifting the task from three to
only one incorrect choice. However, there are myriad ways
of exploiting inherent statistical separation between correct
and incorrect choices, of which “odd one out” is only an
instance. Indeed, we obtain an accuracy of 83% on Truthful
QA v2, without even showing the question to the model.
One could argue that reducing the choices from four to two
only makes the discriminative task easier!

TruthfulQA is not special in being affected by this problem.
Even on widely used hard, cross-domain benchmarks like
MMLU, a non-trivial shortcut accuracy of 36% is seen,
which might seem low considering chance accuracy is 25%,
but is still interesting as it consists of questions from human
examinations like GRE and USMLE.

It seems like the rising trend of using language model gener-
ated choices (Shashidhar et al., 2025) exacerbates the pres-
ence of choice-only shortcuts. For example, MMLU-Pro
uses GPT4-Turbo to generate additional incorrect choices
shifting the number of choices from 4 to 10. However, this
also increases our classifier’s shortcut accuracy significantly,
from chance 10% to 35%, when compared to MMLU.
YourBench (Shashidhar et al., 2025) released by Hugging-
face entirely generates the question and all choices from
a document using an LLM, and on their “replication” of
MMLU, we obtain a much higher shortcut accuracy (61%).

3. Answer Matching for Generative Evaluation
A simple way to prevent discriminative shortcuts is by not
providing the model with choices in the input. In this sec-
tion, we compare many evaluation methods of this form.
What stands out as a compelling alternative is what we
term Answer matching—where the model is simply tasked
with providing a free-form response R, and then, another
model checks whether the response R matches with a pro-
vided reference answer a. Empirically we find that answer
matching achieves alignment with ground truth evaluations
that is vastly superior to all available alternatives. Even
relatively small (but recent) grading models—when used
for answer matching, not directly correctness assessment—
achieve agreement rates comparable to the agreement be-
tween two human graders.

This kind of reference-guided scoring has been occasion-
ally considered in LLM-as-a-Judge literature (Thakur et al.,
2024), but we show the distinction is crucial: LLM-as-a-
Judge tasks a judge model J with verification—given the
question Q and response R, it has to decide whether R is
correct (R ∈ AQ). Traditionally (Zheng et al., 2023), the
judge does not have access to a reference answer and has
to assess the goodness or correctness of a response, which
leads to a host of issues documented in prior work (Tan
et al., 2024b; Goel et al., 2025). On the other hand, using an
LLM for Answer Matching only requires it to check if the
model response is semantically equivalent to the reference
answer in the context of the question, R ≡ a given Q.

Intuitively, matching seems easier than verifying the correct-
ness of an arbitrary response. For example, we have highly
reliable systems for matching mathematical expressions to a
reference numeric answer such as MATH-Verify (Kydlicek
et al., 2025), while such systems are harder to design for
verifying whether an arbitrary mathematical expression R
is the correct answer for a numerical question Q. On the
contrary, consider tasks which require providing a graph
with a certain property, say having a cycle. Here, match-
ing to a reference answer becomes a graph-isomorphism
problem, known to be NP-Hard, whereas direct verifica-
tion of the graph being a correct solution can be simpler.
Thus, whether using LLMs for matching works better than
verification becomes a property of the task being tested.

So then how do we decide what works best for generative
evaluations? We collect ground-truth evaluations of free-
form model responses on popular benchmarks, and measure
sample-wise outcome alignment. Evaluations that are both
scalable and lead to outcomes more aligned with ground-
truth evaluations can be considered better. We measure
alignment using Scott’s π, an inter-annotator agreement met-
ric recommended in recent literature (Thakur et al., 2024).

Alignment with Human Grading. We use MMLU-Pro and
GPQA-Diamond as our main benchmarks (but also report re-
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Figure 3: Human-agreement comparison on GPQA-Diamond (left) and MMLU-Pro (right). Each panel plots Scott’sπ
between Human 2 and various automatic graders. Solid green bars show human–human consistency; matchers (blue) follow
closely; LLM-as-Judge (yellow) and MCQs (orange) trail behind. Even Qwen3-4B approaches “human-level” grading.

sults on MATH in Appendix A)2. As there is no ground truth
for free-form verification, we manually evaluate 800 model
responses for correctness (with respect to the reference an-
swer provided), across four frontier models (200 responses
each from DeepSeek v3, GPT-4o, Llama-4-Maverick and
Qwen3-32B). We then study how well different automatic
evaluations align with human judgment. Note that questions
from these datasets often rely on the choices to convey the
style and specificity of the intended answer. Thus, they
are not unambiguously answerable in generative style, just
given the question. Further, they often have multiple possi-
ble answers. Due to the cross-domain, knowledge intensive
nature of these questions, a human can only grade by com-
paring responses to the reference answer. This is only a
ground-truth evaluation where sans semantic or functional
equivalence, only one (set of) concept(s) is the correct an-
swer. Thus, in our human study, we also prompt humans to
rate whether the provided question and reference answer are
specific enough, and can be arrived at uniquely. We report
results on a subset of 422 questions on MMLU-Pro and 92
questions on GPQA-Diamond where both annotators think
these properties are satisfied.

Modern LLMs are Human-Level Graders. Figure 3
shows alignment with human judgements of MCQs, dif-
ferent LLM-as-a-judge and LM matchers. We see a stark
difference in alignment, with LM matchers consistently ob-
taining higher value of π. We also perform an error analysis
for LLM-as-a-judge, finding that for the frontier models
(Deepseek V3, OpenAI o4-mini), errors disproportionately
(80%+) arise from false positives. That is, the judge finds
responses which are marked incorrect in human annotation
correct. What is however striking is that small Qwen3 mod-
els have near-human level alignment, with the larger recent

2For MATH, MATH-Verify (Kydlicek et al., 2025) library sup-
ports ground truth verification so we compute alignment with that.

DeepSeek and Llama models having agreement within the
range of inter-annotator disagreement.

Could we fix MCQ in any other way? An alternative
to standard MCQ evaluations is multiple choice verifica-
tion (Götting et al., 2025), where the model is given each
choice for a question separately, and must check indepen-
dently for each choice if it is the correct answer to the ques-
tion. Many recently proposed multiple choice variants like
including “None of the Above” (Elhady et al., 2025) or mul-
tiple correct choices essentially boil down to this verification
task (Zhu et al., 2024b). This evaluation method seems to
have either similar (Fig. 3: Right) or better alignment (Fig.
3: Left) than providing all choices at once. Nonetheless, it
still has significantly lower alignment than matching.

4. Discussion
In this work we show that modern LLMs excel at matching
free-form responses to references answers. Via careful mea-
surement of alignment to human grading, we find that such
LLM-based answer matching is significantly more accurate
at measuring generative capabilities than currently used al-
ternatives, including variants of multiple choice evaluation,
and LLM-as-a-Judge without a reference answer. In Ap-
pendix B, we show that this increase in validity matters for
leaderboards, with several recent models doing noticeably
worse when asked to provide a free-form answer to a ques-
tion. Then, we also show that the cost of answer matching
is at most marginally more than multiple choice evaluations
making them a cheap and practical alternative. Scores on
multiple choice benchmarks have long been questioned, but
the lack of a scalable alternative has kept them popular in
the community. The high reliability of LLM-based answer
matching is a recent phenomenon, and may be a watershed
moment that should inform future benchmark design.
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A. Alignment on MATH
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Figure 4: Bars rank evaluators from best (top) to worst (bottom) on testing
the responses of Qwen2.5-7B on MATH Level 5. Even a small 1.7 B-
parameter matcher reaches Scott’s π = 0.97, virtually indistinguishable
from perfect agreement, whereas the classical MCQ score aligns at only
π = 0.26. MC Verify, Deepseek-V3 Judge and MC Cloze improve slightly
but still lag far behind answer-matching.

We start with the MATH dataset, where as dis-
cussed, MATH-Verify library (Kydlicek et al.,
2025) implements rule-based ground-truth
evaluations of generative responses. Further,
a parallel multiple choice version is also avail-
able (Zhang et al., 2024). This allows us to
compare the alignment of generative evalu-
ations with multiple choice. We specifically
focus on Level 5 questions as they are less
closer to saturation. Figure 4 shows that an-
swer matching, even with the 1.7 billion pa-
rameter Qwen3 model, achieves near-perfect
alignment with ground-truth (π = 0.97). As
for LLM-as-a-judge, even the much larger
671 billion parameter DeepSeek v3 model
only obtains modest agreement π = 0.72,
while as a matcher it achieves π = 0.98.

Could we fix MCQ in any other way? Per-
haps what stands out is that standard MCQ
only obtains only π = 0.26. This is mostly
due to false positives ( 85% of errors), as
expected from only requiring an easier dis-
criminative problem to be solved. Next, we
explore other variants of multiple choice eval-
uations that do not provide all choices in the input, thus preventing discriminative shortcuts.

First, we reconsider multiple choice verification (Götting et al., 2025), as discussed in the main text, where the model is
given each choice for a question separately, and must check independently for each choice if it is the correct answer to the
question. Formally, to be marked accurate on a question in this setting, F(Q, a) = True, and F(Q,w) = False ∀ w ∈ {wi}.
Many recently proposed multiple choice variants like including “None of the Above” (Elhady et al., 2025) or multiple
correct choices essentially boil down to this verification task (Zhu et al., 2024b), as they force the model to evaluate the
correctness of each choice independently. This evaluation method is better aligned (π = 0.43) than providing all choices at
once. Indeed, verification is a strictly harder task than discrimination, as access to a verification oracle allows picking the
correct choice among incorrect ones by checking each of them but verification is undecidable with a discriminative oracle.
However, it still has a lower alignment than matching, and its hardness relation with the generative task has been of much
recent interest (Swamy et al., 2025; Sinha et al., 2025).

Finally, Multiple Choice Cloze (Taylor, 1953) is a classical way to evaluate without allowing for choice discrimination.
While it is less popular now, it was for example the proposed format for the Abstract Reasoning Corpus (ARC) (Clark et al.,
2018). It is implemented by only providing the model the question in the input, and then measuring completion likelihoods
over all choices, picking the one assigned the highest likelihood. Unfortunately, it has even lower alignment than multiple
choice, with its 0.07 π value indicating its outcomes are almost independent from the ground-truth. This type of evaluation
is entirely a non-generative likelihood evaluation, and so it is unclear how to fit in modern models which derive part of their
prowess from generating a Chain-of-Thought before responding, potentially explaining its comparatively poor alignment.

B. Towards Benchmarking with Answer Matching
We now examine the implications of adopting answer matching within the benchmarking ecosystem, focusing on its impact
on model rankings, evaluation costs, replicability of benchmark results, and future dataset development.

Rankings Change. For public benchmarks, cardinal accuracy measurements and sample-wise alignment is perhaps of
lesser importance than how models are ranked, as argued in Hardt (2025). After all, ultimately they serve as leaderboards
that guide practitioners on what models to use. Does multiple choice—despite its issues—perhaps give the same model
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Figure 5: Leaderboard rankings change on Human Filtered Subset when moving from MCQ to answer-matching on
generative responses in GPQA-Diamond (L) and MMLU-Pro (R): Thick lines represent statistically significant changers
based on the Compact Letter Display algorithm (Piepho, 2004).

rankings as answer matching? Figure 6 shows that model rankings change substantially when directly measuring the
more realistic generative use-case. For example, recent open-weights models like Qwen3-32B and Llama-4-Scout drop
significantly on MMLU-Pro while Microsoft’s Phi-4 and WizardLM show large drops on GPQA Diamond. On the other
hand, we see proprietary models like GPT variants improve ranking in generative evaluation which seems plausible given
that these models are typically optimized for chat-based applications. Further, benchmarks that appear saturated due to high
cardinal values in multiple choice format begin to reveal substantial headroom in the generative setting. For example, we
observe a drop of over 20% in GPQA Diamond across models indicating that it can be repurposed in free-form format to
continue serving as a meaningful evaluation for the next generation of frontier models.

Answer Matching can be Cheap. A key concern in maintaining such public leaderboards is the potential cost of grading
newly released models (Li et al., 2024). In Figure 7, we compare costs of evaluating four models on MMLU-Pro, finding that
answer matching—even using a frontier model (DeepSeek v3)—is only 2% more expensive than multiple choice evaluations.
Further, since small models like Qwen3-4B achieve high human alignment, the cost of answer matching can in fact be
lower than that of multiple choice evaluations. While this may seem counterintuitive, it is important to note that evaluation
costs are primarily driven by the length of model responses, and that running a language model grader incurs only a small
additional cost relative to the generation overhead. We find that models generate longer responses for multiple choice than
when they are just asked to answer a question. In the case of MCQs, models typically attempt to solve the question in a
free-form manner first; if their response does not align with any of the given choices, they then proceed to evaluate each
choice individually. We observe this phenomenon across models, and provide detailed breakdown in Appendix ??. Naturally,
these costs can vary based on the model used for matching. Nonetheless, at the frontier, as inference-time compute is scaled,
we expect that matching a response to a reference answer will require less compute than solving the task from scratch, as the
former is easier. Thus, we believe the additional cost of answer matching will be marginal.

Reliability. Another common concern with different methodologies for language model evaluations is their reliability.
This concern has two primary aspects: reproducibility and robustness. First, for a long time, evaluations relying on a
language model as the grader were considered to have a reproducibility problem (Zhang et al., 2025a), as only API models
were sufficiently capable—and these were subject to deprecation. However, this concern is now mitigated by both, progress
in capabilities of open-weight models like DeepSeek v3, and recent small models like Qwen3-4B being good at answer
matching. To minimize variance, evaluations can be conducted at zero temperature, as done throughout our experiments.
As for robustness, while we expect answer matching to be more robust than their LLM-as-a-Judge counterparts, language
models can, however, be coerced into giving favorable evaluations (Zheng et al., 2025; Geiping et al., 2024). Preliminary
evidence suggests that such jailbreaks are getting harder to perform as models get more capable (Hughes et al., 2024). Until
then, it might be useful to also report more adversarially robust evaluations like multiple choice alongside, as exclusively
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Figure 6: Leaderboard rankings change on when moving from MCQ to answer-matching on generative responses in
GPQA-Diamond (L) and MMLU-Pro (R): Thick lines represent statistically significant changers based on the Compact
Letter Display algorithm (Piepho, 2004). It seems chat-optimised proprietary models (GPT 4.1 Nano, 4o Mini, Claude 3.5
Haiku) climb on generative rankings, whereas open-weight models judged by their multiple-choice benchmark performance
can (Phi 4, Llama 4 Scout, Qwen 3 32B) drop markedly. The figure highlights that benchmark conclusions — and hence
model selection — depend critically on the choice of evaluation protocol.

high performance on LM Matching evaluations can raise suspicion.

Intrinsic Validity of Answer Matching is Recent. One might also wonder, given that Llama 2 7B Chat (Touvron et al.,
2023), released in July 2023, seems to match or beat the alignment of MCQ in our analysis, should we have moved on to LM
answer matching much earlier? We argue that this is not the case.MCQ, while having poor construct validity as a measure of
generative capabilities, is more reliable for what it claims to measure, namely, a model’s multiple choice test performance.
In contrast, older models lacked the intrinsic validity required for answer matching, as they performed poorly on this task.
This has changed only recently, as newer models now achieve near-human agreement levels. We therefore believe that it is
only with the recent generation of models that answer matching has clearly emerged as the superior mode of evaluation.

Converting Multiple Choice Benchmarks to Answer Matching. Towards answer matching for evaluation, practitioners
can reuse existing multiple-choice benchmarks with one important caveat. In our human annotation, we found that questions
designed for multiple-choice formats are often not specific enough by themselves and rely on the provided choices to
disambiguate the intended solution. After filtering such questions, we reduced the dataset size by more than half, while
also skewing the category distribution toward STEM, as those questions more frequently had unique answers. We show the
change in subject distribution before and after filtering in Fig. 7 and Fig. 8 in Appendix. This motivates creating questions
that are either more specific or providing a list of reference answers when multiple answers when possible. We are already
seeing early signs of this shift in benchmarks such as SimpleQA and BrowserComp (Wei et al., 2024; 2025), whose creators
explicitly asked human trainers to design ‘questions with single, indisputable, short answers that would not change over
time. Going forward, we believe that such dataset creation efforts may be more fruitful and less difficult than creating higher
quality distractors for multiple-choice questions.

C. Related Work
Multiple-choice questions (MCQs) were introduced by Frederick J. Kelly in 1916 as a quick, objective, and scalable
alternative to essay grading (Kelly, 1916). However, Kelly later warned that standardized tests built on MCQs reduce
learning to mere finding shortcut solutions, leaving large gaps in testing answering ability. Over the past century, research in
educational psychology has documented shortcomings of MCQ evaluations (Sampson & Boyer, 2001; Simkin & Kuechler,
2005; Farr et al., 1990; Roediger III & Marsh, 2005). Despite these drawbacks, MCQs still dominate large-scale testing
— and, by extension, the evaluation of language models. We summarize the re-emergence of the longstanding trade-off
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Figure 7: Breakdown of evaluation cost averaged across 17 models. For model responses across various providers, the
stacked bars show that generating the answer itself dominates cost (grey). The blue bars show the mean cost of generating a
response for our human-annotated subset of MMLU-Pro dataset averaged across 17 different models. We see that generating
the answer itself (number of output tokens) dominates the cost (blue). Answer-matching (green) with a small model turns
out to be less expensive than MCQ evaluation, and even a frontier matcher (v3) is only marginally more expensive. Thus,
answer-matching not only improves validity but does so at minimal extra compute expense.

between scalability and nuance is resurfacing in language-model evaluation here (Ma et al., 2023; West et al., 2023), and
contextualize our work with research on generative evaluation methods.

Limitations of Multiple-Choice Evaluation. A long running critique of multiple-choice questions (MCQs) is that they
primarily test the ability to rank (Haladyna et al., 2002; Ben-Simon et al., 1997) candidate choices or validate the correctness
of a given choices (Haladyna & Downing, 1989) rather than to generate an answer from scratch (Ouyang et al., 2023;
Bowman & Dahl, 2021; Balepur et al., 2025). Because the task is restricted to choosing among distractors, significant
MCQ accuracy can be achieved just through shortcuts — e.g. relying on choice-only heuristics (Turner & Kurzeja, 2025;
Balepur & Rudinger, 2024) or inferring the intended question from the answer set (Balepur et al., 2024). This limitation is
intrinsic to discriminative evaluation: the model is not tested on its ability to produce content beyond the provided choices.
In contrast, answer-matching (open-ended) evaluations directly measure generative performance, on which models show
lower accuracy (Myrzakhan et al., 2024).

Generative Evaluation. Answer-matching resembles classical Constructed Response Questions (CRQs) in educational
testing: the model is tested on its ability to generate an answer. CRQs also span all levels of Bloom’s taxonomy (Krathwohl,
2002), from recall to creation (Balepur et al., 2025). The main question to be tackled for automatic short-answer grading is
scoring the generated response (Chen et al., 2019). Exact-string matching is too brittle; traditional n-gram metrics (BLEU,
ROUGE, CIDEr) correlate only weakly with human judgments leading to other rule-based evlautions (Li et al., 2024).
Subsequently, works have used embedding-based similarity metrics to measure semantic overlap (Bulian et al., 2022) or
LLM-as-Judge (Zheng, 2023), prompted to grade or critique answers, often with rubric conditioning or chain-of-thought
rationales (Ho et al., 2025). Classical LLM-as-a-Judge evaluation however has been often found to be brittle (Wang et al.,
2024a; Goel et al., 2025), leading to uncertainty about the validity of LLM-based evaluation in general. In contrast, consistent
with parallel work (Krumdick et al., 2025), we show that once LLMs are provided the reference answer, answer matching
with recent LLMs can be a cheap way to score generative responses, that is better aligned with ground-truth evaluations.

D. Limitations and Considerations
Annotation Process. Some questions in MMLU-Pro and GPQA-Diamond require subject expertise to both check whether
they are specific enough to be answered without choices, and also whether they have a unique answer. Further, there were
disagreements when matching answers for even the filtered, shown in our alignment plots. While we are confident in
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the aggregate trends, individual annotations may be noisy. We release our annotations publicly and welcome community
feedback to improve them.

Optimization Pressure on LM Matcher. In this work, we did not study how robust answer matching LMs are to
optimization pressure. In the real-world, any evaluation scheme used will be optimized for, and given the ubiquity of
LLM jailbreaks (Geiping et al., 2024), it is quite possible stronger models are needed for matching to rule out cheating
models (Zheng et al., 2025; Hughes et al., 2024).

On the hardness of matching. Relatedly, for some tasks, answer matching might be harder than simple verification.
For example, in tasks with graph outputs, answer matching can require solving the graph isomorphism problem which is
NP-Hard, whereas directly verifying the requisite graph properties can be much simpler.

Answer matching can not always be used. For our alignment analysis, we filtered to questions with a unique correct
answer (not counting paraphrases). This means our results do not apply to questions with multiple correct answers. In
this case, either the dataset would have to provide as many semantically distinct valid answers as possible, or answer
matching is no more guaranteed to provide correct evaluations. Moreover, the evaluation of many generative tasks can not
be simply formulated with answer matching, e.g. translation, summarization, theorem proving, and coding. LM judges with
rubrics (Hashemi et al., 2024) or verification via execution (Chen et al., 2021) might be more suitable here.
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