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Abstract

In this work, we analyze linear operators from $L^2(S^2) \rightarrow L^2(S^2)$ which are equivariant to azimuthal rotations, that is, rotations around the z-axis. Several high-performing neural networks defined on the sphere are equivariant to azimuthal rotations, but not to full $SO(3)$ rotations. Our main result is to show that a linear operator acting on band-limited functions on the sphere is equivariant to azimuthal rotations if and only if it can be realized as a block-diagonal matrix acting on the spherical harmonic expansion coefficients of its input. Further, we show that such an operation can be interpreted as a convolution, or equivalently, a correlation in the spatial domain. Our theoretical findings are backed up with experimental results demonstrating that a state-of-the-art pipeline can be improved by making it equivariant to azimuthal rotations.

1 Introduction

Signals defined on the surface of a sphere arise frequently in applications. For example, omnidirectional cameras are increasingly being utilized in applications that benefit from a large field of view, such as visual odometry and mapping (Matsuki et al., 2018). Spherical signals may also arise from other forms of measurements, such as magnetoencephalography images of brain activity or from planetary data like surface temperature or wind speed measurements (Mudigonda et al., 2017).

Convolutional neural networks (CNNs) (LeCun et al., 1998) have achieved remarkable success in the analysis of images and other data that is naturally arranged in a planar, rectangular grid, but applying them to spherical data has proven more challenging. The reason for this is that it is impossible to map the sphere to a flat surface without introducing distortions. For instance, in the equirectangular projection of spherical images, objects are increasingly stretched out as they approach the poles.

To remedy this, several alternatives to the 2D convolution specifically designed for functions on the sphere have been proposed in the recent literature. Some of these run a 2D CNN on an equirectangular projection of the spherical signal, but modify the kernel (Su & Grauman, 2019), the sampling pattern of the kernel (Coors et al., 2018), or run the CNN on projections to different tangent planes in order to minimize the effect of the distortion (Eder et al., 2020). Other approaches discretize the sphere, where the vertices are interpreted as nodes in a graph, allowing them to apply the machinery of Laplacian-based graph convolutions (Defferrard et al., 2016; 2019) to the problem.

One of the main properties that make regular CNNs so successful is their equivariance to translations. In fact, it is known from abstract algebra that a convolution is deeply tied to the concept of equivariance (Kondor & Trivedi, 2018). This insight was exploited by Esteves et al. (2018) and Cohen et al. (2018), where they define network layers equivariant to $SO(3)$ rotations. This is accomplished by transforming the input using the spherical Fourier transform (SFT) and then performing convolutions in the spectral domain. These networks have the appealing property of resting firmly on the abstract algebraic underpinnings of convolution.

However, some spherical data comes equipped with a natural orientation. For instance, imagery captured from a self-driving vehicle can be aligned with the gravity direction using information from an inertial measurement unit (IMU). Brain scans and planetary data also come with a preferred orientation, and it has been shown that employing convolutions that utilize this information (and thus are not $SO(3)$ equivariant), can lead to improved performance in classification and segmentation tasks (Jiang et al., 2019). Instead, what is required in these applications is a convolution which
is equivariant to SO(2) transformations, i.e., azimuthal rotations, of the input data, but where the requirement of full SO(3) equivariance may be unnecessarily restrictive.

In this paper, we follow the line of work that examines spherical convolutions in the spectral domain (Kondor et al., 2018; Esteves et al., 2018; Cohen et al., 2018), and consider the problem of how to design SO(2) equivariant convolutions. Specifically, we make the following contributions:

- Our main contribution is theoretical: We perform a complete characterization of all possible azimuthal-rotation equivariant linear operators \( T : L^2(S^2) \rightarrow L^2(S^2) \) of band-limited functions. We show that these can be parametrized naturally as block diagonal matrices of complex numbers that act on the spherical harmonic expansion coefficients of their input.
- In addition to the Fourier space characterization, we also show how these operations can be interpreted as correlations between the input signal and filters in the spatial domain.
- We demonstrate that the correlations are natural generalizations of the convolutions proposed by Kondor et al. (2018) and Esteves et al. (2018), and how these, as well as those of Jiang et al. (2019) can be formulated as special cases of our framework by parametrizing the elements of the block-diagonal matrices corresponding to the operator \( T \).
- Through experiments on two datasets, we show that by employing azimuthal-rotation equivariant linear operators, we can recreate a state-of-the-art neural network architecture (Jiang et al., 2019) in our framework, allowing it to benefit from improved equivariance.

The paper is organized as follows. Sec. 2 gives some preliminaries and Sec. 3 introduces the notion of equivariance. Our main theoretical results on azimuthal equivariance and azimuthal correlations are given in Sec. 4 and Sec. 5, respectively. Sec. 6 provides an in-depth summary of related work and finally, we present experimental results and comparisons in Section 7.

2 PRELIMINARIES

A point \( \omega \) on the unit sphere \( S^2 \) can be parametrized by spherical coordinates \( \omega(\theta, \phi) = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta) \), where \( \theta \) is the polar angle measured down from the z-axis and \( \phi \) the azimuthal angle measured from the x-axis (see Fig. 2). The angle \( \theta \) varies between 0 and \( \pi \), while \( \phi \) varies between 0 and \( 2\pi \).

The Hilbert space \( L^2(S^2) \) consists of all functions \( f : S^2 \rightarrow \mathbb{C} \) which are square integrable on the unit sphere, and comes equipped with the inner product

\[
\langle f, h \rangle = \int_{S^2} f(\theta, \phi) \overline{h(\theta, \phi)} \sin \theta d\theta d\phi.
\]

The spherical harmonics are a set of functions on the sphere that form an orthogonal basis of \( L^2(S^2) \). This means that a function \( f \in L^2(S^2) \) can be represented in the orthogonal basis via

\[
f(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \hat{f}_{lm} Y_l^m(\theta, \phi),
\]

where \( Y_l^m \) is the spherical harmonic of degree \( l \) and order \( m \), and the \( \hat{f}_{lm} \in \mathbb{C} \) are the (spherical) Fourier coefficients. Note that we always have \(-l \leq m \leq l\). Here,

\[
Y_l^m(\theta, \phi) = (-1)^m \sqrt{\frac{(2l+1)(l-m)!}{4\pi(l+m)!}} P_l^m(\cos \theta) e^{im\phi},
\]

where \( P_l^m \) is the associated Legendre function of degree \( l \) and order \( m \). For the exact definition of Legendre functions, see [Driscoll & Healy, 1994]. For our purposes, it will be important to know that for fixed \( m \), \( P_l^m(\cos \theta) Y_l^m(\cos \theta) \sin \theta d\theta = 0 \) whenever \( k \neq l \). Similarly, as the spherical harmonics form a complete orthogonal basis, we have \( \langle Y_l^m, Y_l^{m'} \rangle = \delta_{l,l'} \delta_{m,m'} \). Given \( f \), the Fourier coefficients \( \hat{f}_{lm} \) can be computed as \( \hat{f}_{lm} = \langle f, Y_l^m \rangle = \int_{S^2} f Y_l^m d\omega \).

3 EQUIVARIANCE AND LINEAR OPERATORS

With the notation in place, we are now in a position to turn our attention towards equivariance. We will start by looking at the group of translations over reals, which will be insightful for further analysis. Then, we will turn to functions on \( S^2 \) and the group of rotations SO(3).
3.1 Translations

For $f \in L^2(\mathbb{R}^n)$ and $t \in \mathbb{R}^n$, the translation of $f$ by $t$ is the function $\Lambda_t f(x) = f(x - t)$, for all $f \in L^2(\mathbb{R}^n)$. So, $\Lambda_t$ is a bounded and linear operator from $L^2(\mathbb{R}^n)$ to $L^2(\mathbb{R}^n)$. We say that a linear operator $T$ is equivariant with respect to translations if, for all $t \in \mathbb{R}^n$, we have

$$\Lambda_t T = T \Lambda_t,$$

which means that the linear operator $T$ commutes with translation $\Lambda_t$.

For $h \in L^2(\mathbb{R}^n)$, let $T_h$ be the operator performing convolution of $f \in L^2(\mathbb{R}^n)$ with $h$, defined by the function

$$T_h f(x) = (h \ast f)(x) = \int_{\mathbb{R}^n} h(y)f(x - y)dy, \quad \forall x \in \mathbb{R}^n.$$  

(4)

This operator is equivariant with respect to translations. Indeed, for $t \in \mathbb{R}^n$,

$$T_h \Lambda_t f(x) = \int_{\mathbb{R}^n} h(y)f(x - y - t)dy = (h \ast f)(x - t) = T_h f(x - t) = \Lambda_t T_h f(x).$$  

(5)

It turns out that Eq. (4) is the most general form of a translation equivariant operator for functions on $\mathbb{R}^n$. If $T$ is a translation equivariant operator, then there exists a function $h$ such that $T f = h \ast f$ for all $f$, provided one is allowed to pick $h$ from the (larger) function space that also includes distributions. This is a classical result in functional analysis, see [Hörmander (1960)] for a proof.

3.2 Rotations

Now, let us consider a real-valued function $f$ defined on $S^2$. Let $R \in \text{SO}(3)$ be a rotation. Then we define $\Lambda_R$ as the operator that rotates the graph of the function $f : S^2 \to \mathbb{R}$ by $R$. Specifically, $\Lambda_R f(\omega) = f(R^{-1}\omega)$.

An operator $T$ is equivariant with respect to rotations, if for all $R \in \text{SO}(3)$, we have

$$T \Lambda_R = \Lambda_R T,$$

i.e., if it commutes with the rotation operator.

The characterization of all rotation equivariant operators is well-known in the literature. In [Dai & Xu (2013)], it is shown that a linear, bounded operator $T : L^2(S^2) \to L^2(S^2)$ is equivariant to rotations if and only if there exists a sequence of numbers $\{\mu_l\}$, $l = 0, 1, \ldots$, such that

$$(\tilde{T}f)_{lm} = \mu_l \hat{f}_{lm},$$  

(6)

is fulfilled for all Fourier coefficients $\hat{f}_{lm}$ indexed by $l$ and $m$ of an arbitrary function $f \in L^2(S^2)$.

Such linear operators $T$ can also be interpreted as convolutions. In [Driscoll & Healy (1994)], spherical convolution is defined as

$$(h \ast f)(\omega) = \int_{R(\text{SO}(3))} h(R\eta)f(R^{-1}\omega)dR.$$  

(7)

Here, $\omega$ is any point on the sphere and $\eta$ the north pole. The measure is $dR = \sin \theta d\theta d\phi d\psi$ in terms of Euler angle coordinates of a rotation. It is also proven that the Fourier transform of the convolution is given by

$$(h \ast f)_{lm} = 2\pi \sqrt{\frac{4\pi}{(2l + 1)}} \sum_{t=0}^{\infty} \hat{h}_{lt}\hat{f}_{lm}.$$  

(8)

Note that only the coefficients with order $m = 0$ for $h$ are present in the formula. Filters, which only have terms of order $m = 0$ in their Fourier expansion, are known as zonal filters and consequently they are constant for fixed $\theta$ when varying $\phi$. Also note that the convolution fulfills (6), so it is indeed a rotation equivariant operation. Conversely, it is also clear from (6) that every bounded linear operator $T$ can be associated with such a filter $h.$
4 AZIMUTHAL-ROTATION EQUIVARIANT LINEAR OPERATORS

At last, we are ready to perform our analysis of azimuthal-rotation equivariant linear operators. Let 
\( T : L^2(S^2) \rightarrow L^2(S^2) \) be a linear operator acting on functions on the unit sphere. What conditions

must be imposed on \( T \) in order for it to have equivariance to rotations around the z-axis? Formally

we should have, for all such azimuthal rotations \( R_{\phi} \in SO(3) \), that \( T \Lambda R_{\phi} \Lambda R_{\phi} \).

Consider the action of \( T \) on an arbitrary function \( f \in L^2(S^2) \). Let \( \hat{f}_{lm} \) be its expansion coefficients 
according to (1). Applying \( T \) to this function gives, due to the linearity of \( T \),

\[
Tf(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \hat{f}_{lm} T Y_l^m(\theta, \phi).
\]  

(9)

The action of \( T \) is thus fully determined by its action on the spherical harmonic basis functions. In

particular, it will be equivariant if and only if the spherical harmonic basis functions are equivariant.

Let \( g_{lm}(\theta, \phi) = T Y_l^m(\theta, \phi) \) be the action of \( T \) on \( Y_l^m \). Since \( g_{lm} \in L^2(S^2) \), we can expand it,

\[
g_{lm}(\theta, \phi) = \sum_{l' = 0}^{\infty} \sum_{m' = -l'}^{l'} \hat{g}_{l'm'} Y_{l'}^{m'}(\theta, \phi).
\]

(10)

The requirement that \( T \) be equivariant then gives, for all azimuthal angles \( \phi_0 \),

\[
T[Y_l^m(\theta, \phi - \phi_0)] = g_{lm}(\theta, \phi - \phi_0).
\]

(11)

The left hand side becomes, after using the definition of the spherical harmonic \( Y_l^m \) in (3) and 

moving the constant phase \( e^{-im\phi_0} \) outside \( T \) and using the definition of \( g_{lm} \) and its expansion (10):

\[
T[Y_l^m(\theta, \phi)] = \sum_{l' = 0}^{\infty} \sum_{m' = -l'}^{l'} \hat{g}_{l'm'} e^{-im\phi_0} Y_{l'}^{m'}(\theta, \phi).
\]

(12)

The right hand side of (11) is simply \( g_{lm}(\theta, \phi - \phi_0) = \sum_{l' = 0}^{\infty} \sum_{m' = -l'}^{l'} \hat{g}_{l'm'} e^{-im\phi_0} Y_{l'}^{m'}(\theta, \phi) \).

So the azimuthal equivariance condition (11) requires that the above two expressions are equal, i.e.,

\[
\sum_{l' = 0}^{\infty} \sum_{m' = -l'}^{l'} \hat{g}_{l'm'} e^{-im\phi_0} Y_{l'}^{m'}(\theta, \phi) = \sum_{l' = 0}^{\infty} \sum_{m' = -l'}^{l'} \hat{g}_{l'm'} e^{-im\phi_0} Y_{l'}^{m'}(\theta, \phi).
\]

(13)

Now, two functions in \( L^2(S^2) \) are identical if and only if their coefficients in the basis are identical.

This gives us the constraint \( \hat{g}_{l'm'} e^{-im\phi_0} = \hat{g}_{l'm'} e^{-im\phi_0} Y_{l'}^{m'}(\theta, \phi) \). Thus, for any non-zero coefficient \( \hat{g}_{l'm'} \),

we must have that \( m = m' \). The expansion (10) of \( g_{lm} \) must therefore have the form

\[
g_{lm}(\theta, \phi) = \sum_{l' = |m|}^{\infty} \hat{g}_{l'm'} Y_{l'}^{m'}(\theta, \phi).
\]

(14)

The inner sum has vanished, since the terms are only non-zero for \( m = m' \), and the sum starts 
at \( l' = |m| \) since no terms exist in (10) for \( l' < |m| \). The coefficients \( \hat{g}_{l'm'} \) thus parametrize the 

azimuthal rotationally equivariant transform \( T \). To summarize, we have proven the following.

**Proposition 1.** A linear, bounded operator \( T : L^2(S^2) \rightarrow L^2(S^2) \) is equivariant to azimuthal

rotations if and only if there exists a sequence of numbers \( \{\hat{g}_{l'm'}\} \) such that

\[
(\hat{T}f)_{lm} = \sum_{l' = |m|}^{\infty} \hat{g}_{l'm'} \hat{f}_{l'm'}
\]

(15)

is fulfilled for all Fourier coefficients \( \hat{f}_{lm} \) indexed by \( l, m \) of an arbitrary function \( f \in L^2(S^2) \).

Note that \( T \) maps a spherical harmonic \( Y_l^m \) to a linear combination of spherical harmonics with 

the same order \( m \). Thus, another way of stating the proposition is that a bounded linear operator
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Figure 1: Left: The matrix representation of a general linear SO(2) equivariant operator $T$ acting on the spherical harmonic expansion coefficients of a function $f \in L^2(S^2)$. Note that the coefficients have been grouped by their order (superscript). Right: The matrix representation of an SO(3) equivariant linear operator. The matrix elements shown in the same color are identical, since all coefficients of the same degree are multiplied by the same number.

$T : L^2(S^2) \rightarrow L^2(S^2)$ is equivariant to azimuthal rotations if and only if the subspaces spanned by the spherical harmonics of a fixed degree form invariant subspaces under the action of $T$.

This result has a natural interpretation if we restrict ourselves to spherical harmonics of some maximum degree $L$, i.e., when we are working with band-limited signals. This occurs commonly in practice, e.g., with a signal obtained through an equiangular sampling on the sphere. If the expansion coefficients are listed in a vector and grouped by $m$-values, then the matrix representation of $T$ will be a block diagonal matrix (cf. Fig. 1).

The SO(3) equivariant convolution as defined by Driscoll and Healy, cf. (7), with the transform formula given in (8) is a special case of the above proposition where the matrix $T$ is diagonal and where the coefficients for all spherical harmonics of the same degree are identical, cf. Fig. 1.

5 AZIMUTHAL CONVOLUTIONS AND CORRELATIONS ON $S^2$

Translation and rotation equivariant operations can be realized as convolutions, or equivalently, correlations. Previously we characterized azimuthal-rotation equivariant linear operators in the Fourier domain (Proposition 1). A natural question arises: Can we interpret these operators as convolutions or correlations? Below, we show that these operators can be interpreted in terms of a correlation.

Let $h, f : S^2 \rightarrow \mathbb{R}$. Then, a first attempt at a definition of correlation is $(h \ast f)(\phi) = \int_{\omega \in S^2} h(R^{-1}_\phi \omega) f(\omega) d\omega$. However, such a correlation is only defined on $S^1$, since it is a function of only the azimuthal angle $\phi$. Instead, we extend the domain to $S^2$ by considering a filter parametrized by the polar angle $\theta$, i.e., $h = h_\theta$. So, by varying $\theta$, we get a different filter and consequently a different correlation response.

Definition 1. Let $h_\theta, f : S^2 \rightarrow \mathbb{R}$. Then, we define the azimuthal correlation as

$$(h_\theta \ast f)(\theta, \phi) = \int_{\omega \in S^2} h_\theta(R^{-1}_\phi \omega) f(\omega) d\omega.$$ 

Let $\hat{f}_{lm}$ and $\hat{h}_\theta_{lm}$ be the Fourier expansion coefficients of $f$ and $h_\theta$, Further, we will expand each coefficient $\hat{h}_{lm}$ in the associated Legendre basis,

$$\hat{h}_{lm} = \sum_{k=|m|}^{\infty} \hat{h}_{klm} P^m_k(\cos \theta).$$ (16)

Now we can show that every azimuthal-rotation equivariant linear operator can be expressed as a correlation. See Fig. 2 for an illustration.

Proposition 2. For functions $h_\theta, f$ in $L^2(S^2)$, the transform of the correlation is given by

$$(\hat{h}_\theta \ast f)_{lm} = (-1)^m \sqrt{\frac{4\pi(l+m)!}{(2l+1)(l-m)!}} \sum_{l'=|m|}^{\infty} \hat{h}_{ll'} \hat{f}_{l'm},$$ (17)

where $f$ and $h_\theta$ are expanded in Fourier and Legendre series according to (16).
The proof is straight-forward by substituting the expansions and simplifying, see Appendix.

6 COMPARISON OF OUR RESULTS WITH THE LITERATURE

Our work is closely related to, and inspired by, recent theoretical developments on spherical CNNs and SO(3) equivariance, including Cohen et al. (2018); Esteves et al. (2018); Kondor & Trivedi (2018); Defferrard et al. (2019). See also Esteves (2020) for a more comprehensive review. However, these works do not consider the case of purely azimuthal equivariance, and the characterization we present in Proposition 1 is, to our knowledge, new. Our second result, Proposition 2 which shows that azimuthal equivariant operators can be expressed as correlations is by no means a surprise, but it does not follow from, for instance, the general framework of Kondor & Trivedi (2018).

Another closely related work is that of Jiang et al. (2019). They present an efficient and powerful framework for analyzing spherical images with state-of-the-art performance. It is based on learning filters that are linear combinations of differential operators, or more specifically, $\frac{\partial}{\partial \phi}$, $\frac{\partial}{\partial \phi}$, and the Laplacian $\nabla^2$. The resulting filters are not SO(3) equivariant, but they are indeed linear and azimuthal equivariant operators (and thus azimuthal correlations, cf. Proposition 2) and consequently a special case of our framework. However, the discretization of the sphere into an icosahedral mesh at lower resolutions breaks the equivariance in Jiang et al. (2019). This hurts the generalization performance as confirmed by our experiments. This limitation can be alleviated by applying fully azimuthal-rotation equivariant operations.

7 EXPERIMENTS

In this section we implement neural networks based on the presented framework. First, we verify that a correlation layer $L^2(S^2) \rightarrow L^2(S^2)$ designed according to Proposition 1 is indeed equivariant to azimuthal rotations. Then, as in Cohen et al. (2018); Jiang et al. (2019), we perform experiments on the Omni-MNIST and ModelNet40 (Wu et al. 2015) datasets, where the task is to perform classification of spherical images and 3D shape models, respectively. We demonstrate that the state-of-the-art architecture of Jiang et al. (2019) can be recreated in our framework, and that the classification results of both approaches on unrotated data are virtually identical, but with our approach showing increased generalization performance to unseen SO(2) rotations on the test set of ModelNet40.
7.1 Equivariance Error

To evaluate the equivariance error in our network layers, we follow the approach of Cohen et al. (2018). We create prototype networks \( \Phi \) by composing randomly initialized differential type correlation layers and ReLU. We sample \( n = 500 \) azimuthal rotations \( R_i \) and \( n \) signals \( f_i \) with 12 channels each. Next we compute the equivariance error \( \Delta = \frac{1}{n} \sum_{i=1}^{n} \text{std}(\Lambda R_i \Phi f_i - \Phi (\Lambda R_i f_i))/\text{std}(\Phi f_i) \) which should be zero for a perfectly equivariant network. The obtained equivariance errors are presented in Fig. 3a. The low order of the error and that the error does not increase much with the number of layers indicates that the correlations are azimuthally equivariant.

7.2 Digit Classification on Omni-MNIST

The Omni-MNIST dataset is obtained by projecting the images of the MNIST handwritten digit dataset onto the surface of a sphere. The resulting dataset consists of 60,000 spherical images for training, and 10,000 for testing. As in Jiang et al. (2019), the images are projected onto the north pole, and then rotated to the equator.

We run the method of Jiang et al. (2019) as a reference, using their implementation, and also recreate their architecture in our SFT-based framework. The network consists of a stack of residual blocks. Each block contains \( 1 \times 1 \) convolutions that mix feature maps, as well as spherical convolutional layers that process each feature map in parallel by forming a linear combination of the image, its horizontal and vertical derivatives, and its Laplacian. Note that since all of these operations are \( \text{SO}(2) \) equivariant, they can each be represented by a block-diagonal matrix acting on the spherical harmonic expansion coefficients of the feature maps. Batch-normalization and ReLU are also performed within the residual blocks. Please refer to the paper of Jiang et al. (2019) for more details about the network architecture.

Downsampling is performed in the spectral domain, where we simply reduce the maximum degree \( L \) of included SFT coefficients by a factor of two, rounding up.

Both our implementation and the original implementation by Jiang et al. (2019) are trained with stochastic gradient descent, using the Adam optimizer and a batch size of 16. The initial learning rate is 0.01, and is decreased by a factor of two every ten epochs. For each epoch during training, we compute the accuracy on the test set, using both the original version, and a randomly azimuthally rotated version of the test set. The results are shown in Fig. 4a. The training is also run on an unrotated and a randomly azimuthally rotated version of the test set.
Figure 4: Accuracy during training of the discretized sphere implementation of Jiang et al. (2019) and our SFT-based implementation. The accuracy is plotted both for the original test set, as well as for a rotated version of the test set, where each image has been randomly rotated about the z-axis.

### 7.3 3D shape classification on ModelNet40

ModelNet40 (Wu et al., 2015) is a dataset containing CAD models of 40 different object classes. We run our experiments on the aligned version of the dataset provided by Sedaghat et al. (2017) and follow Cohen et al. (2018) by creating spherical images by ray casting the CAD models onto an enclosing sphere. Each model is represented by six channels – the ray length, the sine of the surface angle and the cosine of the surface angle, as well as the same three properties obtained from ray casting the convex hull of the model.

We compare to the implementation by Jiang et al. (2019). We recreate their network architecture (c.f. Sec. 7.2) and train using stochastic gradient descent with Adam and a batch size of 16. The learning rate is set to $5 \cdot 10^{-3}$ and decreased by a factor of 0.7 every 25 epochs. Again we evaluate and train the model both on the aligned ModelNet40 dataset as well as a version of the dataset with each CAD model rotated by a random azimuthal rotation. We train for 100 epochs and show the results in Fig. 4b. Of special note is the case with a non-rotated training set and a rotated test set, where we see that our network manages to generalize better than the one by Jiang et al. (2019). The reason for the low degree of generalization from non-rotated to rotated data in the baseline model might be the hierarchical nature of the icosahedral grid and down-sampling used by Jiang et al. (2019), where a grid point on the sphere will influence the output more if it belongs to a lower level in the hierarchy. If an important point in the input is rotated to a grid point in a higher hierarchy level, the output might change drastically. This problem is not present in our design since we downsample in the frequency domain and therefore the information from every grid point is treated equally.

Additionally, we created another network using the same architecture as before, but with general block-diagonal correlation filters (instead of learning a linear combination of differential filters). The performance results of this network are shown in Fig. 5b. The accuracy of the general network is comparable to the accuracy of the networks with differential feature maps in Fig. 4b, but it should be noted that the number of trainable parameters is much larger.

### 8 Conclusions

In this paper, we have examined how to design convolutions which operate on spherical data and are equivariant to SO(2) rotations. Specifically, we have performed a complete characterization of bounded, linear operators from $L^2(S^2) \rightarrow L^2(S^2)$ which exhibit SO(2) equivariance. We showed that, for band-limited signals, these can be realized as block-diagonal matrices in the spectral domain, and also demonstrated how these operators may be interpreted as correlations in the spatial domain. Using this framework, we implemented an existing state-of-the-art pipeline, which in our framework showed better generalization performance to SO(2) rotations not seen during training.
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Appendix A: Proof of Proposition 2

Proof. From the definition of correlation we obtain
\[
(h_\theta \ast f)(\theta, \phi) = \int_{\omega \in S^2} h_\theta(R^{-1}_\phi \omega) f(\omega) d\omega = \int_0^{2\pi} \int_0^{\pi} h_\theta(\theta', \phi') f(\theta', \phi + \phi') \sin \theta' d\theta' d\phi'.
\]
(18)

Substituting in the Fourier expansions of \(f\) and \(h\), and employing the orthogonality of the spherical harmonics, we get
\[
(h_\theta \ast f)(\theta, \phi) = \sum_{l'=0}^{\infty} \sum_{m'=-l'}^{l'} \hat{h}_{l'm'} \hat{f}_{l'm'} e^{im' \phi}.
\]
(19)

Now, employing the expansion (16) of \(\hat{h}_{l'm'}\) into the basis of the associated Legendre functions, we find
\[
(h_\theta \ast f)(\theta, \phi) = \sum_{l'=0}^{\infty} \sum_{m'=-l'}^{\infty} \sum_{|m'|=m'} \hat{h}_{l'm'} \hat{P}_k \cos \theta \hat{f}_{l'm'} e^{im' \phi}.
\]
(20)

By reindexing this last sum, we can instead write it in the form
\[
(h_\theta \ast f)(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \hat{h}_{l'm'} \hat{f}_{l'm'} P_l^m(\cos \theta) e^{im \phi} =
\]
(21)

\[
= \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left[ (-1)^m \frac{4\pi(l+m)!}{(2l+1)(l-m)!} \sum_{l'=|m|}^{\infty} \hat{h}_{l'l'} \hat{f}_{l'} P_l^m(\cos \theta) \right] Y_l^m(\theta, \phi),
\]
(22)

where, in the last equality, we have used the definition (2) of the spherical harmonics. Note that the last expression is a spherical harmonic expansion, and the expression in the brackets is the corresponding expansion coefficient, given by
\[
(h_{\theta \ast f})_{lm} = (-1)^m \frac{4\pi(l+m)!}{(2l+1)(l-m)!} \sum_{l'=|m|}^{\infty} \hat{h}_{l'l'} \hat{f}_{l'}.
\]
(23)

This proves the proposition. \(\square\)