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Abstract— Unsupervised domain adaptation (UDA) person rei-
dentification (Re-ID) aims to identify pedestrian images within an
unlabeled target domain with an auxiliary labeled source-domain
dataset. Many existing works attempt to recover reliable identity
information by considering multiple homogeneous networks.
And take these generated labels to train the model in the
target domain. However, these homogeneous networks identify
people in approximate subspaces and equally exchange their
knowledge with others or their mean net to improve their
ability, inevitably limiting the scope of available knowledge and
putting them into the same mistake. This article proposes a
dual-level asymmetric mutual learning (DAML) method to learn
discriminative representations from a broader knowledge scope
with diverse embedding spaces. Specifically, two heterogeneous
networks mutually learn knowledge from asymmetric subspaces
through the pseudo label generation in a hard distillation manner.
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The knowledge transfer between two networks is based on
an asymmetric mutual learning (AML) manner. The teacher
network learns to identify both the target and source domain
while adapting to the target domain distribution based on the
knowledge of the student. Meanwhile, the student network is
trained on the target dataset and employs the ground-truth label
through the knowledge of the teacher. Extensive experiments
in Market-1501, CUHK-SYSU, and MSMT17 public datasets
verified the superiority of DAML over state-of-the-arts (SOTA).

Index Terms— Person reidentification (Re-ID), retrieval, trans-
fer learning, unsupervised domain adaptation (UDA).

I. INTRODUCTION

PERSON reidentification (Re-ID) [1] aims at matching
individual pedestrian images from images captured by dif-

ferent cameras according to identity. This task is challenging
because the variations of viewpoints, body poses, illumina-
tions, and backgrounds will influence a person’s appearance.
Recently, supervised person Re-ID methods [2], [3], [4], [5],
[6], [7], [8], [9], [10], [11], [12], [13] have made impressive
progress. However, as the number of images increases and the
ensuing scene changes, regular supervised learning approaches
are losing their ability to adapt to complex scenarios. The
performance of person Re-ID models trained on existing
datasets will evidently suffer for person images from a new
video surveillance system due to the domain gap. To avoid
time-consuming annotations on the new dataset, unsupervised
domain adaptation (UDA) is proposed to adapt the model
trained on the labeled source-domain dataset to the unlabeled
target-domain dataset.

Generating trusted identity information on the target domain
is seen as the core of the UDA task. Some UDA Re-ID
methods [10], [14], [15], [16], [17] directly apply generative
adversarial networks (GANs) [18] to transfer the style of
pedestrian images from the source domain to the target while
keeping the identities to train the model. However, the com-
plexity of the human form and the limited number of instance
in a Re-ID dataset limit the quality of generated images.
After abandoning the image generation, some methods [7],
[19] introduce the attribute to bridge the domain gap. These
methods introduce additional annotation information which
defeats the purpose of the UDA Re-ID task. Limited by the
missing label on the target domain, others [20], [21], [22], [23]
align the distributions of target and source domains while only
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Fig. 1. The statistics of common neighbors between different models.
CNN-CNN and ViT-ViT curves denote the average number of common
neighbors in the k nearest neighbors of each instance. The features are
extracted by two homogeneous networks trained with different initialization.
Similarly, CNN-ViT represents the common neighbors between CNN and
ViT. Furthermore, upbound refers to the maximum number of neighbors
to consider. These models are trained on the CUHK-SYSU dataset in a
supervised manner and cluster on the Market1501 dataset. Compared to the
CNN-CNN and ViT-ViT, the CNN-ViT contains fewer common neighbors,
and the ways they distinguish two individuals are more different than
homogeneous networks. It demonstrates that heterogeneous networks address
the task in different patterns.

learning classifying on the source. To better adapt the distri-
bution of the target domain and train with the target-domain
identity knowledge, various methods [24], [25], [26] apply
a clustering algorithm in the target domain to generate the
pseudo labels for training in a supervised manner. One of the
keys to improving performance is alleviating the influence of
noisy labels. In this context, many methods [27], [28], [29]
based on clustering algorithms are proposed to rule out the
harmony from the noisy labels by introducing more than one
framework to predict pseudo labels. They aim to generate
knowledge with specific differences in samples and exchange
the knowledge among the networks to enhance their ability.
Despite encouraging progress, the benefits from the knowledge
mined by homogeneous networks are limited.

As shown in Fig. 1, convolutional neural network (CNN)-
CNN and vision transformer (ViT)-ViT, these homogeneous
networks with similar structures identify pedestrians in a
comparable manner, and the relation among the instances
are similar. It suggests they use similar patterns to extract
pedestrian features, and networks may converge to equal each
other. Furthermore, this mode of operation makes it possible
for the networks to make the same mistakes and not be able
to correct them. Such a design limits the knowledge models
can learn from the training set and makes it possible for the
networks to repeat mistakes without being able to remedy
them. As a result, mining the information from different
subspaces is required to broaden the scope of knowledge and
generate reliable pseudo labels.

Fig. 1 CNN-ViT illustrates significant variations in the pre-
diction outcomes of heterogeneous networks. This observation
motivates us to leverage these differences to extract valuable

knowledge from the target domain. We propose dual-level
asymmetric mutual learning (DAML), a novel UDA method
for person Re-ID that broadens the scope of knowledge for
the network by exploiting information from two different
subspaces and selectively transferring information between
heterogeneous networks. Rather than treating and transferring
knowledge equally among all homogeneous networks, DAML
employs a selective approach to information transfer between
the heterogeneous networks in order to adapt to the target
domain.

Specifically, the proposed DAML consists of a CNN as
a teacher network and a ViT as a student network. With
their heterogeneous constructions, we can mine the knowledge
from the target domain in a mutual learning manner. Due to
the goals that differ between teacher and student networks,
the knowledge transferring between them can be asymmetric.
In particular, the CNN that works as a teacher will train
on both source and target datasets under the supervision of
ground-truth source-domain labels and pseudotarget-domain
labels. The former can provide reliable identity information
for extracting discriminative feature representation, while the
latter will assist the network in adapting the distribution of the
target domain. In the pseudo label generation stage, the rela-
tionship between two samples is weighted according to their
teacher and student features similarity. Moreover, this process
wholly exchanges the knowledge learned from two different
subspaces. After predicting the identities of input images, the
asymmetric constraints between two heterogeneous networks
selectively exchange knowledge. The student learns the iden-
tity knowledge from the teacher network under the constraints
of the target-domain samples. Besides, for the student to learn
more from the teacher and better use the ground-truth labels,
we transfer the source-domain identity knowledge learned by
the teacher to the target domain. In summary, the DAML
employs diverse subspaces to generate reliable pseudo label
in the target domain and help student adopt ground-truth
knowledge in the source domain.

Our main contributions are summarized below.

1) We leverage the differences in prediction patterns
to improve the performance of UDA for person
Re-ID through mutual learning. Our key insight is
that heterogeneous networks inherently exhibit more
substantial discrepancies compared to homogeneous
networks.

2) We propose a novel DAML method for UDA person
Re-ID. The DAML introduces heterogeneous networks
to mine knowledge in a broader scope and selectively
transfer knowledge for better adaptation.

3) To learn from diverse subspaces, the proposed DAML
introduces two heterogeneous networks to mine valuable
information from different subspaces and selectively
exchange the information between them.

4) To better utilize the knowledge mined by heterogeneous
networks and ensure the networks orient to the task, the
proposed DAML smoothly update the classifiers in a
hard distillation manner and exchange knowledge during
training in a soft distillation manner.
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II. RELATED WORK

A. Unsupervised Domain Adaptation Person Re-ID

UDA Person Re-ID has attracted increasing attention in
recent years due to its effectiveness in reducing manual
annotation costs. There are two main categories of methods
are proposed to address this issue. First, GAN-based methods
aim to transfer samples from the source domain to the target
domain without altering their identities. SPGAN [14] and
PDA-Net [15] transfer images directly from the source domain
to the target domain while maintaining the original identity
knowledge. The generated images have a similar style to the
target-domain images and are used to train the model under
the supervision of their original labels in the source domain.
To produce generated images that are more realistic and have
more detail, DG-Net [30] and DG-Net++ [17] introduce
disentanglement for the generation stage. But, the generation
is expensive and the style of generated images may not well
fit the target domain.

Rather than transfer images from the source domain to
the target domain, HHL [10] transfers target-domain images
among the cameras to generate images that have the same
identity but contain the difference at the same time. Instead
of generation in image level, AEO [31] proposes a novel
domain adaptation scheme to learn domain-invariant fea-
tures in the feature level by an adversarial training manner.
Similarly, GSL [32] learns an invariant, discriminative, and
domain-agnostic subspace for UDA by a two-stage progres-
sive training strategy. To mine the knowledge in the target
domain, the clustering-based methods do not require expensive
GAN networks for generation and have achieved state-of-
the-art (SOTA) performance to date. PCDA [33] proposes a
pseudo labeling curriculum based on a density-based cluster-
ing algorithm to mine the knowledge in the target domain.
CAT [34] effectively incorporates the discriminative clustering
structures in both source and target domains for better adapta-
tion. To further reduce the impact of noisy labels, MMT [27]
proposed a mutual learning method providing soft labels.
To enhance the complementarity and further depress noise in
the pseudo labels, AWS [35] proposed a novel lightweight
module that can be integrated into the dual networks of mutual
learning. Besides the feature extraction, MMT also can be
applied in other field such as translation [36]. For more reliable
pseudo labels, SSG [37] clusters samples in three scales and
validate each other. MEB-Net [29], respectively, introduces
multiple groups of prototypes or homogeneous networks to
generate the pseudo labels. Furthermore, MFAG [38] adap-
tively fuse multiple features for person Re-ID by a graph-based
method. UNRN [39] and GLT [28] design a memory bank
to save anchors for aligning the distribution and learning
identities in a contrastive learning manner. For fully exploring
intradomain information and obtaining informative negative
samples in the memory bank, MCRN [40] adaptively builds a
multicentroid memory. In addition, instead of gaining anchors
from samples, TPN [41] trains prototypes and matches them
with samples in two domains. Limited by the constraints
in the feature level these methods rely on, the models that
collaborate to generate pseudo labels are homogeneous. These

characteristics determine that the model can only learn similar
knowledge from others. Nevertheless, these approaches alle-
viate the domain gap only considering the single embedding
space inevitably makes some mistakes.

B. Transfer Learning

Knowledge distillation makes a student network learns from
a strong teacher network to improve the student’s ability. The
common approaches can be summarized as hard distillation
and soft distillation. Soft distillation [42], [43] minimizes the
distribution difference between the prediction generated by
teacher and student. The soft label generated by the teacher
model can alleviate overfitting just like labels smoothing [44].
Unlike the soft, hard-label distillation regards the prediction
result of the teacher as a valid label. And positive pairs pre-
dicted by the teacher are used to transfer identity knowledge
from the teacher to a student network in semisupervised and
unsupervised learning tasks. Temporal ensembling [45] put
the former networks as the teacher and use memory-saving
average predictions for each sample as supervision for the
unlabeled samples. To avoid storing predictions for saving
memory, Mean Teacher [46] averaged student model weights
as the parameter of the teacher. In order to deal with more
diverse environments and improve the scalability of the model,
some zero-shot transfer learning methods are also proposed for
a variety of tasks. TN-ZSTAD [47] utilizes transfer learning
to gain knowledge from contrastive language-image pretrain-
ing (CLIP) [48] for zero-shot temporal activity detection.
To adaptively design the most suitable construction for zero-
shot learning, ZeroNAS [49] searches the architectures of the
generator and discriminator in a min-max player game via
adversarial training. During the training, the predictions made
by the teacher are seen as supervision for unlabeled samples.
The models consider similar information in these methods
because the teacher and the student have the same structure
and similar initialization. It makes the networks focus within
a certain range and limits the knowledge student can learn.
The proposed DAML exchange knowledge utilizes both soft
and hard distillation in the different training stages. Thanks
to the heterogeneous networks, the proposed DAML gives the
student model a broader perspective and can generate pseudo
labels from different views.

C. CNN and ViT

Since AlexNet [50] achieve great success on ImageNet [51],
a variety of CNNs [52], [53], [54], [55] is proposed to
solve different tasks. As transformers [56] were proposed for
machine translation and were seen with significant results in
many natural language processing (NLP) tasks, the application
of self-attention to images is widely concerned. A new model
without any convolution, ViTs [57], has been proposed for
computer vision tasks and shows its potential. During the
calculation process, the CNN keeps the spatial information
and can only focus on the surrounding area in one layer
due to the nature of convolution. In contrast, ViT emphasizes
the correlation between two patches, and its receptive field
involves the whole feature map. These differences make the
CNN and ViT learn different knowledge from the training set
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Fig. 2. Overview of our DAML. The teacher network is trained under the supervision of pseudo labels and ground-truth labels for target-domain and
source-domain samples. And the student only directly learns knowledge from target-domain samples with pseudo labels. At the beginning of epochs, we first
generate the pseudo labels for target dataset, and update the classifiers based on the predictions of cluster centers. To distill the different subspace knowledge
from the teacher to the student, Lid makes the student predictions of target-domain samples close to the teacher. Meanwhile, for student can better adopt the
identity knowledge learned by the teacher, we minimize the distribution differences of the same source-domain samples with Ldom.

for the same task. And in this article, we take advantage of this
difference to achieve asymmetric distillation, making ViT a
better performer with our DAML. The ViT works as a student
because the receptive field of a patch in the ViT covers the
area that one convolution kernel can consider, not vice-versa.

III. METHODOLOGY

A. Overview

The ultimate goal of the UDA person Re-ID is to gain a
model work on a target-domain dataset based on a labeled
source-domain dataset and an unlabeled target-domain dataset.
Let S = {(xi

s, yi
s)}

Ns
i=1 and T = {xi

t }
Nt
i=1, respectively, denote

the source-domain images with ground-truth labels and the
unlabeled target-domain images, where Ns and Nt are the
numbers of samples from these two domains.

As shown in Fig. 2, the DAML method trains the student to
extract discriminative representations from two different sub-
spaces to perform the UDA person Re-ID task. First, DAML
adopts two heterogeneous networks: teacher CNN ET (·) and
student ViT ES(·) which are pretrained on the source-domain
dataset in a supervised manner to extract features in differ-
ent subspaces. At each epoch, we first group target-domain
samples into K classes by the clustering algorithm. The
distance between two target-domain samples will be calculated
according to the features ET (xi

t ) = tT
i ∈ RcT and ES(xi

t ) =

tS
i ∈ RcS extracted by the teacher and student models with

corresponding weights. The {ŷi }
Nt
i=1 are the pseudo labels for

the target-domain samples. Then, for each class center cy ,
we generate its prediction with the classifiers C(·|WS

t ) and
C(·|WT

t ) for updating the parameter WS
t and WT

t in a smooth
method.

After that, we train the teacher and the student models with
the pseudo labels in a supervised manner. For the teacher
model, classifier C(·|[WT

s , WT
t ]) will learn knowledge from

both the source domain and the target domain. The classi-
fier C(·|WS

t ) for the student model only directly learns the
target-domain knowledge. The constraints between two net-
works transfer the identity knowledge learned by the teacher
to the target and help the student learn from diverse subspaces.
Finally, we only adopt the features tS

i = ES(xi
t ) extracted by

the student model for testing.

B. Preliminary

We first revisit the principle of soft knowledge distillation
for UDA person Re-ID. This can be expressed as minimizing
the discrepancy between the predicted distributions of the
student model (P(xt |θS)) and the teacher model (P(xt |θT ))

argmin
θS

D(P(xt |θS)|P(xt |θT )). (1)

Here, P represents the predicted distributions based on the
parameters of the student (θS) and teacher (θT ) models. The
distance between the two distributions is measured by the
function D. The samples from the target domain are denoted
as xt . By minimizing this discrepancy, the student model can
learn the knowledge acquired by the teacher, including both
identity and domain-specific knowledge.

The discrepancy between the identification patterns of the
student and teacher models, despite having the same pretrained
task, indicates the amount of latent knowledge that can be
transferred. Therefore, as shown in Fig. 1, leveraging hetero-
geneous networks in the UDA person Re-ID task provides the
student model with a broader range of knowledge.
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However, the latent knowledge encompasses both identity
and domain information, with the latter negatively impacting
performance in the target domain. To alleviate the influence
of domain, we transfer knowledge learned by the teacher
model to the target domain, and the objective of the proposed
asymmetric mutual learning (AML) can be defined by

argmin
θS ,θT

D(PId(xt |θS)|PId(xt |θT ))

+D(PDom(xs |θT )|PDom(xs |θS)) (2)

where PId and PDom refer to the identity and domain ingredient
in the distribution of prediction. And xs represents the samples
from the source domain. Via learning domain knowledge from
the student model, the teacher model can provide identity
knowledge that is more beneficial to the student model.

C. Smooth Classifier Update

At the beginning of epochs, we extract the target-domain
features tT

i = ET (xi
t ) and tS

i = ES(xi
t ) with two heterogeneous

networks. To better utilize the knowledge from the two models,
we first define the neighborhood of an instance according to
its relations in two different subspaces

Ni =

{
x j

∣∣∣∣1 −

〈
t M
i , t M

j

〉∥∥t M
i

∥∥
2

∥∥t M
j

∥∥
2

< α, M ∈ {T, S}

}
(3)

α here is a hyperparameter. With the limitation of neighbor
selection considering both teacher features and student features
simultaneously, the neighbors of an instance should be close
to it in both subspaces. The above constraint ensures that
instances with apparent differences will not be clustered as the
same identity because the patterns of the two models applied
to recognize an instance are different.

To exploit the information from two different subspaces and
make the pseudo labels more reliable, we combine features
from heterogeneous networks and define the distance between
two samples as

di, j =

1 −

〈
[tT

i ,tS
i ],

[
tT

j ,tS
j

]〉
∥[tT

i ,tS
i ]∥2

∥∥∥[
tT

j ,tS
j

]∥∥∥
2

, xi ∈ N j and x j ∈ Ni

Inf, Others
(4)

where [·, ·] represents the concatenation of two features, and
⟨·, ·⟩ denotes the dot product between two features. In short,
we define the similarity between two samples as the cos
similarity between the features constructed by concatenating
their teacher feature and student feature. Then, the pseudo
labels can be generated based on the relationship among
instances with the clustering algorithm.

With the pseudo labels, some methods [27], [39] directly
update the classifier by replacing the classifier parameters with
the new class centers to adapt the count of classes change.
These methods will make the knowledge lost because the
class centers may not represent the corresponding class well.
To protect the knowledge involved in the classifiers, we update
the classifiers more smoothly as follows:

Wi
t =

K̂∑
k=1

Ŵk
t ·

epk
i∑K̂

j=1 ep j
i

(5)

where Wi
t is the parameters for the i th target-domain identity

in the next epoch and pi = C(ci |Ŵt ) is the prediction of class
center ci with the parameters Ŵt from the last epoch which
includes K̂ classes. And Wt denotes classifier parameters in
both teacher and student models. Note that the momentum for
stochastic gradient descent (SGD) is updated following the
parameters in the process.

D. Identity Learning

The core of person Re-ID is identifying the persons. For
two heterogeneous networks learning to extract discriminative
representation, there are two level objective functions are
applied. First, at the feature level, the triplet loss

Ltri(f) =
1
n

n∑
i=1

max{ρ + dp − dn, 0} (6)

is applied to guarantee the features can well represent their
corresponding samples. Where f represents a batch of the
features, n = |f| is the size of the batch, ρ is the tiniest
margin between the distance to the furthest positive instance
dp and the distance to the nearest negative instance dn . The
relationship between two instances from the source domain
depends on the ground-truth labels and the pseudo labels for
target-domain samples. Due to the different dimensions of the
features extracted by heterogeneous networks, the triplet loss
can only be applied in a certain subspace.

Then, in the logits level, we apply the cross-entropy loss
with classifiers

LTtid = −
1
n

n∑
i=1

log P
(
ŷi

∣∣C(
tT
i

∣∣[WT
s , WT

t

]))
(7)

LStid = −
1
n

n∑
i=1

log P
(
ŷi

∣∣C(
tS
i

∣∣WS
t

))
(8)

where ŷi is the pseudo label for target-domain example xi
t .

The trainable parameters WT
s , WT

t , and WS
t , respectively,

denote the classifier parameters for the teacher classifying
source-domain samples, the teacher classifying target-domain
samples, and the student classifying target-domain samples.
Meanwhile, to take advantage of the ground-truth label, the
teacher also learns the source-domain knowledge by

LTsid = −
1
n

n∑
i=1

log P
(
yi

∣∣C(
sT

i

∣∣[WT
s , WT

t

]))
(9)

here, yi is the ground-truth label for source-domain sample
xi

s . Note that, with (7) and (9), the classifier C(tT
i |[WT

s , WT
t ])

in the teacher has learned both two domain knowledge while
classifier C(tT

i |WS
t ) for the student learns the target-domain

knowledge only.

E. Asymmetric Mutual Learning

Compare the structure of the CNN and ViT, the most
evident difference is that the ViT can capture long-range
information with its cascaded self-attention modules. However,
CNN only focuses on the local limited by the size of the
convolution kernel. In addition, the CNN inductive bias, which
includes assumptions of the data, can involve information
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that ViT may not consider and the convolution kernel with
a deterministic shape guarantees spatial information. More
intuitively, the features extracted by the two networks have
different dimensions. It ensures the subspaces learned by the
heterogeneous networks are different but makes feature-level
constraints unusable. The asymmetric distillation benefit from
the difference in the patterns that two heterogeneous networks
predict the identity. And focus on twofold: to allow students
access to knowledge from the different subspaces and transfer
the knowledge from the source to the target.

To make the student learn from different subspaces and take
advantage of the reliable source-domain labels, the proposed
DAML transfers the identity knowledge from the teacher
by reducing the Kullback–Leibler divergence between the
predictions of the target-domain features as

Lid =
1
n

n∑
i=1

C
(
tT
i

∣∣WT
t

)
log

C
(
tS
i

∣∣WS
t

)
C

(
tT
i

∣∣WT
t
) (10)

with the above objective function, the student can learn the
knowledge from the teacher which adopts knowledge from
both source and target domain with (7) and (9). However,
domain knowledge is also transferred to students and may
harm the performance in the target domain. The ideal way to
alleviate the distribution effect is to make the teacher predict
identities under the target domain.

Limited by the domain gap, the knowledge learned from
the source domain can not be directly applied to the target
domain. And the goal of the proposed AML is to gain a student
network that adapts to the target domain while benefiting from
the source-domain identity knowledge. Making source-domain
predictions from the teacher similar to the student will transfer
the classifying knowledge learned from the source domain to
the target domain

Ldom =
1
n

n∑
i=1

C
(
sS

i

∣∣WS
t

)
log

C
(
sT

i

∣∣WT
t

)
C

(
sS

i

∣∣WS
t
) (11)

here, WT
t learns source-domain knowledge with (9) while WS

t
only learns the knowledge from target domain. Equation (11)
focuses on making the teacher predict source-domain samples
in the same way as the student. In this way, the student
can better adopt identity knowledge from the source domain
without a domain gap as much as possible. Compared with
(10), the above equation distills the knowledge in a different
direction and together make the student model can distinguish
pedestrian in the target domain.

F. Optimization

The total loss L of DAML can be summarized as

L =
(
LTtid + Ltri(tT )

)
+

(
LStid + Ltri(tS)

)
×λ1

(
LTsid + Ltri(sT )

)
+ λ2Lid + λ3Ldom (12)

where λ1, λ2, and λ3 are hyperparameters to balance the
contributions of individual loss terms.

IV. EXPERIMENTS

A. Datasets

Datasets: We evaluated our method on three public datasets
Market-1501 [58], CUHK-SYSU [59], and MSMT17 [16].

1) Market-1501 contains 32 668 labeled images captured
from 1501 identities by six cameras. The training
set has 12 936 images of 751 identities. In addition,
3368 query images and 19 732 gallery images from the
other 750 identities are used as the testing set.

2) CUHK-SYSU includes 33 901 labeled images of
8432 identities taken in diverse scenes. The train-
ing set is constructed with 5532 identities having
15 088 images, and the rest is used for testing. There
are 2900 images for the query and 6978 images for the
gallery in the testing set.

3) MSMT17 is a large-scale dataset consisting of
126 441 bounding boxes of 4101 identities caught on
12 outdoor and three indoor cameras. Among them,
32 621 images of 1041 identities are used for training
and 93 820 of 3060 identities are used for testing.

B. Experiment Setting

1) Performance Metric: As a UDA task, we select one
dataset as the source-domain dataset and another as the
target-domain dataset. The model is trained with the labeled
source-domain training set and adapts the target domain
through the unlabeled target-domain training set. Then, the
performance is evaluated according to the student network
which work on the target-domain testing set. In our exper-
iments, following the standard metrics, we employ the
cumulative matching characteristic (CMC) curve and the mean
average precision (mAP) score. Our experiments report rank-1,
rank-5, and rank-10 accuracy and mAP scores.

2) Implementation Details: In the most common setting,
we select IBN-ResNet-50 [55] as the teacher network and
ViT-Base [57] as the student network. The batch size is set
to 64 for both the source and target domains. In one batch,
the sampler will select 16 identities and four images for each
identity according to the ground-truth label or pseudo label for
two domains. The input image has a fixed size of 256 × 128.

In the pretraining stage, we first train models 120 epochs
on the source-domain dataset. The teacher CNN model is
optimized by SGD with an initial learning rate of 1 × 10−2

and weight decay of 5 × 10−4 with a learning rate decays at
40th and 70th epoch. The SGD optimizer is with a momentum
of 0.9 and the weight decay of 1 × 10−4 for student ViT. The
learning rate is set to 8 × 10−3, and the cosine schedule is
applied. The input images are augmented with random flip
and randomly erase with 50% probability.

In the fine-tuning stage, we adopted half the learning rate
of the previous stage. Specifically, the learning rate is set to
5 × 10−3 for teacher CNN and 4 × 10−3 for student ViT. And
the total number of training epochs is set to 60. The input
images for two heterogeneous networks are randomly flipped
and erased with 50% probability. We generate the pseudo
labels by DBSCAN [60]. For DBSCAN, we select 0.6 as the
maximum distance α between neighbors and set the minimal
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TABLE I
COMPARISON OF CMC (%) AND mAP (%) PERFORMANCES WITH THE SOTA METHODS ON MARKET-1501, CUHK-SYSU, AND MSMT17

TABLE II
ABLATION STUDY IN TERMS OF mAP (%) AND CMC (%) ON CUHK-

SYSU (CS) → MARKET-1501 (M)

number of neighbors to 2 for CUHK-SYSU and 4 for others.
The hyperparameters λ1, λ2, and λ3 are set to 0.1, 0.7, and
1.2, respectively. At the feature level, the margin ρ for triplet
loss is set to 1.2.

C. Comparison With State-of-the-Art Methods

Since Duke University terminated the DukeMTMC [61]
dataset, which has been widely used for evaluation of UDA
person Re-ID task, the comparison becomes difficult. To meet
the moral and ethical requirements and provide a new baseline
for comparison, we evaluate the performance of some repre-
sentative works which have official open-source codes based
on the CUHK-SYSU dataset. And the results in Market-1501
→ MSMT17 setting is from the authors’ reports. We com-
pare our DAML with SOTA UDA person Re-ID approaches.
MMT [27] applies two networks that have the same struc-
ture for learning from each other with both feature-level
and logit-level constraints. MEB-Net [29] introduces three
homogeneous networks, and the output of each network is
considered comprehensively in the pseudo label generation.
Moreover, UNRN [39] designs a memory bank storing class
centers from both source and target domains to mitigate the
influence of noise labels. As shown in Table I, we evaluate

the performance in four different manners, i.e., Market-1501
→ CUHK-SYSU, CUHK-SYSU → Market-1501, Market-
1501 → MSMT17, and CUHK-SYSU → MSMT17.

1) Comparisons on Large-Scale Datasets: The comparison
results on Market-1501 → MSMT17 and CUHK-SYSU
→ MSMT17 are shown in the bottom of Table I. The
proposed DAML outperforms existing SOTAs by large mar-
gins. Specifically, DAML achieves the Rank-1 accuracy of
65.4% and mAP of 41.4% in the Market-1501 → MSMT17
setting, significantly improving the Rank-1 accuracy by 11.0%
and mAP by 14.8% over the SOTA MMT. When compared
to the SOTAs in CUHK-SYSU → MSMT17 setting, the
performance margin between our DAML and MMT is also
significantly, e.g., the Rank-1 boost is 18.0%, and the mAP
boost is 20.0%.

2) Comparisons on Small-Scale Dataset: We also evaluate
DAML on two small-scale target-domain datasets settings,
Market-1501 → CUHK-SYSU and CUHK-SYSU →

Market-1501, as shown in the top of Table I. Similar to
the results on large-scale datasets, DAML consistently out-
performs current SOTAs. Specifically, we achieve Rank-1
accuracy of 86.2% and mAP of 84.3% in Market-1501 →

CUHK-SYSU setting. Compared with the SOTA MEB-Net,
the Rank-1 and mAP, respectively, improved by 3.0% and
3.2%. Meanwhile Rank-1 accuracy of 93.1% and mAP of
84.1% are gained in CUHK-SYSU → Market-1501 set-
ting. It improves the Rank-1 accuracy and mAP by 4.3%
and 8.1% compared with the SOTA MMT. Note that the
performance on Market-1501 → CUHK-SYSU setting is
even worse than direct transfer. Because there are only two
samples per class in CUHK-SYSU on average and it harms
the pseudo label generation. We will discuss this problem in
Section IV-E4.

The above results demonstrate the outstanding performance
of DAML thanks to its ability to learn knowledge from dif-
ferent subspaces and selectively transfer knowledge between
two heterogeneous networks for UDA person Re-ID.
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TABLE III
INFLUENCE OF DIFFERENT BACKBONES IN TERMS OF mAP (%) AND RANK-1 (%) ON CUHK-SYSU (CS) → MARKET-1501 (M)

D. Ablation Study

In this section, we conduct ablation experiments on CUHK-
SYSU → Market-1501 setting to assess the contribution of
each component by separately removing them from DAML
for training and evaluation.

As shown in Table II, when removing LTsid + Ltri(sT ), the
Rank-1 accuracy drops by 0.3% and mAP drops by 0.5%, since
the reliable identity information is underutilized. It illustrates
that the ability to use the information in the source domain
effectively is an essential factor in determining the model’s
performance. It illustrates the essential to effectively use the
information in the source domain. When removing Lid, which
helps student network to learn the identity knowledge from the
teacher, the performance drops of Rank-1 and mAP are 0.8%
and 0.8%, respectively, compared with the full DAML. The
performance drops due to the ignorance of the knowledge from
the different subspaces in the logit level. And the knowledge
can still transfer to each other through the pseudo label
generation. Similarly, to validate the effectiveness of Ldom,
we remove it from DAML. The result also shows the margin
of the Rank-1 accuracy by 0.6% and mAP by 0.5% to the
complete DAML, which demonstrates that Ldom effectively
helps to make the teacher network predict samples in the
target domain. When the smooth classifier update (SCU) is
not utilized, the parameters for the new classifiers are set
as the new class centers. This leads to a decrease in Rank-
1 accuracy by 2.1% and a decrease in the mAP by 3.1%.
In summary, the inclusion of SCU significantly improves the
performance. This is mainly attributed to SCU’s ability to
preserve optimization momentum, thereby enhancing the opti-
mization process. Additionally, SCU aggregates the parameters
of the classifiers, ensuring the retention of knowledge obtained
from the objective functions. It is worth noting that the
efficiency of optimization plays a crucial role in determining
the effectiveness of the objective function. Consequently, SCU
demonstrates the most substantial progress by addressing this
limitation. The results prove that learning the knowledge from
different subspaces and taking advantage of correct identity
information from the source domain are the two keys to
solving UDA person Re-ID.

E. Discussion

1) Influence of Backbone: To meet the requirement of
heterogeneous networks in the proposed DAML, we introduce
the ViT-Base, which contains more trainable parameters as
the backbone. To clarify the source of performance growth,
we repeat the experiments of MMT [27] and UNRN [39] while
replacing the backbone with ViT-Base. As shown in Table III,
“Backbone” represents the construction to extract features in

TABLE IV
ASYMMETRIC DISTILLATION ANALYSIS IN TERMS OF mAP (%) AND R1

(%) ON CUHK-SYSU (CS) → MARKET-1501 (M)

the testing stage. When the ViT-base replaces the backbone,
the optimization process follows the setting in TransReID [62].
As shown in Table III, after replacing the backbone with ViT-
Base, there is no significant change in results. Limited by
the symmetrical design in mutual learning manner and the
high similarity in the classifying ways of ViTs, the Rank-1
and mAP of MMT dropped 2.1% and 0.8%, respectively. For
the UNRN method, which focuses on making pseudo labels
reliable through the memory mechanism, the ViT brings 0.1%
and 2.3% in Rank-1 and mAP with much more parameters.
Based on the above experiments, we can conclude that the
heterogeneous networks and the asymmetric learning strategy
play a major role in the growth of performance.

2) Heterogeneous Networks Analysis: One of the keys to
improving UDA person Re-ID is learning knowledge from
the different subspaces. To illustrate the effect of heteroge-
neous networks, we train the proposed DAML with different
combinations of teacher and student. From Table IV, we can
figure out that the student with a heterogeneous teacher will
achieve better performance. Specifically, the performance of
student ViT improved by 0.7% and 1.1% in Rank-1 and
mAP with the asymmetric teacher. The results in the student
CNN is similar, Rank-1 and mAP are enhanced by 2.5%
and 5.3%. These experimental results strongly prove the
necessity of using two heterogeneous networks to work as
the teacher and student. And the knowledge from different
subspaces has the capacity to help the student to learn broader
knowledge.

When ViT is seen as the student, the benefit from the
heterogeneous teacher is more evident than the improvement
that CNN works as the student. The heterogeneous teacher
for ViT brings in 1.4% and 2.1% on Rank-1 and mAP. It only
improves Rank-1 and mAP in 0.3% and 0.4% for the student
CNN. This phenomenon can be ascribed to the difference in
the range of receptive field of these two networks that the
former can consider the relationship between any two areas,
but the size of convolution kernels limits the latter. It gives
ViT has the ability to learn the pattern that CNN applied to
classify identities but not vice versa.
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Fig. 3. Visualization results of the models on Market-1501. For each line, we show an input image, the area considered by the pretrained ViT, the pretrained
CNN, and the different combinations of teacher and student in turn.

Fig. 4. Visualization results of the feature distribution on the target domain of CUHK-SYSU → Market-1501 setting by t-SNE. The pretrained CNN and
ViT represent directly evaluate the models trained on the source domain on the target. And DAML CNN and ViT denote evaluating the teacher CNN and
the student ViT that being transferred by the proposed DAML. Each color represents an identity. (a) Pretrained CNN. (b) Pretrained ViT. (c) DAML CNN.
(d) DAML ViT.

3) Visualization: The proposed DAML can make the stu-
dent learn the knowledge from different subspaces. To further
illustrate the effectiveness of DAML, which can selectively
transfer the knowledge between two networks, we apply
Score-CAM [63] to visualize the pixelwise attention areas
on CUHK-SYSU → Market-1501 setting. Fig. 3 visualizes
individual attention patterns for the three people from the
target domain, where each column represents the attention
area of the pretrained CNN, ViT, and the different combina-
tions of teacher-student. From the first two columns, we can
observe that the classifying patterns of CNN and ViT are
different, which states the difference between their embedding
spaces. With these discrepancies, the heterogeneous networks
can be improved by learning knowledge from heterogeneous
networks. In the last four columns, we can find that the
networks mutual learning with heterogeneous networks can
better consider the individual by the whole pedestrian while
also taking into account many details that identify the persons
more efficiently. On the contrary, the recognition patterns of
the networks that mutual learning with the same network
have no significant change. The visualization demonstrates the
function of DAML in learning the knowledge from different
subspaces improving the performance of the student.

We visualize the distribution of features in the target domain
using the t-distributed stochastic neighbor embedding (t-SNE).

As depicted in Fig. 4(a) and (b), the features extracted by
the pretrained models exhibit a lack of distinct boundaries
among different identities. However, upon applying the DAML
method to transfer the models to the target domain, the features
exhibit clear clustering patterns, as evident in Fig. 4(c) and
(d). The pseudo label generation facilitated by knowledge
exchange enables the teacher CNN to effectively classify
pedestrians in the target domain. Furthermore, in the context of
AML, the student ViT does not directly acquire ground-truth
knowledge from the source domain. Consequently, the student
ViT demonstrates improved performance in the target domain,
as evidenced by the well-defined clusters within the red circle
in Fig. 4(c) and (d). In conclusion, the DAML method
facilitates efficient model transfer to the target domain.

4) Samples Augment: Due to the small number of samples
for each class in CUHK-SYSU, the performance of clustering
algorithm is severely limited The simplest and most direct way
to address this problem is by augmenting the samples with
random erase [64] and random crop, which can generate new
samples while keeping the original identity when extracting
features for the clustering algorithm. As shown in Table V, the
performance with augmented data is better than the original.
Specifically, the Rank-1 and mAP are enhanced by 4.4%
and 5.0% when applying the random crop method. Similarly,
the random erase improves Rank-1 and mAP by 4.4% and
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TABLE V
INFLUENCE OF SAMPLE AUGMENT FOR CLUSTERING ALGORITHM IN

TERMS OF mAP (%) AND CMC (%) ON MARKET-1501 (M) →

CUHK-SYSU (CS)

Fig. 5. The impact of hyperparameters (a) α, (b) λ1, (c) λ2, and (d) λ3. The
performances are evaluated on CUHK-SYSU → Market-1501 setting.

4.9%. The above experiment results state the necessity of
enough samples for each class in the clustering algorithm.
Nevertheless, applying both random crop and random erase
is not as effective as applying only one. The Rank-1 and mAP
are only increased by 3.6% and 4.2%. It suggests that the
excessive augment method may harm identity knowledge and
reduce the benefits from the augmented samples.

Compared to datasets collected for research, the number
of identities and the number of samples in each identity
are unknown in a real-world system. And this information
cannot be counted on the raw data unless annotated on
them. However, one of the advantages of UDA Re-ID is
avoiding the annotation on the target domain, and it means the
class-dependent super parameters are not available. Because
clustering algorithms elapse a long time to run on large
datasets and take up most of the total training time, the
super parameter selection experiments may be unacceptable
for real-world systems. Thus, a method without any clustering
algorithm that still can mine identity knowledge from the
target domain may make more sense for applying to the real
world. On the other hand, an efficient data augment method
can restore the UDA methods based on clustering algorithm.

5) Impact of Hyperparameters: We further conduct a
hyperparameter-sensitive analysis for DAML. Fig. 5 illustrates
the impact of various hyperparameters, including α, λ1, λ2,

and λ3, on the Rank-1 accuracy and mAP. The experimental
results demonstrate that DAML is reasonably robust to the
values used to control knowledge transfer, namely λ1, λ2,
and λ3. Specifically, as λ1 increases, which controls the
learning of identity information from the source domain by
the teacher model, the performance gradually decreases. This
indicates that the domain gap between the source domain and
the target domain can negatively affect the performance. For
λ2 and λ3, which control the transfer process in AML, the
curves exhibit clear unimodal characteristics. Importantly, the
performance fluctuation caused by all the hyperparameters is
within 1.2% compared to the overall performance. Regarding
the maximum distance between neighbors, denoted as α, it is
closely related to the quality of clustering. The performance
experiences a significant decrease when deviating from the
parameter settings used in previous methods [27], [29], [39].
Furthermore, an inappropriate setting for the minimum number
of neighbors in DBSCAN can lead to incorrect pseudo labels,
and models gain a disastrous performance. It is worth noting
that the cluster algorithm is not the focus of this article.

V. CONCLUSION

In this article, we proposed the DAML to learn knowl-
edge from a broader scope via AML with heterogeneous
networks for UDA person Re-ID. Our method aims to learn
the knowledge from various subspaces and transfer the identity
knowledge from the source to the target domain. The for-
mer can improve feature expressiveness while also rectifying
potential faults during training. The latter takes full advantage
of the identity knowledge from the source domain to improve
the performance in the target domain. Specifically, DAML first
generates the pseudo labels according to the features extracted
by heterogeneous networks, which are more reliable due to
the consideration of various subspaces. And the knowledge
from two subspaces can be exchanged in a hard distillation
manner in this process. With the SCU, the classifiers can
maintain the knowledge from the last epoch. Then, the teacher
will train on both source-domain and target-domain datasets
to utilize the ground-truth label and transfer the knowledge
to the target domain with the domain knowledge from the
student. To better adapt to the target domain, the student only
trained on the target-domain dataset and benefited from the
guidance from the teacher, which had learned the source-
domain knowledge. Experiments on four different experiment
settings prove essential to learn the knowledge from various
subspaces and demonstrate the effectiveness of the proposed
DAML for UDA person Re-ID.
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