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Abstract

Conversational search enables the users to in-
teract with the systems by multi-turns to ad-
dress their complex information needs, which
consist of two key components: retrieval and
generation. Although retrieval has achieved sig-
nificant improvement recently by understand-
ing context-dependent queries, response gener-
ation has not been well studied. The existing
methods only adapt the single-turn retrieval-
augmented generation (RAG) pipeline, which
overlooks the historical information (e.g., his-
torical search results) as the conversation dives
in. In this paper, we first define conversational
RAG scenarios and verify the feasibility of
leveraging historical turns for current turn RAG,
e.g., the historical search results and the turn de-
pendency. Then, we investigate various strate-
gies toward a better practice for conversational
RAG on three public benchmarks and demon-
strate the effectiveness of integrating abundant
information in historical turns. We also analyze
the potential principle behind our observations,
aiming to understand when and why histori-
cal information can contribute to the conversa-
tional RAG, which could facilitate the build-up
of modern conversational search systems.

1 Introduction

Conversational search enables users to interact with
the systems through multiple turns to address their
complex information needs with two key compo-
nents: retrieval and generation (Gao et al., 2022;
Zamani et al., 2023; Zhu et al., 2023). The retriever
first identifies the relevant passages from external
resources, and then the generator further crafts an
exact response based on the search results. Al-
though existing studies on conversational retrieval
have achieved significant improvements by leverag-
ing the abundant historical information (Lin et al.,
2021; Yu et al., 2021; Mo et al., 2024c), how to
conduct response generation within conversational
scenarios is not well-studied in the literature.

With the development of large language models
(LLMs) (Ouyang et al., 2022; Chen et al., 2024b),
the conversational mode becomes a common prac-
tice to generate desirable content for the users.
However, most existing methods (Dinan et al.,
2018; Fang et al., 2022) simply adapt the single-
turn retrieval-augmented generation (RAG) (Lewis
et al., 2020) pipeline even under the conversa-
tional scenario, which first reformulate the context-
dependent query of current turn and leverage its
associated retrieved results as the input for the re-
sponse generation. Such a paradigm overlooks the
information from historical turns and might result
in sub-optimal performance.

Different from the single-turn scenario, the con-
versational interface could produce more abundant
information, e.g., the historical query-response
pairs, their associated retrieved results, the implicit
turn dependency, etc, which might be useful for
the response generation of the current turn as illus-
trated in Figure 1. The assumptions behind are 1)
some top-rank historical retrieved passages might
be highly relevant to the current query (Mo et al.,
2024c) serving similarly as the pseudo relevant
documents in pseudo relevance feedback (Xu and
Croft, 1996), but are not retrieved or top-ranked for
the current turn due to the limited performance of
conversational retrieval (Kim and Kim, 2022); and
i) the context-dependent query in conversation is
usually ambiguous and complex even after refor-
mulation, which requires de-noising the retrieved
context by enhancement (e.g., with similar aspects
contained in historical search results) (Chan et al.,
2024) or diversification (e.g., with multi-aspect con-
tained in history) (Wang et al., 2024).

However, leveraging the information from histor-
ical turns is non-trivial, due to the difficulty of mod-
eling the lengthy and long-tailed conversation and
the efficiency requirements for content generation.
Besides, incorporating all historical information
with respect to the current turn is infeasible since
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Figure 1: Illustration of the available historical information, e.g., turn dependency and historical retrieved results,
within multi-turn scenarios (right), which are overlooked in existing single turn RAG pipeline (left).

it would surpass the constraints of model context
input and computing resources or raise the risk of
injecting additional noise. Even with the advance
of long-context LLM, to exploit accurate historical
information for LLM-based generation is still nec-
essary for better performance, which is proved in
existing literature (Yu et al., 2024; Xu et al., 2024)
and our studies in Sec. 3.2 Thus, it is critical to in-
vestigate how the information from each historical
turn can be leveraged to improve response gener-
ation performance for the current turn query in an
effective and efficient way.

In this paper, we design various approaches to
leverage information from historical turns for re-
sponse generation in conversational search. We
address the following research questions:

RQ1: How feasible to leverage historical turns to
improve the generated response of the current turn?
RQ2: What is the better practice to leverage histori-
cal turns for the current turn’s response generation?
RQ3: Why the information from historical turns
can contribute to the generation of the current turn?

To address these inquiries, we first verify the ef-
fectiveness of leveraging oracle retrieved evidence
from historical turns and the preliminary results of
practical scenarios to motivate our approaches and
define the task of conversational RAG. Then, we
investigate different strategies to improve the task
performance from different aspects, including inte-
grating the search results, capturing and leveraging
the turn dependency, and identifying the histori-
cal evidence. The principle is to decide how to
leverage the information from historical turns for
the current turn’s generation based on the LLMs.
We conduct the experiments across three conversa-
tional search benchmarks and further analyze the
observation of using various historical information.

Our contributions are summarized as follows:
(1) We verify the feasibility of leveraging historical
turns, not limited to the query-response pairs, to

improve the performance of the generated response
of the current turn and define the new task/scenario
of conversational RAG. (2) We investigate differ-
ent strategies to leverage historical information for
better performance of conversational RAG across
three benchmarks. The experimental results demon-
strate the effectiveness of our solutions by outper-
forming a set of baselines. (3) We analyze the
potential principle behind our observations, aim-
ing to understand how historical information can
contribute to the conversational RAG, which could
facilitate the modern conversational search system.

2 Related Work

Conversational search provides an interaction in-
terface so that users can elaborate more complex
search requirements with multi-turns, where re-
trieval and generation are two key components.
Conversational Retrieval. Two main methods
have been developed to achieve conversational re-
trieval: conversational query rewriting and con-
versational dense retrieval. Conversational query
rewriting (Voskarides et al., 2020; Wu et al., 2022;
Qian and Dou, 2022; Mao et al., 2023b; Mo et al.,
2023a; Ye et al., 2023; Jang et al., 2023; Mo et al.,
2024a,e) aims to convert context-dependent queries
into stand-alone ones, then any off-the-shelf retriev-
ers can be applied. Another method, conversational
dense retrieval (Lin et al., 2021; Kim and Kim,
2022; Mao et al., 2022b, 2023c; Jin et al., 2023;
Mao et al., 2024; Mo et al., 2024b,d; Chen et al.,
2024a; Cheng et al., 2024) learns to encode the
user’s real search intent and candidate documents
into latent representations and performs dense re-
trieval, which leverages conversation-document rel-
evance as supervision signals.

Conversational Response Generation. In the con-
text of conversational search, the most related work
for response generation is retrieval-augmented gen-
eration (RAG) (Lewis et al., 2020), which aims to



craft the response for a single-turn query with re-
trieved external knowledge. The literature focuses
on improving the response accuracy (Jiang et al.,
2023; Zamani and Bendersky, 2024), detecting and
reducing the hallucination (Shuster et al., 2021;
Su et al., 2024), arousing the reasoning ability of
LLMs (Asai et al., 2023b; Kaddour et al., 2023),
fine-tuning the LLMs with external knowledge (Lin
et al., 2023), etc, but not explores leveraging the
abundant conversational information.

Some earlier studies (Zheng et al., 2020; Meng
et al., 2020; Ren et al., 2021) have attempted to
select the knowledge provided in previous dialogue
content to improve the generation for current turn,
but the candidate knowledge is provided in a lim-
ited pool rather than an open-retrieval setting (Qu
et al., 2020), which is impractical. Although some
recent studies (Pan et al., 2024; Ye et al., 2024; Roy
et al., 2024) attempt to investigate the response
generation within the conversational scenario, they
still simply adapt the single-turn RAG pipeline by
only leveraging the reformulated query of the cur-
rent turn and its associated retrieved ranking list for
response generation, which overlooks the historical
search results and conversational turn dependency
after the query rewriting. Different from them, our
studies aim to figure out the principle of leveraging
more historical information to improve current turn
response generation, which is defined as following.

3 Motivation

3.1 Task Definition of Conversational RAG

A conversational session contains the current query
qn, and n— 1 historical turns H,, = {q;, P;, i ;7‘:_01,
where {P;}7~ and r; denote the search results and
generated response of each preceding turns, respec-
tively. The conversational search system require
to retrieve top-k relevant passages P, = {pL, }F_,
from a large collection C, then apply a mechanism
M to manipulate the input for the generator model
as GIN = M(qn, Pn, Hn). We expect the perfor-
mance of the final generated response could be
better by leveraging {P,}"—, compared with using
‘P,, only, while the challenge lies in what and how
to use the information in the historical turns #,,.

3.2 Effectiveness of Historical Search Results

We first address the RQ1 under oracle and practical
settings, by comparing the quality of the generated
response between using the search results from the
current turn only and incorporating with the ones

Used History t ~ TopiOCQA QReCC OR-QuAC
Turn’s evidence ~ F1 EM Fl EM Fl EM

t=0 400 6.7 291 75 184 95
t=1 424 77 300 91 193 104
t=3 447 98 317 89 198 11.0
t=all 453 106 321 9.7 202 123

Table 1: Performance of response generation by using
different historical turns’ evidence in oracle setting.

Used top-k TopiOCQA QReCC OR-QuAC
retrieved evidence ~ F1 EM F1 EM Fl1 EM
cur. top-3 228 42 233 32 1211 6.6

+his. top-3 327 69 275 51 144 8.1
cur. top-10 233 45 237 41 136 173
cur. top-20 244 41 236 34 140 79

Table 2: Performance of response generation by using

current turn’s retrieved results with different top-k and

incorporating with historical ones in practical setting.
Used top-k TopiOCQA  QReCC  OR-QuAC
retrieved evidence F1 EM F1 EM FlI EM

top-5Sw/.gold 29.1 4.6 285 9.1 17.1 9.6
top-10 w/. gold 27.6 44 273 85 168 87
top-15w/. gold 27.1 39 269 82 164 82
top-20 w/. gold 262 3.8 264 81 162 79

Table 3: Performance of response generation by using
different top-k of current turn and always replacing the
top-1 as the gold evidence in mixed setting.

from historical turns based on the used LLM. Be-
sides, we further analyze a mixed setting to evaluate
the context de-noise ability. The verified experi-
ments are conducted on three conversational search
datasets, with the setup described in Sec. 5.1.
Oracle Setting. The oracle setting assumes the
gold evidence would be retrieved by an oracle re-
triever for each query turn. From Table 1, we can
observe that incorporating historical turn’s gold ev-
idence can improve the quality of the generated
response, and using evidence from more previous
turns can consistently improve it.

Practical Setting. For a practical setting, only the
retrieved top-k ranking list is available rather than
the gold ones. As present in Table 2, incorporating
historical retrieved evidence (+ his. top-3) achieves
better performance than the single-turn RAG (only
cur. top-k). Although using a larger k for the
current turns’ retrieved ranking list might slightly
improve the generation performance, it still under-
performs the one with historical retrieved evidence
and increases the latency cost.

Mixed Setting. For a mixed setting, we combine
the previous two settings by replacing the top-1
rank position with the gold evidence and keeping
the remaining retrieved evidence in the ranking list.



Symbol Functionality

el Rank P,, U {771-}?:_11 for query turn ¢,
T’vdee Judge information needs between gy, and {¢; )7
THEL Generate 7, with grounded passages Pindex

Table 4: Illustration of the instruction for each strategy.

The goal is to evaluate the context de-noise ability
of the generator model, which can be considered as
long-context LLLM evaluation since the supported
context length of the employed LLM is longer than
sum up input information.

Table 3 shows that although the gold evidence
is ranked in the top position, the generation perfor-
mance keeps dropping as the k becomes larger. The
results indicate that the longer input context might
be challenging for the generator to deal with even
though the gold evidence is included. This obser-
vation is the same as the previous studies (Xu et al.,
2023; Jiang et al., 2024) that the existing LLMs sup-
ported with longer input context windows might
not always deal with long context de-noise. Thus,
filtering the noise within the input context before
generation is necessary, especially under conversa-
tional scenarios with abundant available context.

The high impact of leveraging historical infor-
mation for current turn response generation in the
above observations confirms our conjecture for
RQ1. Then, the problem is how to use the histor-
ical information (RQ2) and understand why they
can contribute to the conversational RAG (RQ3).

4 Methodology

Although the historical retrieved passages might
contain useful information for current turn gener-
ation, it is infeasible to incorporate them from all
previous turns as the conversation dives in, due to
the efficiency concerns and the de-noising require-
ment within the context ,, from the historical
turns for better generation performance. Thus, it is
crucial to conduct conversational context modeling
to deal with the complex requirements of informa-
tion identification. To alleviate the above risks, we
design three strategies based on the powerful ca-
pacity of LLMs to conduct response generation in
the context of conversational scenarios from differ-
ent aspects, including integrating the search results
(Sec. 4.1), capturing and leveraging the dependency
of historical turns (Sec. 4.2), and identifying the
evidence from historical context (Sec. 4.3). The
instruction and corresponding function for each
strategy are summarized in Table 4. We aim to ex-
plore a better practice of leveraging historical turns

for conversational RAG with LLMs and test their
ability to deal with complex historical information.

4.1 Search Results Integration

Some useful information might be contained in
top-ranked historical retrieved passages but fail to
be retrieved or not top-ranked for the current turn.
Thus, the search results from historical turns could
be supplementary to the retrieved set used for the
response generation of the current turn. Formally,
given the retrieved passages from the current (n-
th) turn P, = R(qn,C) and each its associated
historical turn {P;}'-}' = R({q;}]'-}',C) by are-
triever R, the designed mechanism MSR! acts as
a re-ranker to obtain the final input retrieved set
by reordering the passages from 7, and {P;}7=".
Concretely, the candidate passages P, with new
order is obtained according to the pair-wise prefer-
ence S determined by instructing the LLMs with
TSR where PV C GIN as following:

,P1I11,ew = MSRI (an P’Vla {(q’ta Pi)}?:_ola ISRI)

S (Qnupft) )
S (Qn S qupi) ’

where v € [0,n] denotes the candidate passage
p!, is from the top-k ranking list of u-th turn and
{P.} € P, U {P;}!]". Different from the tradi-
tional re-ranking, we not only consider the current
query g, but also append the historical query g,
when the candidate passage pl, is from previous
turns. The principle we use is to enhance the con-
versational modeling by providing explicit seman-
tics of historical turns and avoiding topic drift when
applying S to the candidate query-passage pairs.

fu=n

7(qn, {P}) = { S

4.2 Historical Turns Dependency

The previous studies (Mao et al., 2022a; Mo et al.,
2023b) demonstrate that simply leveraging the in-
formation from all historical turns might inject
noise to the model and adapting single-turn RAG
pipeline without further conversational context
modeling is sub-optimal according to our obser-
vation in Table 2. Thus, we design a strategy to
first capture the dependency of historical turns and
then leverage them for response generation after the
retrieval procedure. This strategy can also help to
reduce the latency cost of the system by maintain-
ing only the relevant queries based on the captured
turn dependency. Concretely, we instruct the LLMs
with Z''2¢ to interactively determine whether a
given query pair shares similar information needs



between the current (n-th) turn with each associ-
ated historical turn and eventually obtain a binary
judgment list J,, as Eq. 1, where |J,| = n — 1.

Jp T (g, q0), i€[0,n—1] (1)

Then, we explicitly select which historical turns
would be used for response generation based on the
turn dependency judgment results from J with two
different strategies as shown below.

Dep™(H,) = {H/}, Juli] =1
DepS°(H,) = M @ ---H) |, min{i|J,[i] = 1}

The Dep-Hard strategy retains only the turn with
similar information needs, while Dep-Sof't starts
retention from the first turn judged as with simi-
lar information needs. The Dep-Soft allows more
flexible turn dependency by maintaining transitions
across consecutive turns. By applying the specific
selection mechanism MP®P on the historical infor-
mation H,, to produce the input context based on
the judgment list J,, as Eq. 2, we expect to reduce
the noise contained in the input of generator GIN
and improve the efficiency for the response genera-
tion in inference.

g;LN — MDep(qn’ DepHard/SOﬁ(Jn, an))

4.3 Historical Evidence Identification

2

Evidence identification is widely used in single-
turn RAG systems (Gao et al., 2023) aiming to
increase the credibility of the generation results
and arouse the self-check ability of LLMs to ob-
tain a more accurate answer (Asai et al., 2023b).
Inheriting a similar idea, we design the historical
evidence identification (HEI) strategy to not only
provide the answer but also indicate the referenced
historical retrieved passages. Specifically, by in-
structing the LLMs with ZHEL the output of current
(n-th) turn should contain two parts of information,
the response r,, for the query ¢,, and the grounded
passages Pindex to 1., as Eq. 3.

J— MHEI (IHEI (qn, Pn, Hn) | P};’ldex) ,
where P C P, U (P}

This strategy also helps us to re-examine the im-
plicit conversational modeling ability of LLMs by
explicitly obtaining their attention on historical in-
formation. In other words, we can test whether
the LLMs enable to identify the useful informa-
tion from each historical turn by comparing 7Pirdex
and J, from Eq. 1 for each turn, rather than just
modeling on the historical query-response pairs.

3)

S Experiments

The experiments are designed to answer the re-
search questions RQ2 and RQ3 by evaluating our
three strategies proposed in Sec. 4 and analyzing
the experimental observations, respectively.

5.1 Experimental Setup

Datasets and Evaluation Metrics. We evaluate
our methods on three widely-used conversational
search datasets, including TopiOCQA (Adlakha
et al., 2022), QReCC (Anantha et al., 2021), and
OR-QuAC (Qu et al., 2020). Each of them contains
the ground-truth for both passage retrieval and re-
sponse generation. The statistics and more details
of the datasets are provided in Appendix B.1. The
evaluation metrics contain two parts with respect to
the retrieval and the generation. For conversational
retrieval, we deploy the NDCG @3, Recall@3, and
Precision@3 for top-ranked results (Dalton et al.,
2020). For evaluating response generation, we em-
ploy F1, Exact Match (EM), Accuracy (Acc.), and
LLM-EM following the previous studies (Jeong
et al., 2023; Asai et al., 2023b; Pan et al., 2024).

Baselines. We compare our methods with a variety
of prompt-based systems that can mainly be classi-
fied into three categories. More precisely, the first
group is LLM-based reasoning methods, includ-
ing Zero-Shot (ZS) (AnthropicAl, 2023), Chain-
of-Thought (CoT) (Wei et al., 2022), and Tree-
of-Thought (ToT) (Yao et al., 2024). The sec-
ond group integrates with retrieval-augmented gen-
eration (RAG) component on top of the previ-
ous systems, including vanilla RAG (Asai et al.,
2023a), Self-Ask (SA) (Press et al., 2023), Rea-
soning and Action (ReAct) (Yao et al., 2023), and
Demonstrate-Search-Predict (DSP) (Khattab et al.,
2022). The third group leverages historical informa-
tion to conduct response generation for the current
turn, which is our target defined as conversational
RAG. Among them, the Conversational Chain-of-
Action (CCoA) (Pan et al., 2024) relies on a dynamic
reasoning-retrieval mechanism that extracts the in-
tent of the question and decomposes it into a reason-
ing chain with an updated contextual knowledge
set. The Our-Base and Oracle serve as our base-
line and the ideal situation of our proposed methods
corresponding to the practical and oracle settings
in Sec. 3.2, respectively. Note that the Our-Base
can be considered as a long-context LLM method,
which directly takes all the information as model
input without specific identification/de-noising.



Dataset Reasoning-based with RAG Conversational RAG

ZS CoT ToT RAG SA React DSP CCoA Our-Base Our-SRI Our-Dep Our-HEI Oracle
TopiOCQA 60.1 639 58.7 645 662 668 649 684 72.1 5.2 75.0 76.3 89.1
QReCC 52.8 545 506 552 549 568 583 607 63.3 64.8 63.9 66.5 73.2
OR-QuAC 385 428 377 439 44,6 453 468 49.7 50.0 51.7 50.4 53.7 64.1

Table 5: The performance comparison among different systems, including reasoning-based methods (with RAG) and
conversational RAG-based ones. The reported scores are exact match via instructing LLM (LLM-EM) following
(Pan et al., 2024). Bold and underline indicate the best and the second-best results except the Oracle.

Methiod TopiOCQA QReCC OR-QUAC

N@3 R@3 P@3 FI EM N@3 R@3 P@3 Fl EM N@3 R@3 P@3 Fl EM
Vanilla RAG 244 42 23.6 34 140 79
OurBase 305 379 126 S, o 405 477 176 Sio O 4T 516 194 0 o
+SRI-TS 334 405 135 329 72 486 562 207 273 79 500 575 214 167 10.1
+SRI-LLM 349 41.0 137 337 83 549 609 223 278 82 525 571 205 17.1 104

Table 6: The performance of retrieval and response generation across three conversational search datasets. The
results of retrieval are based on the ranking list of current turn, while the SRI strategies integrate the ranking list of
historical turns with the current turn. Thus, the generation of Our-Base leverages the ranking list of both historical
and current turns, while the others are based on the current turn only. Bold indicates the best result.

Implementation Details. We deploy ANCE re-
triever for searching relevant passages (Xiong et al.,
2020) and Claude-Sonnet (AnthropicAl, 2023) as
the generator to obtain the final response. The
results of using the other LLMs are provided in
Appendix C.3. For each of our proposed strate-
gies to manipulate the input for generation, we
still use Claude-Sonnet as the backbone model
and investigate the other LLMs in ablation studies.
For search results integration, we also implement
monoT5 (Nogueira et al., 2020) for comparison.
To make the baseline methods directly comparable,
we follow the evaluation protocol from (Pan et al.,
2024) to implement the compared systems with
the same instruction by using our deployed LLM.
More details can be found in Appedix B.2.

5.2 Results Comparison

Table 5 shows the comparison of the results be-
tween our investigated methods and previous stud-
ies on three conversational datasets in terms of
response generation. First, we observe that leverag-
ing the historical information within conversational
RAG scenarios consistently outperforms both the
single-turn RAG-based and the reasoning-based
prompt systems. Among the conversational RAG
systems, our Base system reports an absolute gain
of 3.7%, 2.6%, and 0.3% over the previous best
system ConvCoA on each dataset and our proposed
three strategies SRI, ST, and HEI significantly im-
proves the performance on top of it. The strong
effectiveness is attributed to the sophisticated strate-

gies to leverage historical turns. The impact of each
strategy is provided in the following sections.
Besides, we notice that although leveraging the
reasoning ability (e.g., CoT) and further adapting
the external retrieved knowledge (e.g., SA, React,
and DSP) can improve the performance of response
generation, ignoring historical information within
multi-turn scenario limits the better results, which
suggests that using suitable historical search results
is necessary to contribute to the current turn re-
sponse generation. We also find that there is still
improvement room compared with oracle results,
indicating a better strategy to leverage historical
information is desirable, e.g., integrating different
strategies, where we leave for future exploration.

5.3 Impact of Search Results Integration

Table 6 presents the retrieval and response gener-
ation performance on three conversational search
datasets. We can see that the Our-Base method us-
ing historical ranking list generally outperforms the
Vanilla RAG which only uses the current turn’s
search result, demonstrating the necessity of lever-
aging historical search results. Besides, applying
our search results integration (SRI) strategy can
further improve the retrieval performance and gen-
eration quality. We find that using LLM for SRI
performs better than deploying monoT5, implying
better results could be produced by higher model
capacity. The performance improvement by SRI
strategy indicates the usefulness of the search re-
sults from historical turns for response generation.



Although the effectiveness of retrieval for RAG
is still an open question in the community (Salemi
and Zamani, 2024), our observations suggest the
correlation in terms of effectiveness between re-
trieval and generation, i.e., improving the perfor-
mance of retrieval can help promote the quality of
response generation although it could be slightly in
some cases. Thus, we leave the alignment between
these two components, i.e., improving generation
to match that of retrieval, in future work. The re-
sults based on the other evaluation metric can be
found in Appendix C.1.

5.4 TImpact of Historical Turns Dependency

Effectiveness and Efficiency. Table 7 shows the
results of leveraging the turn dependency judgment
information in terms of effectiveness and efficiency.
We can observe that both strategies can reduce
the latency cost, i.e., lower average input token
(Avg. |T'|) per turn for the generator model. The
Dep-sof't that maintains more implicit turn depen-
dency can obtain better effectiveness and even out-
perform Our-Base by eliminating the noise, while
the Dep-hard might result in a degradation due
to the information loss. The results imply that the
judgment for turn dependency from LLM might not
exactly be accurate but can still help in achieving
effectiveness and efficiency trade-off. This trade-
off is important in the RAG task as the context-
denoising requirement, especially the input context
is usually much longer in conversational scenar-
ios as the corresponding analysis provided in Ap-
pendix C.2. Overall, although the implicit transi-
tion among historical turns is still hard to capture,
it is still a crucial factor for performance improve-
ment with appropriate adaption.

Method TopiOCQA QReCC OR-QuAC
F1 Ave.|T| Fl Avg |T| F1  Avg |T|
Our-Base 327 8327 247 9434 144 8503
+ Dep-hard 239 1137 21.0 5438 15.7 4992
+ Dep-soft 33.2 3579 26.1 6004 159 5650

Table 7: The performance of the generated response
with turn dependency judgments information based on
two different strategies. The Avg. |T'| denotes the aver-
age number of input tokens (prompt) for the generator.
Usefulness of Historical Turns. Table 8 shows the
statistical results of how historical turns contribute
to the current turn from the aspect of the search in-
tent. By applying the Dep-soft on top of the Base
method, we can see that more than 30% of query
turns have performance improvement, indicating

the effectiveness of our strategy again. Besides,
we aim to understand whether the improvement
is attributed to the historical turns with similar in-
formation needs that served as context-denoising
(De-noise) or the not similar ones that act to im-
prove search results diversification for current turn
(Diversify). This is calculated by the percentage
of whether a historical turn is judged as sharing
similar information needs with the current turn as
Eq. 1 among the improved turns. Then, we can
see that context-denoising contributes much more
than search results diversification on TopiOCQA,
which contains frequent topic-switch phenomena
within the conversation. This trend is alleviated in
QReCC and OR-QuAC, whose conversations are
mostly around the same topic.

Dataset Improve De-noise Diversify
TopiOCQA  47.42 73.69 26.31

QReCC 32.70 58.56 41.43
OR-QuAC 37.80 56.94 43.06

Table 8: The statistical results (percentage) of how his-
torical turns contribute to the current turn response gen-
eration and the attribution of the improvement with re-
spect to context-noising or search results diversification.

5.5 Impact of Historical Evidence

Identification
Method TopiOCQA QReCC OR-QuAC
Acc. HD% Acc. HD% Acc. HD%
Our-Base 33.0 - 5.1 - 8.0 -

w/. HEI 388 602 11.8 787 143 804

Table 9: The performance of applying historical evi-
dence identification (HEI) and analysis of how LLMs
can capture the historical dependency (HD%) by calcu-
lating the ratio of grounding on historical passages to
total grounding evidence for each turn.

Table 9 describes the impact of applying the his-
torical evidence identification (HEI) strategy and
explicitly reflects to what extent the LLMs can
capture the historical dependency (HD%) by calcu-
lating the ratio of grounding on historical passages
to total grounding evidence for each turn. We ob-
serve a significant improvement of accuracy after
applying the HET strategy across all datasets, which
might be attributed to explicitly guiding the LLM
to pay attention to the retrieved passages from his-
torical turns, that might be homogeneous and can
enhance the similar information contained in the
current turn. For the historical dependency analy-
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Figure 2: Impact of historical turns at the generation score with different strategies on three datasets.

sis, we find that the LLMs could leverage historical
information to contribute to the current turn genera-
tion, especially when the conversation is around the
same topic (QReCC and OR-QuAC). Further ex-
ploration could guide the LLMs to identify useful
information in historical turns.

5.6 Impact of Statistic of Ranking List

In this analysis, we aim to understand why his-
torical retrieved results can contribute to current
turn response generation from the aspect of the in-
formation in the ranking list rather than the final
performance of conversational RAG. The statistical
results are shown in Table 10.

The hit information of Bottom and History de-
note the gold evidence of the current turn is ranked
between 3 to 100 in the ranking list and occurs
in any previous turns’ top-3 results, respectively.
These two statistics show the correlation between
the position of gold evidence and the ranking list of
both current turn and historical turns, where lower
Bottom Hit and higher History Hit are bene-
ficial for leveraging historical turns for response
generation. Besides, the Supplement denotes the
overlap of the passages retrieved beyond the top-3
of the current turn and the ones ranked at the top-3
of any historical turns, which means the historical
top retrieved results might supply the evidence used
for response generation. We observe that applying
our SRI strategy can reduce the Bottom Hit and
enhance the History Hit and Supplement, which
implies the utility of historical search results.

5.7 Impact of Historical Turns

In this experiment, we study the impact of the his-
torical turns for various strategies. We use their
per-turn F1 score for generation evaluation. As
shown in Figure 2, the performance of vanilla RAG
keeps dropping as the conversation diving in and
consistently underperforms our proposed methods.

Category TopiOCQA QReCC OR-QuAC
Bottom Hit | 35.08 37.55 30.52

+ SRI 33.43 35.20 28.00
History Hit T 16.80 48.77 65.56

+ SRI 21.01 52.63 68.65
Supplement 74.14 87.50 85.21

+ SRI 75.62 87.54 86.13

Table 10: The three statistical results (percentage) of the
ranking lists with or without applying SRI strategies.

This is because as the conversation becomes longer,
the difficulty of context modeling increases, while
the vanilla RAG lacks a specific design for lever-
aging historical information except for the query-
response pairs. Among our approaches, different
strategies can keep an even trend as the historical
turns increase due to the effectiveness of leverag-
ing historical search results and the information of
turn dependency modeling. Besides, various perfor-
mances are observed on the different datasets and
the three specific designed strategies are generally
better than the base method.

6 Conclusion and Future Work

In this paper, we provide the first exploration of
leveraging historical turns for retrieval-augmented
generation (RAG) in conversational search by defin-
ing and verifying the new task scenario, conversa-
tional RAG. We investigate various strategies to
incorporate historical information to improve the
performance of response generation. Experimental
results on three conversational search benchmarks
demonstrate the effectiveness of our methods by
comparing them with existing systems. The thor-
ough analysis of our approaches and observations
reveals the potential principle and effectiveness of
historical turns. Future work could explore training-
based methods by generating available supervision
signals to guide the generator to leverage useful
information in historical turns.



Limitations

Our study demonstrates the feasibility and effec-
tiveness of leveraging historical information, e.g.,
historical search results and turn dependency, for
response generation in conversational search, while
the potential limitations are three aspects that can
be explored in future studies.

First, in addition to using the query-response
pairs in existing studies, we attempt to leverage the
historical search results and the turn dependency
for response generation, while more historical in-
formation can be explored, e.g., the query type
of historical turn (Bolotova et al., 2022), the user
thought modeling (Mao et al., 2023a), the historical
user feedback (Owoicho et al., 2023), etc.

Second, it is important to understand the po-
tential principle for the effectiveness of historical
turns, where we inherit the evaluation metric from
previous studies and provide empirical and quanti-
tative analysis to explore it. However, the existing
evaluation metric on the generation tasks might not
reflect all aspects as it is an open question in the
research community, especially in the context of
RAG (Salemi and Zamani, 2024). Thus, conduct-
ing more qualitative analysis and necessary human
evaluation might be helpful for interpretability and
can provide concise guidance for understanding
what kind of historical information is useful within
different scenarios (Wu et al., 2023).

Third, we develop three LL.M-based training-
free strategies to leverage various historical infor-
mation as initial exploration. More sophisticated
methods can be designed to achieve better perfor-
mance, such as a combined or multi-step strategy
to cover or reason (Yue et al., 2024) different as-
pects of historical information, a mechanism to
identify/evaluate useful parts of the context in his-
torical turns, and a training-based method with suit-
able supervision signal to guide the existing LLMs,
which might not be optimized toward historical
information leverage (Yu et al., 2024).
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Appendix A.3 Historical Turns Dependency Judgment

A Prompt

. . . Historical Turns Dependency Judgment
In this section, we list the prompts that we have

carefully designed for different proposed strategies,
as well as the prompts used for response generation.

[System Prompt]: You are an expert evaluator. For
an information-seeking dialog, given the Current
Question, please select all the Historical Questions

A.1 Search Results Integration

Search Results Integration

[System Prompt]: You are an intelligent ranker. For an
information-seeking dialog, please rank the retrieved
passages from each utterance according to the utility
to help you answer the current question.

[User Prompt]: For an information-seeking dialogue,
I will provide you with {top-k * (turn - 1)} historical
retrieved passages with their associated queries and
{top-k} passages for current query, each indicated by
number identifier []. Rank the passages based on their

helpfulness to answer the current query: {g¢; }

\

A.2 Historical Evidence Identification

Historical Evidence Identification

[System Prompt]: This is a chat between a user
and an artificial intelligent assistant. The assistant
gives helpful, detailed, and polite answers to the
user’s questions based on the retrieved evidence from
historical turns and current turn. The assistant should
also indicate when the answer cannot be found in the
context and then answer based on its own knowledge.

[User Prompt]: Historical Question 1: {q:}. Response
1: {r1}. Evidence id: [pid_1, pid_2, ..., pid_k]. Evi-
dences: [psg_1, psg_2, ..., psg_k]

Historical Question 2: {g2}. Response 2: {r2}. Evi-
dence id: [pid_1, pid_2, ..., pid_k]. Evidences: [psg_1,
psg_2, ..., psg_k]

Historical Question n-1: {gn—1}. Response n-1:
{rn—1} Evidence id: [pid_1, pid_2, ..., pid_k]. Ev-
idences: [psg_1, psg_2, ..., psg_Kk].

Current Evidences: [psg_1, psg_2, ..., psg_k]. Current
Question: {g;}. Please give a complete answer to the
question. Cite the evidences that supports your answer
within brackets []. The output format should be:
Answer:

Citation: []

Current Question: {g;}.

Never ask for clarification, say you don’t understand

or explain the reason. Go ahead!
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that contain similar information needs. The output
should be a list that only contains the index of selected
questions.

[User Prompt]:
Historical Question 1: {q1}. Response 1: {r1}
Historical Question 2: {g2}. Response 2: {r2}

Historical Question n-1: Response n-1:

{an—1}.
{rn-1}

Current Question: {g;}.

Now, you should give me the selected Historical Ques-
tions. The output format should be a list that only
contain the index of selected questions, e.g., [1, 3, 5].
Never ask for clarification or say you don’t understand

the selection. Go ahead!

A.4 Conversational Retrieval-Augmented
Response Generation

Conversational Retrieval-Augmented Re-

sponse Generation

[System Prompt]: You are an intelligent generator.
For an information-seeking dialog, please help
generate the answer that can fully address the user’s
information needs based on the historical conversation
and retrieved evidence.

[User Prompt]: Historical Question 1: {g1}. Evi-
dences: [psg_1, psg_2, ..., psg_k]. Response 1: {r1}.
Historical Question 2: {g2}. Evidences: [psg_1,

psg_2, ..., psg_k]. Response 2: {r2}.

Historical Question n-1: {g,—1}. Evidences: [psg_1,
psg_2, ..., psg_k]. Response n-1: {r,_1}.

Current Evidences: [psg_1, psg_2, ..., psg_k]. Current
Question: {q;}.

Now, you should give me the answer of the **Cur-
rent Question** under the conversation and **Evi-
dences**. The output format should always be:
Answer:

Note that you should always try to answer it concisely.
Never ask for clarification, say you don’t understand

or explain the reason. Go ahead!




B Experimental Setup
B.1 Datasets Details

TopiOCQA QReCC OR-QuAC

#Conv. 205 2,775 771
#Turns(Qry.) 2,514 16,451 5,571
#Collection 25M 54M 11M
#Avg. Qry. 12.9 5.3 7.2
#Min Qry. 5 2 4
#Max Qry. 25 12 12
#Avg. Psg 9.0 1.6 1.0

Table 11: Statistics of conversational search datasets.

The statistics of each dataset are presented in Ta-
ble 11, including TopiOCQA, QReCC, and OR-
QuAC. The TopiOCQA has the longest conversa-
tion and the average turn is 12.9, while the other
two are relatively shorter. Besides, one of the main
differences among them is the average number of
passages per conversation, which are 9.0, 1.6, and
1.0 with respect to TopiOCQA, QReCC, and OR-
QUuAC. It reveals that in QReCC and OR-QuAC,
most conversations only involve one topic/passage.
TopiOCQA is a relatively new published dataset
featured with topic switching. As the conversation
goes on, the topics may switch to related topics, a
phenomenon commonly observed in information-
seeking search sessions. Therefore, TopiOCQA
requires the ability of accurate context modeling
more, since the previous turns may not be directly
related to the current turn.

QReCC is conducted specifically for conver-
sational open-domain QA. The questions were
sourced from the QuAC (Choi et al.,, 2018),
NQ (Kwiatkowski et al., 2019), and CAsT
datasets (Dalton et al., 2020, 2021). The anno-
tators were required to give answers using a web
search engine.

OR-QuAC is transformed from the conversational
MRC dataset QuAC (Choi et al., 2018). The ques-
tions in a conversation are sourced from the same
section in Wikipedia, and the answers are extrac-
tive, i.e., exact text spans in passages.

B.2 Implementation Details

We implement the retrieval evaluation metrics from
the pytrec_eval tool (Van Gysel and de Rijke,
2018) based on Faiss (Johnson et al., 2019) li-
braries. The lengths of the query, concatenated
input, and passage are truncated to 32, 512, and
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384 tokens, respectively. For response generation,
the evaluation is implemented following the code
released by Qu et al. (2020), Asai et al. (2023b),
and Pan et al. (2024). Besides, we limit the gen-
eration length as 128 with temperature 1. All the
experiments are conducted on an NVIDIA A100
GPU

C Additional Experiment Results
C.1 Main Results with Other Metrics

Evaluating generation results is still an open ques-
tion in the research community, since the existing
metric, e.g., F1, EM, Rouge, and BLEU, can only
reflect the quality of generated response from a
specific aspect. The evaluation could be more dif-
ficult when the ground-truth answer is free-form
rather than exact spans. Thus, Table 12 reports the
additional evaluation metric for both retrieval and
generation in terms of Table 6 as references.

C.2 Efficiency Analysis

In this section, we supply the impact of context
for efficiency analysis. Figure 3 shows the average
input token numbers for the generator model per
turn. We can see that when applying our Base
which leverages historical search results with a
basic strategy, the average input token numbers
increase quickly as the conversation goes on. Al-
though it improves the performance as shown in
Figure 2, the efficiency reduces. However, our de-
signed Dep-sof't strategy can reduce the inference
cost and keep good effectiveness at the meanwhile.
This experimental analysis suggests a better effec-
tiveness and efficiency trade-off strategy is impor-
tant and desirable.

C.3 Impact of Different Backbone Models

In this section, we evaluate the generalization abil-
ity of our proposed methods based on different
types of LLMs, including open-source ones with
various sizes and commercial ones. Table 13 shows
the performance of various LLMs based on whether
leveraging historical information, i.e., using top-20
retrieved passages of only current turn as vanilla
RAG or our Base method with top-3 retrieved pas-
sages of each historical turn and current turn.We
find that our method outperforms the vanilla RAG
paradigm across various backbone models, indicat-
ing the effectiveness of historical information in
improving conversation RAG tasks and the robust-
ness of our strategies.



Method TopiOCQA QReCC OR-QuAC

MRR Rouge BLEU MRR Rouge BLEU MRR Rouge BLEU
Vanilla RAG 21.7 7.2 21.1 7.3 12.9 4.4
Our-Base 315 29.2 12.0 437 241 9.6 477 13.5 4.7
+ SRI-TS 324 294 122 51.1 24.4 9.9 52.9 15.5 6.2
+ SRI-LLM  34.5 29.8 12.5 542 247 100  54.0 15.7 6.3

Table 12: The performance of conversational retrieval and response generation across three conversational search

datasets with other metrics based on Table 6
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Figure 3: Impact of historical turns at the generation efficiency based on the average input token numbers with two

strategies on three datasets.

TopiOCQA  QReCC  OR-QUAC
FI EM Fl EM Fl EM

LLM

w/o Historical Search Results (Vanilla RAG)

Mistral-2-7B 270 3.1 224 39 142 47
Mixtral-8x7B  27.8 3.7 240 4.1 143 5.6
ChatGPT-3.5 28,6 45 253 44 145 1.7
Claude-Sonnet 244 4.1 236 34 140 79

w/. Historical Search Results (Ours)

Mistral-2-7B 2800 44 23.0 43 145 48
Mixtral-8x7B  29.6 57 258 4.7 147 6.0
ChatGPT-3.5 321 63 269 5.0 156 8.7
Claude-Sonnet 327 69 275 5.1 144 8.1

Table 13: Response quality with using various LLMs,
where the generation is performed either only on top of
the retrieved evidence of current turn (Vanilla RAG) or
also leveraging historical search results (Our-Base).
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