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Constraint Back-translation Improves Complex Instruction Following

Abstract

Large language models (LLMs) struggle to fol-
low instructions with complex constraints in
format, length, etc. Following the conventional
instruction-tuning practice, previous works
conduct post-training on complex instruction-
response pairs generated by feeding complex
instructions to advanced LLMs. However, even
advanced LLMs cannot follow complex instruc-
tions well, thus limiting the quality of generated
data. In this work, we find that existing datasets
inherently contain implicit complex constraints
and propose a novel data generation technique,
constraint back-translation. Specifically, we
take the high-quality instruction-response pairs
in existing datasets and only adopt advanced
LLMs to add complex constraints already met
by the responses to the instructions, which natu-
rally reduces costs and data noise. In the exper-
iments, we adopt Llama3-70B-Instruct to back-
translate constraints and create a high-quality
complex instruction-response dataset, named
CRAB. We present that post-training on CRAB
improves multiple backbone LLMs’ complex
instruction-following ability, evaluated on ex-
tensive instruction-following benchmarks. We
further find that constraint back-translation also
serves as a useful auxiliary training objective
in post-training. Our code, data, and models
will be released to facilitate future research.

1 Introduction

Large language models (LLMs) have achieved re-
markable performance in numerous natural lan-
guage processing tasks (Zhao et al., 2023; OpenAl,
2024; Yang et al., 2024; Dubey et al., 2024; Team
et al., 2024). However, they still fall short in fol-
lowing instructions with complex constraints (Zhou
et al., 2023; Jiang et al., 2024; Qin et al., 2024),
such as length constraints shown in Figure 1, which
limits their effectiveness and usability.

To enhance the instruction-following ability of
LLMs, the standard practice is to post-train the tar-
geted LLM on a large set of instruction-response
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Figure 1: Existing datasets inherently include implicit
satisfied complex constraints in the responses.

data pairs. For the complex instruction-following
with multiple constraints, existing efforts (Sun
et al., 2024; He et al., 2024) synthesize complex
datasets by adding multiple constraints to exist-
ing instructions and generating responses with ad-
vanced LLMs like GPT-4 (OpenAl, 2024). While
this data generation pipeline is straightforward and
widely adopted, even the most capable LLMs can-
not follow complex instructions well (Jiang et al.,
2024; Qin et al., 2024), which limits the quality
of generated data and necessites laborious filtering.
The status quo urges the development of automatic
data generation methods relying less on existing
LLMs’ complex instruction-following abilities.
Our key observation is that existing datasets in-
herently include implicit complex constraints so
that we can reuse the widely-available high-quality
instruction-following datasets (Xu et al., 2023;
Taori et al., 2023; Mukherjee et al., 2023; Kopf
et al.,, 2024) to synthesize complex instruction-
response pairs. As shown in Figure 1, although



the original concise instruction does not explicitly
specify constraints like writing style or length, the
response already satisfies some constraints in mul-
tiple dimensions. Therefore, we can efficiently cre-
ate high-quality complex instruction-response pairs
from existing datasets by generating constraints
from responses and adding them to instructions.
We dub this data generation method as constraint
back-translation. 1t only requires discovering the
constraints already met by responses rather than fol-
lowing the complex instructions with multiple con-
straints, which significantly reduces requirements
for model capability. As a result, it is both cost-
effective and capable of producing high-quality
data with limited noise. We also find that con-
straint back-translation can serve as a useful aux-
iliary training objective in post-training, dubbed
as the reverse training technique. Specifically, we
use instructions and responses as inputs to train the
model to output constraints in post-training. The
intuition is that reverse training may enhance the
model’s understanding of constraints and improve
its efficacy (Golovneva et al., 2024).

We adopt Llama3-70B-Instruct (Dubey et al.,
2024) to back-translate constraints from a collec-
tion of existing data, generating a large-scale com-
plex instruction-following dataset, named CRAB.
Specifically, we sample a total of 13, 500 instances
from existing high-quality instruction-following
datasets (Peng et al., 2023; Es, 2023; Xu et al.,
2023; Kopf et al., 2024) as the seed data, and
manually define a scope of common constraints.
We then use the original instruction, response, and
constraint scope as inputs to Llama3-70B-Instruct
to generate the corresponding implicitly satisfied
constraints. Following previous works (Sun et al.,
2024; He et al., 2024), we train the LLMs using the
mixture of CRAB and ShareGPT dataset (Chiang
et al., 2023), and we jointly adopt standard super-
vised fine-tuning and reverse-training on CRAB.
In the experiments, we select the capable open-
source LLMs Llama3 8B (Dubey et al., 2024) and
Mistral 7B (Jiang et al., 2023) as backbone mod-
els and evaluate the complex instruction-following
abilities of our models against various baselines on
IFEval (Zhou et al., 2023) and FollowBench (Jiang
et al., 2024). The results demonstrate that training
on CRAB significantly enhances LLM performance
in complex instruction following. We also conduct
evaluation for general instruction-following abili-
ties on AlpacaEval (Li et al., 2023b) and find that
our models achieve even larger improvements to

previous works focusing on enhancing complex
instruction-following abilities like Conifer (Sun
et al., 2024). This indicates that constraint back-
translation yields higher general data quality than
previous techniques relying on the ability of ad-
vanced LLMs. Ablation studies further validate
the efficacy of our CRAB dataset and reverse train-
ing approach. Finally, we discuss the advantages
and challenging scenarios for our constraint back-
translation method with experiments

In summary, our contributions are threefold: (1)
We propose constraint back-translation, a cost-
effective and high-quality data construction method
for complex instruction following. (2) We con-
struct CRAB, a high-quality complex instruction-
following dataset, and design a reverse training
method for developing Llama3cgagp, Mistralcgag
models with better complex instruction-following
abilities. (3) We conduct extensive experiments
to demonstrate the efficacy of CRAB and discuss
key design choices and potential improvement op-
portunities to inspire future research on following
complex instructions with multiple constraints.

2 Method

This section introduces the construction process of
CRAB (§ 2.1) and the training method (§ 2.2).

2.1 Constructing CRAB

We begin by introducing the notions. Given an in-
struction z, which typically defines a specific task,
such as “Write a blog on French cuisine”, a set of
constraints ¢, which specify conditions for the re-
sponse, such as length restrictions, and a response
1y that satisfies both the constraints ¢ and the in-
struction x, our goal is to construct a high-quality
dataset of (z, c, y) triples. We first collect a set of
high-quality (z, y) pairs from existing datasets and
then apply constraint back-translation to generate
the constraints c for each (z, y) pair. The data con-
struction process is illustrated in Figure 2, which
consists of three steps: data collection, constraint
back-translation, and constraint combination. In
the data collection process, we collect a comprehen-
sive set of high-quality (x, y) pairs from existing
datasets. We then back-translate the corresponding
¢ for each (x,y) using Llama3-70B-Instruct and
Python scripts automatically. Finally, we perform
filtering and a combination of the constraints c to
construct CRAB. More details of the data construc-
tion process are shown in appendix A.
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Figure 2: The framework of constructing the proposed alignment training dataset.

Data Collection We first collect a comprehensive
set of (x,y) as seed data from four existing widely-
used high-quality supervised fine-tuning datasets,
including Alpaca GPT4 (Peng et al., 2023), Orca
Chat (Es, 2023), Evol Instruct (Xu et al., 2023),
and OpenAssitant (Kopf et al., 2024). For Alpaca
GPT4 and OpenAssistant, which contain the hu-
man annotated quality score for each instance, we
use the instances with the highest quality. More-
over, to ensure that the responses include diverse
constraints implicitly, we only consider instances
where the response exceeds 300 words. We ran-
domly sample the qualified instances using an
examples-proportional mixture (Wei et al., 2022),
resulting in a total of 4, 500 raw instances.

Constraint Back-translation We adopt the
Llama3-70B-Instruct LLM and Python scripts to
back-translate constraints for the seed data. We
ultimately use Llama3-70B-Instruct to automati-
cally generate constraints implicitly satisfied by the
response from instruction-response pairs. To en-
hance the diversity of generated constraints, we
manually collect 13 commonly used constraint
types! as examples in the prompt for constraint
generation, which results in over 100 constraint
types. We then use Llama3-70B-Instruct to re-
verify whether the response satisfies the gener-
ated constraints and exclude the constraints that
are not met. Considering some constraints, e.g.,
length constraint, cannot be effectively followed
by LLMs (Sun et al., 2024), leading to noisy back-
translation, and some constraints can be easily gen-

'We sample 200 instruction-response pairs from ShareGPT
to observe real-world constraint needs and summarize them.

erated using Python scripts, we choose to adopt
Python scripts for 6 types of constraints. Specif-
ically, we write and paraphrase several templates
for each of these constraints. For example, for
a length constraint, one template is “Please gen-
erate a response with fewer than <placeholder>
words but more than <placeholder> words”. We
then use Python scripts to automatically identify
the value for this constraint in the response and
fill the templates to construct a constraint. For the
length constraint, we randomly sample a range that
includes the value to fill the template. For keyword
and punctuation constraints, we randomly select
corresponding items present in the response to fill
the templates of constraints. We adopt ROUGE-
L (Lin, 2004) with a threshold of 0.6 to exclude
similar constraints. Finally, we sample and manu-
ally review 50 instruction-response pairs and their
generated constraints, finding minimal noise and
high compliance between constraints and response.

Constraint Combination Finally, we combine
individual constraints to form the final constraint c
for each instruction. Previous studies have shown
that increasing the number of constraints in the
training data leads to better model performance (He
et al., 2024). Therefore, we enhance each instruc-
tion with a combination of multiple constraints.
Specifically, we randomly sample 6 to 8 constraints
from each instruction’s constraint set generated in
the previous step, shuffle their order, and recom-
bine them into the final constraint c. Similar to
previous work (Sun et al., 2024; Qi et al., 2024),
we add 1 to 3 in-context demonstrations for 50% of
the data. Finally, we construct CRAB with 13, 500



instances, containing an average of 7.1 constraints.

2.2 Model Training

To further enhance LLLMs’ understanding of com-
plex constraints, we propose a reverse training
method that takes the instruction-response pair
(z,y) as input to teach LLMs to generate the con-
straints c¢. The intuition is that correctly generat-
ing constraints requires sufficient comprehension
first. Formally, the reverse training objective is
to minimize L., where £, = — log Py(c|z,y) and
the LLM is parameterized by . We also adopt
the standard supervised fine-tuning (SFT; Ouyang
et al., 2022), named forward training, to mini-
mize L¢, where £y = —log Py(y|x,c). The fi-
nal training objective is a combination of L¢ and
Lo L =als+ (1 —a)l;,. Weset ato0 dur-
ing 70% of the training process, and to 1 for the
remaining time. We train the LLM using a mix-
ture of ShareGPT (Chiang et al., 2023) and CRAB.
We adopt £¢ when training on ShareGPT (Chiang
et al., 2023) and adopt £ on CRAB. We train a base
LLM on this data and obtain the SFT version of
our model. Based on the SFT trained model, we
continue training using the Direct Preference Op-
timization objective (DPO; Rafailov et al., 2023).
Specifically, same as the DPO phrase by Sun et al.
(2024), we use the high-quality DPO dataset Ul-
traFeedback (Cui et al., 2023) to conduct further
training and obtain the DPO version of our model.
More training details are presented in appendix B.

3 Experiments

In this section, we introduce the experimental setup
(§ 3.1), experimental results (§ 3.2), and further
analyses on our model (§§ 3.3 to 3.5).

3.1 Experimental Setup

Backbone Models We adopt two widely-used
open-source base models, Mistral 7B (Jiang
et al.,, 2023) and Llama 3 8B (Dubey et al.,
2024), as our backbone models for developing
Llama3cgrap and Mistralcgap. Specifically, we em-
ploy Mistral-7B-v@.3 and Meta-Llama-3-8B,
downloaded from Hugging Face (Wolf et al., 2019).
During the SFT stage, we adopt a 5 x 1076 learn-
ing rate, 256 batch size, and train the Mistral for 4
epochs and Llama 3 for 3 epochs. During the DPO
optimization stage, we adopt 5 x 10~7 learning
rate, 64 batch size, and 1 training epoch.

Baselines Our baselines include popular open-
source and proprietary LLMs, divided into three
main categories for comparison: (1) Proprietary
LLMs, including GPT-3.5 (OpenAl, 2022) and
GPT-4 (OpenAl, 2024). (2) General instruction-
tuning LLMs, including Vicuna-V1.5 13B (Chi-
ang et al., 2023), trained on the 125k ShareGPT
dataset, WizardLM-V1.2 13B (Xu et al., 2023),
trained on the 196k Evol-Instruct dataset, Zephyr
beta 7B (Tunstall et al., 2023), trained with the
UltraFeedback (Cui et al., 2023) dataset using the
DPO objective (Rafailov et al., 2023), and Mistral-
Instruct 7B v0.3 (Jiang et al., 2023), which achieves
leading performance on chat benchmarks based
on Mistral 7B (3) Models specifically optimized
for complex instruction-following tasks, including
Suri-I-ORPO (Pham et al., 2024), which is opti-
mized for multi-constraint instruction-following
tasks in long-form text generation, and the Conifer
series (Sun et al., 2024), are trained on the data
where the constraints, instructions, and responses
are all generated using GPT-4.

Evaluation Datasets We use two widely-used
and challenging complex instruction-following
datasets IFEval (Zhou et al., 2023) and Follow-
Bench (Jiang et al., 2024) for evaluation. IFE-
val consists of 541 instructions that can be auto-
matically validated using Python scripts. Each in-
struction contains 1 to 3 constraints, primarily fo-
cusing on strict lexical and formatting constraints.
FollowBench is a fine-grained, multi-constraint
instruction-following benchmark and it categorizes
the difficulty into five levels (L1 to L5) based on
the number of constraints of an instruction, where
L1 represents the simplest level with only one con-
straint, while L5 is the most difficult, with a com-
bination of five constraints. It also includes five
constraint categories, including content, situation,
style, format, and example, along with a mixed con-
straint category that combines various categories
of constraints. FollowBench contains a total of
820 instructions across more than 50 different NLP
tasks, and it is automatically evaluated using ei-
ther Python scripts or GPT-4. Please refer to the
original paper for more details (Jiang et al., 2024).

3.2 Experimental Results

The experimental results are presented in Table 1.
Our observations are as follows: (1) After train-
ing on the CRAB dataset, our models signifi-
cantly outperform the corresponding base mod-



IFEval

FollowBench (HSR)

Model Backbone AVG
[S]P [S]T [L]P [L]TT  AVG L1 L2 L3 L4 L5 AVG
GPT-3.5* GPT 59.0 685 640 736 663 803 680 686 61.1 532 66.2 66.3
GPT-47 GPT 769 836 793 8.4 813 847 761 713 745 624 738 T7.6
Vicuna-v1.5-13Bf Llama2 43.1 53.6 46.6 58.0 50.3 71.2 61.3 483 38.0 33.1 50.4 504
WizardLM-v1.2-13B  Llama2 43.6 54.4 484 59.1 514 61.3 51.6 43.3 37.5 29.9 447 48.1
Coniferser-13Bt Llama2 429 53.0 475 574 50.2 60.5 53.6 484 40.7 31.7 47.0 48.6
Zephyr-beta-7B Mistral 32.0 46.8 449 58.0 454 576 51.9 419 414 314 44.8 45.1
Mistralpsguct-7B Mistral 486 59.8 53.2 64.3 56.5 57.1 51.5 43.6 41.5 33.2 454 509
Surirorpo-7B Mistral 47.3 58.0 51.4 62.0 54.7 454 414 242 186 152 29.0 41.9
Coniferspr-7Bt Mistral 45.8 571 50.8 62.0 539 543 495 49.3 40.8 30.5 449 494
Coniferppo-7Bf Mistral 48.1 59.1 523 63.3 557 60.3 53.6 48.0 47.1 41.0 50.0 52.9
Llama3-8B Llama3 25.7 36.8 281 351 314 4.8 8.7 8.8 6.0 9.8 7.6 19.5
Llama3cgag Llama3 394 50.2 43.8 54.2 46.9 575 449 349 252 20.0 36.5 41.7
Llama3cgas + DPO Llama3 40.3 52.0 47.7 589 49.7 64.6 49.0 416 358 36.8 455 47.6
Mistral-7B Mistral 18.5 30.8 196 319 252 143 16.6 8.3 5.8 5.5 10.1  17.7
Mistralcrag Mistral 479 573 516 61.2 545 639 544 40.1 304 279 43.3 489
Mistralcrag + DPO Mistral 49.7 61.5 57.7 68.5 59.3 66.1 53.6 53.4 424 31.7 494 54.4

Table 1: Experimental results (%) of the LLMs on IFEval and FollowBench. In IFEval, “[S]” and “[L]” denote strict
and loose accuracy, “P” and “I” indicate the prompt and instruction level. In FollowBench, L1 (simplest) to L5
(hardest) denote different difficulty levels. We highlight the highest and second-highest scores of open-source LLMs
using bold font and underline. { and * means the results are from Sun et al. (2024) and He et al. (2024).

Model LC WinRate  WinRate
GPT-3.5-turbo-0613+ 22.4 14.1
GPT-4-06131 30.2 15.8
WizardLM-70Bt 17.6 14.4
WizardLM-v1.2-13Bt 14.5 12.0
Vicuna-v1.5-13Bt 10.5 6.7
Zephyr-beta-7B 13.2 11.0
Coniferppo-7BT 17.1 11.3
Mistralcrap 13.3 7.9
Mistralcgas + DPO 18.1 17.6

(vs.) Coniferppo 60.6 63.5

Table 2: Winning rate (%) of the investigated LLMs
on Alpaca-Eval 2.0 (Li et al., 2023b). “LC” denotes
length-controlled (Dubois et al., 2024). T means the
results are sourced from the original leaderboard.

els and the open-source models trained through
SFT on general instruction-following datasets. Our
DPO version of models achieves the best perfor-
mance among the compared models. It demon-
strates the effectiveness of our data and training
approach. (2) Our models surpass Conifer Sun et al.
(2024), which is specifically trained for complex
instruction-following, on IFEval. It suggests that
our model performs better in following lexical and
format constraints. However, our models slightly
lag behind Conifer on FollowBench. We provide
an in-depth discussion on the performance across
different constraint categories in FollowBench in
§ 3.5. We observe that the performance decline
is primarily due to the style constraint, where
our models significantly underperform in this con-

straint category compared to Conifer. Nonethe-
less, Our models achieve significant improvements
in real-world scenarios, i.e., the mixed constraint
in FollowBench (Jiang et al., 2024), compared to
Conifer. (3) Training with the DPO objective con-
sistently improves model performance on both eval-
uation datasets. In this paper, we focus on con-
structing high-quality SFT data by constraint back-
translation, we leave the development of DPO data
for complex instruction-following as future work.

3.3 Analysis on General Instruction Following

The complex instruction-following ability not only
involves following complex constraints but also
encompasses the basic ability to follow instruc-
tions themselves, e.g., “Write a blog on French
cuisine”, named as general instruction following.
In this section, we further evaluate our model’s
general instruction-following capability. Given
that IFEval and FollowBench primarily focus on
evaluating the ability to follow constraints, we
adopt another widely-used dataset, AlpacaEval (Li
et al., 2023b), which serves as an easy-to-use and
high-quality automatic evaluator for instruction-
following ability. Specifically, we use AlpacaE-
val 2.0, which contains 805 instructions, and use
gpt-4-1106-preview as the evaluator to get the
final weighted win rate. The evaluation results
are presented in Table 2, where the “LC WinRate”
represents the length-controlled win rate (Dubois
et al., 2024). The default reference model is
gpt-4-1106-preview. We can observe that our
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Figure 3: An example of responses generated with and without constraints by Llama3-70B-Instruct. The evaluator
is gpt-40-0806. For better visualization, we present only a subset of the responses generated without constraints.

w/ constraints ' w/o constraints
90 -

80

60
50
40

Full-mark Rate (%)

204
10

Eng. Und. Flu. Coh.

Figure 4: Full-mark rates (%) of the responses gen-
erated with and without constraints. The evaluator
is gpt-40-0806, focusing on four widely-used dimen-
sions: Engagingness (Eng.), Understandability (Und.),
Fluency (Flu.), and Coherence (Coh.).

model significantly outperforms the baseline model
Conifer and even exceeds the performance of the
70B version of WizardLM. We also conduct a
head-to-head comparison between our model and
Conifer. The LC win rate of our model reaches
60.6, significantly outperforming Conifer, which
demonstrates that our model possesses a superior
general instruction-following capability.

We conduct a further analysis to explore the po-
tential reasons why our model outperforms Conifer
in general instruction-following. The primary dif-
ference between our model and Conifer is the data
construction process. We utilize constraint back-
translation, where the response is generated di-
rectly from the instruction without constraints. In
contrast, Conifer uses instruction and correspond-
ing constraints to generate the response. We hy-
pothesize that a possible reason is that the response

quality in Conifer is lower than CRAB, that is, gen-
erating a response conditioned on both instruction
and constraints may result in lower content qual-
ity, such as lower coherence, compared to the re-
sponse directly generated from instruction without
constraints. Intuitively, incorporating constraints
may limit the model’s capacity when generating
responses. To validate this intuition, we conduct
a controlled analytical experiment. Specifically,
we sample 100 instructions and their correspond-
ing constraints from IFEval and FollowBench. We
first use Llama3-70B-Instruct to generate responses
based only on the instructions (w/o constraints).
Then, we include the additional constraints and
generate corresponding responses (w/ constraints).
Following previous work on automated evaluation
using advanced LLMs (Bai et al., 2024b; Chan
et al., 2024), we employ gpt-40-0806 as the eval-
uator, assessing the responses on four dimensions:
engagingness, understandability, fluency, and co-
herence, with scores ranging from 1 to 5. We report
the full-mark (score 5) rate for each dimension. The
results are shown in Figure 4. We can observe that
responses generated with constraints significantly
underperform those generated without constraints,
which suggests that involving constraints when gen-
eration may reduce the content quality of the final
response. We further conduct a case study, illus-
trated in Figure 3, showing an example of responses
generated with and without constraints. We can
find that when involving constraints, the response
includes vague terms, such as “/database name]”,
and lacks sufficient details and depth. While previ-



IFEval FollowBench

Model AVG
AVG L1-L2 L3-L5

Mistralcgas 54.5 59.1 32.8 48.9

(=) Reverse training 52.1 56.2 33.5 47.3

(=) Forward training 53.9 57.1 32.1 48.0
(=) In-Context Demons 53.6 55.8 30.0 47.0

InstBackTspr 52.7 55.4 29.3 46.2

Table 3: Experimental results (%) of the ablation study.
In-Context Demons denotes in-context demonstrations.

ous work on complex instruction-following mainly
focuses on enhancing the ability to follow multiple
constraints, we encourage future work to priori-
tize response content quality, and constraint back-
translation can serve as a potential solution. As-
sessment details of this analysis are in appendix C.

3.4 Ablation Study

We conduct an ablation study to analyze the key fac-
tors influencing model performance. Specifically,
we investigate three key factors in developing our
model: reverse training, forward training, i.e., stan-
dard supervised fine-tuning, and in-context demon-
strations. We exclude each factor and keep all other
conditions identical, to the model separately. When
excluding reverse and forward training, we set the
loss ratio v in § 2.2 to 1 and 0, respectively. The
backbone model is Mistral. The results are pre-
sented in Table 3, where L1-L2 in FollowBench
represent simpler constraints and L3-L5 denote
more complex constraints. We can observe that
removing any of these factors leads to a decline in
model performance, which demonstrates the effec-
tiveness of these factors in developing our model.
For more complex constraints following, adding in-
context demonstrations during training is effective,
as excluding in-context demonstrations leads to a
significant performance drop in L3-L5. The reason
may be that in-context demonstrations enhance the
model’s ability to understand multiple in-context
instructions and complex constraints.

We further compare with a competitive baseline
model, InstBackTsgr, which is trained on the data
generated by instruction back-translation (Li et al.,
2024). The key difference between instruction and
constraint back-translation is that the former uses
advanced LLMs to generate both instructions and
constraints from responses, while the latter focuses
on generating constraints from instruction and re-
sponse pairs. The results are presented in Table 3.
We can observe that InstBackTspr significantly un-
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Figure 5: Experimental results on different categories
of constraints in FollowBench of Mistralcgas and
Conifergpr.

derperforms compared to Mistralcg,z, Which sug-
gests that instruction back-translation may produce
lower-quality data for complex instruction follow-
ing. The possible reason is that generating both
instructions and constraints simultaneously is more
challenging than generating constraints alone. It
further demonstrates the efficacy of the constraint
back-translation method in creating high-quality
training data for complex instruction following.

3.5 Analysis on Constraint Category

We further investigate our model’s performance
across different constraint categories to analyze its
strengths and potential limitations. Specifically,
we analyze the results on FollowBench, which in-
cludes five categories of constraints, including ex-
ample, content, situation, style, and format. Please
refer to the original paper (Jiang et al., 2024) for
the detailed definitions for each constraint cate-
gory. FollowBench also includes a mixed category
which is designed for simulating real-world sce-
narios (Jiang et al., 2024), where various types
of constraints are combined to form the final con-
straint. We compare our model Mistralcgap With
the Conifer model, which is trained on the data gen-
erated using the standard pipeline: generating the
constraints first and then generating the response
based on the instruction and constraints. The re-
sults on different constraint categories of Follow-
Bench are shown in Figure 5. We can observe that
our model significantly outperforms Conifer on the
mixed constraint, which represents real-world sce-
narios, suggesting that our model is more effective
in handling complex instruction-following scenar-
ios. However, in the style constraint category, e.g.,
“Write in the style of Shakespeare”, our model per-
forms significantly worse than Conifer. The possi-
ble reason is that the style constraints in our dataset
CRAB may be not sufficiently diverse. The data for



style constraints requires deliberate construction,
and the pipeline that generates constraints first and
then responses is more effective at generating di-
verse style constraints, but the responses in our seed
data have limited style diversity. It suggests a limi-
tation of constraint back-translation, as it relies on
diverse responses to generate specific categories of
constraints, such as style constraint. Combining the
constraint back-translation method with other data
generation methods to produce higher-quality data
for those specific constraints can further enhance
the model’s complex instruction-following ability,
and we leave this exploration as future work.

4 Related Work

4.1 Instruction Following

Instruction following involves following user in-
tentions to generate helpful responses, which is
fundamental to modern LLMs (Zhang et al., 2023).
Ouyang et al. (2022) first propose the practice of
aligning LLMs to follow human instructions, using
SFT and RLHF to train models, which is the key
factor in the success of ChatGPT (OpenAl, 2022).
Subsequently, numerous studies focus on enhanc-
ing the instruction-following capabilities of LLMs,
particularly for open-source models, which can be
summarized in two main aspects: (1) data-driven
approaches, which design an automated pipeline
or use human annotation to produce high-quality
training data (Xu et al., 2023; Taori et al., 2023;
Chiang et al., 2023; Peng et al., 2023; Kim et al.,
2023; Cui et al., 2023; Mukherjee et al., 2023; Ivi-
son et al., 2023; Kopf et al., 2024; Qi et al., 2024;
Liu et al., 2024; Li et al., 2024; Bai et al., 2024a).
(2) new training methods, including novel objec-
tives (Rafailov et al., 2023; Gallego, 2024; Zhou
et al., 2024; Hejna and Sadigh, 2024; Meng et al.,
2024) or training pipelines (Tunstall et al., 2023; Li
et al., 2024; Yuan et al., 2024; Chen et al., 2024).
A more challenging instruction following sce-
nario is complex constrained instruction following,
where the responses should further satisfy specific
constraints, such as length. Previous studies have
shown that LLMs struggle to follow these instruc-
tions (Jiang et al., 2024; Qin et al., 2024). Recent
efforts focus on enhancing this ability by construct-
ing high-quality training data (Sun et al., 2024; He
etal.,2024). This process typically involves collect-
ing a set of instructions, constructing constraints,
and then generating responses based on the instruc-
tions and constraints using advanced LLMs. This

work introduces constraint back-translation, which
generates constraints from instruction-response
pairs, reducing data construction costs and noise.

4.2 Back-translation

Back-translation is first proposed in the field of
machine translation (Sennrich, 2015; Hoang et al.,
2018), which mainly is used for data augmentation.
It first trains a model to back-translate the target
language into the source language, then uses this
model to generate parallel training data from a large
amount of monolingual target language data, which
sufficiently saves human translation efforts. Con-
sidering its simplicity and efficacy, back-translation
has also been widely applied to various tasks, such
as style transfer (Prabhumoye et al., 2018; To-
shevska and Gievska, 2021) and paraphrase gener-
ation (Wieting et al., 2017; Mallinson et al., 2017).
Recently, several studies have explored apply-
ing back-translation to the field of large language
models to efficiently generate high-quality data au-
tomatically (Li et al., 2023a; Pham et al., 2024;
Koksal et al., 2023). Li et al. (2023a) proposed
reversing the training objective to automatically
generate corresponding instructions for existing un-
supervised corpora, while Pham et al. (2024) and
Koksal et al. (2023) leveraged the powerful gen-
eral capabilities of LLMs to generate instructions
from the corpus directly. Although Pham et al.
(2024) also generated constraints, it fell within the
realm of instruction back-translation and did not
involve dedicated optimization or exploration for
constraint generation. In this work, we propose
constraint back-translation, an effective data gen-
eration approach that generates high-quality con-
straints based on instruction-response pairs.

5 Conclusion

In this paper, we aim to enhance large language
models’ capability for complex constrained instruc-
tion following. We propose a constraint back-
translation data generation method, which can re-
duce data noise and generation costs, resulting in a
high-quality complex instruction-following dataset
CRAB. We also propose a reverse training method
and develop Llama3cgap and Mistralcgap based
on CRAB. Extensive experiments demonstrate the
effectiveness of our data generation and training
methods. We further conduct extensive analytical
experiments and discuss the key factors, advan-
tages, and potential limitations of our model.



Limitations

As discussed in § 3.5, for certain types of con-
straints, such as style constraint, the constraints
generated through constraint back-translation may
lack sufficient diversity if the original response data
itself is not diverse enough. We leave further im-
provements to constraint back-translation as future
work. Another limitation of our study is that we do
not use a larger base model due to computational
constraints. We believe that using a larger base
model could develop a more advanced LLM in fol-
lowing complex constraints, but this does not affect
our overall experimental conclusions.

Ethical Considerations

We discuss potential ethical concerns related to
this work: (1) Intellectual property. Our research
leverages several widely used SFT datasets, and
we strictly comply with their licensing terms. We
will share CRAB under the CC BY-SA 4.0 license?.
(2) Intended use and Potential risk control. The
goal of this paper is to introduce CRAB, designed
to enhance the performance of LLMs on complex
instruction tasks. CRAB is built using widely avail-
able public datasets. We trust that the original
publishers have anonymized and sanitized these
datasets appropriately. The data construction pro-
cess does not include additional social bias. Addi-
tionally, we randomly sampled 100 instances from
our dataset and found no sensitive information. (3)
Al assistance. We used GPT-4 to paraphrase some
sentences and check grammar.
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Appendices
A Data Collection

In this section, we provide a detailed explana-
tion of our data construction process, divided into
three parts: the details of constraint construction
(appendix A.1), the data diversity of CRAB (ap-
pendix A.2) and the data distribution of CRAB (ap-
pendix A.3).

A.1 Details of Constraints Construction

Table 4 presents the definitions of each constraint
in our constraint set. It is important to note that
for the "Situation", clarifying the subject or object,
or defining the circumstances under which the in-
struction applies, we observed that generating this
constraint independently often results in this addi-
tional constraint being too similar to the original
instruction. Therefore, we integrate it directly with
the original interaction to develop a refined instruc-
tion. If selected during the combination process,
instead of being added to the instruction like other
constraints, it replaces the original instruction.

Among the constraints calculated using Python
scripts, two categories are particularly unique: (1)
Number-related categories: such as Length and
Words Per Sentence, where we used NLTK (Loper
and Bird, 2002) for calculation. (2) Keyword: We
applied the lightweight, unsupervised keyword ex-
traction method Yake (Campos et al., 2020) to ex-
tract the top 3 most significant keywords from the
output text. Table 7 provides an example generated
after the constraint back-translation process.

A.2 Dataset Diversity

We adopted 4 widely used post-training datasets
for constructing our CRAB dataset: Alpaca GPT-
4, Open Assistant, Evol-Instruct, and Orca Chat.
These datasets are of high quality and contain di-
verse data instances for generating rich constraints.
The "Rate" column in Table 4 shows the distri-
bution of constraint types in the CRAB dataset.
Moreover, for constraints generated by the LLM,
since we provided 13 types of constraints as ex-
amples in the prompt, we analyzed the keywords
of each generated constraint and extracted the top
10 keywords for each major category, presenting
them as subcategories in Figure 7. The "situation"
category was not included in the analysis because
it is task-specific, making clustering difficult.
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Figure 6: Proportion (%) of data in the CRAB by the
number of constraints and the source dataset.

A.3 Dataset Distrubution

Figure 6 shows the distribution of 13, 500 instances
in the CRAB. The left chart categorizes data by the
number of constraints after combination, while the
right chart categorizes data by the source dataset.
To enhance data diversity during the combination
stage, we randomly introduced 25% of data with
a constraint count outside the 6—8 range, with the
maximum number of constraints being 14.

B Model Training

For model training, we utilize the repository ‘The
Alignment Handbook’ (Tunstall et al., 2023) to
train Mistral 7B based models, and use Openln-
struct (Ivison et al., 2023) to train LLaMA 3 8B
based models. The implementation of the ratio «
between reverse training and forward training is
achieved by segregating the dataset into two parts,
since the model may memorize the data during the
forward process.

All experiments in the paper are done using 8
NVIDIA A100 80GB GPUs. We adopt DeepSpeed
ZeRO stage 2 for SFT and DPO training. The
training of Mistral took approximately 48 GPU
hours in total, while the training of LLaMA3 took
around 72 GPU hours.

In the SFT stage, we set the learning rate to
5 x 1079, with a per-device batch size of 4 and 8
gradient accumulation steps. The warm-up ratio is
set to 0.1. The Mistral-7B experiments are trained
for 4 epochs with a maximum sequence length
of 2048, while the LLaMA 3 8B experiments are
trained for 3 epochs with a maximum sequence
length of 4096. For DPO training, the learning
rate is set to 5 x 1077, with a per-device batch
size of 4, 2 gradient accumulation steps, and a
maximum sequence length of 2048. The beta value
for Mistral 7B experiments is set to 0.01, trained
for 1 epoch with a cosine learning rate schedule,
while for LLaMA 3 8B, the beta is 0.1, trained
for 3 epochs with a linear learning rate scheduler



following the setting in Ivison et al. (2023).

C Details on the impact of constraints on
output quality

To explore the impact of constraints on output qual-
ity, we sampled 100 instruction pairs from Follow-
Bench and IFEval, with each pair consisting of a in-
struction without constraints and its corresponding
multi-constraint version (with over 3 constraints).
Since IFEval does not provide instruction with-
out constraints, we randomly selected 50 instances
and manually removed the constraints. For Fol-
lowBench, we selected level 0 instructions along
with their corresponding level 5 counterparts. To
ensure a fair comparison, we only retained instruc-
tion pairs where the core meaning of the instruction
pairs remained consistent, such that the output gen-
erated from the complex instructions would still
satisfy the simple versions.

We evaluate the quality of model output along
the following four dimensions.

* Engagingness: Evaluate how captivating and
interesting the text is, based on its ability to
hold attention and evoke interest.

Components: Interest (ability to sustain at-
tention), Appeal (suitability for the audience),
and Emotional/Intellectual Impact.

Understandability: Evaluate the clarity and
ease with which the text can be understood by
the target audience.

Components: Simplicity (absence of unnec-
essary complexity), Accessibility (use of lan-
guage suitable for the audience), and Clarity.

Fluency: Evaluate the smoothness of the
writing, focusing on grammar, sentence struc-
ture, and the natural flow of language.

Components: Grammar (correct use of lan-
guage rules), Sentence Structure (variety and
complexity), and Naturalness (how easily the
text flows).

Coherence: Evaluate the logical flow and
consistency of ideas, ensuring the text’s struc-
ture is logical and ideas are connected.

Components: Logical Flow (clear progres-
sion of ideas), Transitions (smooth movement
between topics or sentences), and Consis-
tency (absence of contradictions or disjointed
thoughts).
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D More Results

In this section, we present additional experimental
results, divided into three parts: full results on Fol-
lowbench D.1, a fairer comparison where Conifer is
replaced with the same backbone as ours D.2, and
our experimental results on LLaMA3.2-3B D.3.

D.1 SSR results on Followbench

We report FollowBench results under the Hard Sat-
isfaction Rate (HSR) metric in Table 1. Table 5
presents results on FollowBench under Soft Satis-
faction Rate (SSR) metric. We also conducted a
comparison with the ShareGPT version, which is
trained exclusively on the ShareGPT dataset.

D.2 Different Backbone Comparison

Since Sun et al. (2024) did not specify the model
version of Conifer, we reproduced Conifer on
Mistral-7B-v0.3, which is the backbone used in
Mistralcgag, and the results are presented in Ta-
ble 6. All conclusions remain consistent with those
stated in the main text.

D.3 More Backbone Models

To verify the scalability and applicability of
our approach, we conducted experiments using
LLaMA3.2-3B (Dubey et al., 2024) as the back-
bone, with all training hyperparameters consistent
with those of LLaMA3-8B. As shown in Table 6,
CRAB significantly improves the model’s perfor-
mance on complex instruction-following tasks.



Constraint Category Description Generator  Rate

Situation Adding conditions, clarifying the subject or object, or defining the cir- LLM 36.9
cumstances under which the instruction applies.

Writing Style Specify the style requirements for the response to align with the intended LLM 81.3
message and audience.

Semantic Elements Clearly articulate the main theme, focus, meaning, or underlying concept LLM 99.5
of the response.

Morphological Outline specific prohibitions, such as avoiding certain words or phrases LLM 99.7
and refraining from specific formatting styles.

Multi-lingual Specify the language(s). LLM 94.8

Literary Devices Identify any particular literary devices to be employed. LLM 91.7

Grammatical Structure  Specify the grammatical structure. LLM 99.1

Hierarchical Instruc- Establish a response hierarchy, defining the prioritization and structuring LLM 83.1

tions of tasks within the output.

Output Format Depending on the required format of the output—such as Python, tables, = LLM 15.2
JSON, HTML, LaTeX—impose relevant format constraints.

Paragraphs Constraints  Clearly specify the required number of paragraphs or sections in the text. ~ LLM 71.3
Additionally, indicate any specific spacing or separators needed—such
as blank lines, horizontal rules, or special symbols to enhance readability
and visual appeal.

Specific Sentence Specify a particular phrase to be included either at the beginning or end LLM 70.1
of the text, clearly indicating its exact placement.

Header Format Specify the formatting style for titles or keywords within the Output, LLM 9.5
such as using bold, italics, or CAPITAL LETTERS.

Item Listing Details Clearly specify the formatting for individual entries within the text. LLM 67.7
Direct the use of specific symbols for listing—such as bullet points (*),
numbers (1., 2., 3., etc.), or hyphens (-).

Length Constraint Determine the word count of the output text to establish length con- Python 47.6
straints.

Word Constraint Determine the number of words in each sentence to set word constraints. Python 15.1

Sentence Constraint Determine the number of sentences in each paragraph to establish sen- Python 20.6
tence constraints.

Character Constraint Determine the number of characters in each word. Python 21.4

Keyword Constraint Determine the keywords in the output text to make the constraints more Python 45.1
detailed.

Punctuation Limitation ~ Specify which punctuation marks cannot be used in the output text. Python 21.6

Table 4: Constraint types defined during the back-translation process. The Rate (%) indicates the proportion of
instances in the entire dataset that generated constraints of this category.
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IFEval FollowBench (SSR)
[SJP [S]I [L]JP [L]I AVG L1 L2 L3 L4 L5 AVG

Llama3-ShareGPT*  Llama3 23.7 264 338 371 303 44.0 400 39.6 333 33.6 381 342
Llama3cgas Llama3 394 50.2 438 542 469 575 524 512 470 456 50.7 48.8
Llama3cgas + DPO  Llama3 40.3 52.0 47.7 589 49.7 64.6 558 54.7 524 54.0 56.3 53.0

Mistral-ShareGPTf  Mistral 37.5 493 434 549 46.3 557 56.6 53.6 534 49.7 538 50.0
Mistralcras Mistral 479 573 516 61.2 545 639 606 551 504 494 559 55.2
Mistralcgae + DPO  Mistral 49.7 615 577 685 594 66.1 59.2 598 553 51.2 583 58.8

Model Backbone AVG

Table 5: Full results (%) on IFEval and FollowBench, where  and * indicate that the results are sourced from Sun
et al. (2024) and Dong et al. (2024), respectively.

Model Backbone IFEval FollowBench (HSR) AVG
[S]IP [S]T [L]P [L]I AVG L1 L2 L3 L4 L5 AVG
Coniferspr-7BT Mistral 45.8 57.1 508 62.0 539 543 49.5 493 40.8 30.5 449 494
Coniferspr-7B-v0.3  Mistral 45.8 57.0 49.7 60.8 53.3 60.6 522 46.7 38.8 26.5 450 49.1
Coniferppo-7Bt Mistral 48.1 59.1 523 63.3 55.7 603 53.6 48.0 47.1 41.0 50.0 52.9

Coniferppo-7B-v0.3  Mistral 46.4 572 549 64.6 558 60.1 525 46.6 457 38.6 48.7 52.2
Mistralcras + DPO  Mistral 49.7 615 577 685 594 66.1 59.2 598 553 51.2 583 588

Llama3.2 3B Llama3.2 15.0 26.3 15.5 26.7 209 12.7 14.7 149 182 11.8 145 17.7
Llama3.2cgas Llama3.2 349 44.6 381 481 414 51.7 364 29.1 19.7 143 302 358

Table 6: Experimental results (%) of the original Conifer paper, our reproduced results on Mistral 7B v0.3 (the
backbone used in Mistralcg,) and the results of Llama3.2 as the backbone for IFEval and FollowBench. Here, T
indicates that the results are from Sun et al. (2024).
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clear heading —|
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HTML code — _
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sets the scene —{ numbered lists — '~ vivid imagery
| double quotation marks
detailed explanation —| blank line separating —|
| capital letters
acknowledging the request — Individual entries —|
| major word capitalized
concluding sentence summarizing —/ listed using hyphens

specific symbols required

bullet points

— Item Listing Details

bold font

Header Format —{
Code snippets

| plain text
Arabic numerals —{
f— separated by commas
separated by commas  —{
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Figure 7: The Top-10 subcategories for 12 major constraint types (excluding "situation") generated by the LLM
after constraint back-translation, as the "situation" type is closely tied to the input and lacks clustering tendencies.

16



Instruction

What is an easy J Perm PLL algorithm that wouldn’t be too complicated for a beginner at speed solving?
Output

One easy J Perm PLL algorithm that is not too complicated for a beginner at speed solving is the
following:

RUR UJRUR U JU2RU

This algorithm only has 10 moves and does not require any complicated finger tricks. Here is a
breakdown of the algorithm:

1. R UR’ U’ - This is a common setup move for J Perm PLL algorithms. It sets up the J shape in the
corner of the cube.

2. JR U R’ U’ - This is the J Perm algorithm itself. It swaps the two adjacent edges and the two
adjacent corners in the J shape.

3. U2 R U - This is the inverse of the setup move and completes the PLL algorithm.

Remember to practice this algorithm slowly at first, and then gradually increase your speed. With
enough practice, you should be able to execute this algorithm quickly and efficiently.

Additional Constraints

Situation: What is a simple, 10-move or fewer J Perm PLL algorithm for speed solving that
a beginner can learn and execute efficiently, without requiring advanced finger tricks or complex
sequences?

Length Constraint: Submit an response that contains at least 160 words.

Word Per Sentence: Restrict each sentence to 25 words maximum.

Characters Per Word: Each word in the response must consist of at least 15 characters.

Keyword Constraint: In your reply, include the terms ¢omplicated finger tricks; Perm PLL; Perm
PLL algorithmfo emphasize the critical components and provide clarity.

Punctuation Limitation: Avoid using question marks in your response.

Desired Writing Style: The response should be written in a clear and concise manner, with a tone
that is informative and helpful, suitable for a beginner in speed solving.

Semantic Elements: The main theme of the response should focus on providing a simple J Perm
PLL algorithm for beginners, highlighting its ease of use and simplicity.

Morphological Constraints: Avoid using overly technical jargon or complex mathematical notation,
and refrain from using formatting styles that may confuse the reader.

Multi-lingual Constraints: The response should be written in English.

Specific Literary Devices: Use a step-by-step breakdown of the algorithm to enhance clarity and
facilitate understanding.

Specific Grammatical Structure: The response should be written primarily in simple sentences,
with occasional use of compound sentences to provide additional explanations.

Hierarchical Instructions: The response should prioritize explaining the algorithm, followed by a
breakdown of the algorithm, and finally providing practice tips.

Paragraphs Constraints: The response should consist of three paragraphs, with a blank line
separating each paragraph.

Specific Sentence: The response should start with a sentence that introduces the algorithm, and end
with a sentence that encourages practice.

Item Listing Details: The breakdown of the algorithm should use numbers (1., 2., 3., etc.) to list the
steps, with a hyphen and a space before each step description.

Table 7: An example from OpenAssistant of CRAB after constraint back-translation and before combination.
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