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Abstract

Multi-modal large language models (MLLMs) are being increasingly fine-tuned
with reinforcement learning (RL) to improve reasoning, yielding strong gains on
complex benchmarks. Yet recent studies show that such reasoning-oriented fine-
tuning weakens safety alignment, making models far more vulnerable to jailbreak
attacks. We trace this vulnerability to a misspecified objective: RL fine-tuning
maximizes task accuracy while ignoring safety constraints. To address this, we
introduce SafeThink, an inference-time steering method that enforces safety con-
straints directly within the chain-of-thought. At each reasoning step, SafeThink
scores partial traces with a safety reward and, when unsafe content is detected,
projects the trajectory back into the safe set via lightweight textual feedback (e.g.,
“Wait, think safely”). This mechanism preserves accuracy on benign inputs while
reinstating robustness under adversarial prompts. Our experiments across diverse
safety robustness benchmarks demonstrate that SafeThink significantly improves
safety without sacrificing reasoning capabilities. For example, against jailbreak at-
tacks on OpenVLThinker-7B, SafeThink reduces the attack success rate by 44.57%
compared to the base reasoning model and by 18.32% over the existing baseline.

1 Introduction

Multi-modal large reasoning models (MLRMs) have achieved remarkable performance across a wide
range of reasoning-intensive domains, including visual question answering (Yue et al., 2024; Xiao
et al., 2024; Lu et al., 2023), multi-step planning (Ma et al., 2024), and scientific problem solving (Yue
et al., 2024; Lu et al., 2022). In particular, reinforcement learning (RL) based methods and chain-of-
thought supervision (Guo et al., 2025; openai, 2024) enable models to produce explicit reasoning
traces, transforming base multi-modal LLMs into deliberate “System 2” problem solvers (Wei et al.,
2022; Li et al., 2025). These fine-tuning based approaches have pushed MLRMs beyond direct-answer
baselines, establishing new state-of-the-art results on structured reasoning benchmarks.

Reasoning Tax: Challenge of Safety in MLRMs. These advances in reasoning come with a critical
cost: a significant decline in safety robustness, i.e., the ability of models to resist adversarial or harmful
instructions. In practice, a safety-robust model should refuse malicious queries, such as requests for
hate speech, disallowed content, or cyberattack instructions, regardless of prompt phrasing. However,
recent studies reveal a systematic trade-off: reasoning-focused RL fine-tuning substantially increases
a model’s vulnerability to such adversarial prompts (Fang et al., 2025; Huang et al., 2025a; Jiang
et al., 2025; Zhou et al., 2025). This phenomenon, termed the reasoning tax (Fang et al., 2025),
highlights that enabling reasoning in MLRMs makes them much more susceptible to jailbreaking. For
example, R1-OneVision (Yang et al., 2025), fine-tuned with GRPO (Guo et al., 2025) for improved
reasoning, exhibits a 41.2% higher attack success rate (ASR) than its non-reasoning base model
Qwen-2.5-VL (Yang et al., 2024) on MM-SafetyBench (Liu et al., 2024). This trade-off between
reasoning and safety raises a fundamental question: Why does reasoning-focused RL fine-tuning
degrade safety alignment?

Our key insight. We argue that the root cause of this trade-off lies in how reasoning fine-tuning is
currently formulated. Existing RL-based approaches (Guo et al., 2025) optimize solely for reasoning
accuracy on curated datasets, effectively treating the problem as unconstrained optimization. In
doing so, they ignore the safety behaviors that base models initially possessed, allowing reasoning
trajectories to drift toward unsafe outputs whenever this improves task accuracy. From a principled
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Figure 1: Safety–Reasoning Trade-off in Multi-modal Large Reasoning Models (MLRMs). Left: We
show an example where a reasoning MLRM generates unsafe content, unlike its base model; existing defense
SafePath (Jeung et al., 2025) also fails. In contrast, our inference-time method SafeThink steers the reasoning
process toward safe outputs. Right: Quantitative results showing that SafeThink reduces attack success rates
(improving safety) while preserving reasoning accuracy.

standpoint, reasoning fine-tuning should instead be cast as a constrained optimization problem:
maximizing accuracy subject to explicit safety constraints. Unfortunately, re-training large multi-
modal reasoning models under such a framework is computationally infeasible and often degrades
reasoning quality (Huang et al., 2025a). This leads us to a natural question: if retraining is not an
option, can safety alignment be recovered directly at inference time?

Prior Efforts and Our Approach. We address this challenge by shifting the focus from training-time
fixes to inference-time interventions. Prior attempts, such as truncating the reasoning process (Jiang
et al., 2025) or prepending fixed safety prefixes (Jeung et al., 2025), offer only limited protection and
often suppress the very reasoning capacity they were meant to preserve (Huang et al., 2025a; Fang
et al., 2025). Our approach builds on a key observation: although RL fine-tuning drifts models toward
unsafe reasoning patterns, it does not erase their safety priors. Because reasoning MLRMs remain
relatively close to their base distributions in KL divergence (Shenfeld et al., 2025), safety can be
effectively restored by monitoring and steering the chain-of-thought at inference time. We instantiate
this idea in SafeThink, an iterative inference-time safety steering mechanism that enforces step-wise
safety constraints through appending textual feedback. As shown in Figure 1, SafeThink consistently
reduces attack success rates while maintaining strong reasoning performance, outperforming existing
inference-time defenses. We summarize our contributions as follows.

• Understanding safety brittleness in MLRMs. We formally characterize why RL-based reasoning
fine-tuning degrades safety: it is implicitly treated as unconstrained optimization, prioritizing
accuracy while disregarding safety alignment.

• Inference-time safety steering. We propose SafeThink, an iterative mechanism that monitors and
steers the chain-of-thought with lightweight textual feedback, effectively restoring safety without
retraining.

• Comprehensive empirical evaluation. We evaluate SafeThink across a diverse suite of jailbreak
benchmarks, including Hades (Li et al., 2024), MMSafetyBench (Liu et al., 2024), FigStep (Gong
et al., 2023), and text-based jailbreak attacks (Luo et al., 2024). Our results demonstrate substantial
safety improvements on recent MLRMs, such as R1-OneVision (Yang et al., 2025), OpenVL-
Thinker (Deng et al., 2025), Vision-R1 (Huang et al., 2025b), VLAA-Thinker (Chen et al., 2025),
LlamaV-o1 (Thawakar et al., 2025), and LLaVA-CoT (Xu et al., 2024), while maintaining strong
reasoning capabilities.

2 Problem Formulation

Notations and Reasoning Model Objective. To improve reasoning capabilities in multi-modal large
language models (MLLMs), recent work has widely adopted RL-based methods such as GRPO (Guo
et al., 2025; openai, 2024), which explicitly encourage models to produce chain-of-thought reasoning
traces before arriving at the final answer. This has given rise to a new class of models, multi-modal
large reasoning models (MLRMs) (Deng et al., 2025; Chen et al., 2025; Thawakar et al., 2025; Xu
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et al., 2024; Yao et al., 2024). Formally, the reasoning process of an MLRM πθ can be described as

xinput → z → y, (1)

where xinput = [I, x] denotes the input, with I ∈ I the visual input (image) and x = {x1, x2, . . . , xN}
the textual prompt consisting of N tokens (xi ∈ V for vocabulary V). The model first produces
a reasoning (or thinking) trace z ∼ πθ(·|xinput) and then a final answer y ∼ πθ(·|xinput, z). In
practice, πθ is obtained by RL fine-tuning a safe multimodal base model πsafe

θ0
. For example, OpenAI’s

o1 (openai, 2024) and DeepSeek-R1 (Guo et al., 2025) adopt RL to reward accurate reasoning traces.
The RL objective for training reasoning models is given by

max
θ

Exinput∈D,z∼πθ(·|xinput),y∼πθ(·|xinput,z)[Racc(xinput, y)], (2)

where D denotes the set of problems, Racc(x, y) evaluates task accuracy (e.g., correctness of y). In
addition, a format reward Rformat(x, y) is added in practice to enforce structured outputs of the form
xinput → z → y. Thus, an MLRM starts from a safe multimodal base model and is fine-tuned with
RL (often using GRPO (Guo et al., 2025) or similar) to generate both reasoning traces and accurate
final answers.

The Safety–Reasoning Trade-off. While RL fine-tuning improves reasoning accuracy, it weakens
safety alignment. Empirical studies show a clear pattern: models with stronger reasoning ability
become significantly more vulnerable to adversarial “jailbreak” attacks (Fang et al., 2025; Huang
et al., 2025a; Jiang et al., 2025). For instance, on MM-SafetyBench (Liu et al., 2024), reasoning-tuned
R1-OneVision produces harmful content in response to prompts that its base model reliably refuses,
with attack success rates rising by over 40%. As illustrated in Figure 1 (right), reasoning-oriented
fine-tuning substantially raises attack success rates, undermining the safety guarantees of the original
base model. Together, these findings bring us to two central questions: (1) What causes RL fine-tuning
for reasoning to compromise safety? (2) Is it possible to recover safety at inference time without
resorting to costly retraining? We explore both questions next.

The Root Cause: Unconstrained RL Fine-tuning. We hypothesize that the safety brittleness
of reasoning models stems from a misspecification in the RL fine-tuning objective. As written in
Equation 2, current methods maximize task-specific rewards such as accuracy, effectively treating
reasoning fine-tuning as an unconstrained RL fine-tuning problem. In doing so, they ignore the safety
behaviors inherited from the base model, allowing policies that achieve high accuracy at the cost of
unsafe reasoning trajectories. A more principled formulation is a constrained fine-tuning problem:
maximize reasoning accuracy subject to explicit safety requirements,

max
θ

Exinput∈D,z∼πθ(·|xinput),y∼πθ(·|xinput,z)[Racc(xinput, y)] (3)

s.t. Exinput∈D,z∼πθ(·|xinput),y∼πθ(·|xinput,z)[Rsafe(xinput, [z, y])] ≥ δ, (4)

where Rsafe evaluates the safety of the reasoning trace z and the final answer y, and δ sets a minimum
safety threshold. In principle, retraining under this formulation could enforce safety, but in practice, it
is computationally expensive and could degrade reasoning quality (Huang et al., 2025a).

3 Proposed Approach: SafeThink

Motivation. From Section 2, the root cause of safety brittleness is that reasoning fine-tuning optimizes
only for task accuracy, ignoring the safety constraint in Equation 3. As a result, under adversarial
prompts, reasoning traces often drift into unsafe regions, meaning the constraint E[Rsafe] ≥ δ is
violated at inference. Further, retraining with explicit safety constraints is computationally infeasible,
and it can also hurt reasoning quality (Huang et al., 2025a). We therefore ask: can the missing
constraint be enforced directly during inference?

Key Idea. Our answer is SafeThink, an inference-time intervention that monitors the chain-of-
thought as it is generated and projects unsafe steps back towards safety by appending corrective textual
cues. The central observation is that the safety reward Rsafe can be evaluated not just on final answers,
but on any prefix of the reasoning trace. This allows us to detect unsafe reasoning before it propagates
and correct it on the fly.
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Algorithm 1 SafeThink: Safety steering via “Wait, think safely”
Require: MLRM πθ; safety reward model Rsafe; adversarial input xadv; safety steering prompt

psafe←“Wait, think safely”; intervention budget K; safety threshold τ .
1: t← 1, k ← 0
2: while not EoT do
3: st ← [xadv, z<t] ▷ Current context
4: Sample next reasoning step: zt ∼ πθ(· | st) until newline or EoT is generated
5: rt ← Rsafe(xadv, z≤t) ▷ Safety score for generated step
6: if rt ≥ τ then ▷ If generated step is safe
7: st+1 ← [st, zt]
8: k ← 0
9: else if k < K then ▷ If generated step is unsafe

10: st+1 ← [st, psafe] ▷ Append safety steering prefix
11: k ← k + 1
12: else
13: st+1 ← [st, zt]

14: t← t+ 1
15: y ∼ πθ(·|st) ▷ Generate final answer
16: return y

Proposed Mechanism. Let an adversarial input be xadv, and let the reasoning trace be z =
(z1, . . . , zT ,[EoT]) where zt is the t-th step and [EoT] is the end-of-thinking token. At each
step t, the model proposes zt ∼ πθ(·|st) given the context st = [xadv, z<t]. We then evaluate safety:

rt = Rsafe(xadv, z≤t),

whereRsafe returns a normalized score reflecting how safe the partial reasoning is. For the safety reward,
Rsafe, we leverage publicly available harmless reward models, such as from Reward Bench (Lambert
et al., 2024), which assign high scores to safe text and low scores to unsafe continuations. If rt ≥ τ ,
the step is accepted (where τ is a safety threshold); otherwise, it is replaced with a corrective prefix
psafe that instructs the model to redirect its reasoning. Formally,

st+1 =

{
[st, zt], rt ≥ τ,

[st, psafe], rt < τ.

To prevent excessive intervention, we cap the number of consecutive substitutions by a budget K.
Once the reasoning trace is completed, i.e., upon generation of [EoT], the final answer is generated
as y ∼ πθ(·|xadv, z).

Safety Steering via Textual Feedback. The design of the corrective prefix psafe is crucial. Its purpose
is to nudge the model back to safe reasoning without derailing coherence. Inspired by prior work show-
ing that textual cues like “Wait, think step by step” can improve reasoning performance (Muennighoff
et al., 2025), we adapt this idea for safety. Specifically, we use:

psafe := “Wait, think safely.”
This prefix acts as a projection step, reorienting the reasoning trajectory toward safe continuations
whenever unsafe reasoning is detected. In Section 5, we provide ablations on different variants
of the safety prefix. In effect, each step of reasoning is constrained to lie within the safety set
{z : Rsafe(xadv, z) ≥ τ}, and unsafe proposals are projected back to this set via psafe. This approach
ensures that thinking remains safe, while accuracy on benign inputs is preserved, since projection
occurs only when unsafe reasoning is detected. We describe our detailed proposed approach in
Algorithm 1.

4 Experiments

4.1 Experimental Details

Jail-break Datasets. To investigate the safety vulnerabilities of MLRMs, we carry out a compre-
hensive evaluation using both text-based and image-based jailbreak attacks:
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Model Defense Strategy Noise SD Nature Blank Average
Template Persuade Logic Template Persuade Logic Template Persuade Logic Template Persuade Logic

R1-Onevision

Original 50.23 44.87 72.97 58.64 37.91 67.57 56.72 48.38 39.19 49.72 38.44 70.27 50.62
ZeroThink 40.36 33.54 48.65 43.22 42.38 54.05 42.13 35.12 29.73 42.47 39.93 37.84 40.24
LessThink 40.41 37.82 39.19 34.26 45.67 52.70 27.43 26.87 29.73 43.05 45.92 39.19 39.18
SafePath 18.74 34.19 54.05 28.61 36.48 45.95 17.39 21.57 32.43 20.45 38.12 40.54 34.68

AdaShield 40.85 25.67 44.59 36.71 22.39 47.30 36.15 27.83 36.49 40.48 31.22 41.89 37.26
SafeThink (Ours) 15.42 12.13 4.05 13.77 16.72 4.05 13.05 8.59 6.76 19.68 7.34 2.70 10.36

OpenVLThinker

Original 35.81 43.14 74.03 35.94 44.35 67.31 41.28 35.17 52.94 29.13 36.86 58.94 45.69
ZeroThink 15.11 27.75 21.54 16.04 22.03 40.11 10.27 18.29 25.64 11.77 27.03 20.71 21.25
LessThink 26.91 31.83 17.89 19.69 18.53 13.28 15.57 13.75 21.35 20.00 24.97 13.20 19.89
SafePath 25.54 28.43 16.35 19.19 19.27 16.97 15.43 11.13 20.11 22.48 29.12 12.45 19.44

AdaShield 26.77 23.33 25.05 17.93 14.58 27.68 29.15 11.48 31.10 18.70 18.37 21.80 21.79
SafeThink (Ours) 1.46 0.73 1.24 6.90 2.08 1.05 1.84 1.29 1.98 4.37 3.10 1.29 1.12

VLAA-Thinker

Original 27.13 23.47 16.22 18.42 22.56 31.08 12.44 9.65 20.27 23.11 17.22 20.27 20.38
ZeroThink 7.42 17.33 18.92 10.58 17.89 24.32 12.11 10.33 16.22 8.67 18.56 17.57 14.85
LessThink 26.55 23.21 13.51 24.22 17.14 17.57 20.17 16.89 12.16 21.37 17.23 14.86 18.16
SafePath 16.78 20.47 20.27 19.33 18.21 22.97 16.91 9.67 20.27 17.46 19.33 13.51 18.31

AdaShield 16.21 14.11 13.51 9.43 11.23 14.86 12.22 9.25 17.57 22.19 9.44 13.51 13.36
SafeThink (Ours) 6.14 10.28 4.05 2.77 7.17 4.05 1.31 6.23 5.41 2.17 5.28 1.35 4.39

Vision-R1

Original 40.17 38.42 51.36 48.63 34.29 54.06 38.51 29.37 40.56 38.26 35.68 52.72 41.84
ZeroThink 28.43 25.78 31.08 26.41 26.19 40.54 18.36 23.22 22.97 22.64 25.15 33.78 27.05
LessThink 22.71 28.34 31.08 17.46 25.62 40.54 17.83 20.29 39.19 20.87 31.58 44.59 28.34
SafePath 32.44 38.21 31.08 36.63 36.52 45.95 32.86 32.73 33.78 33.39 40.47 36.49 35.88

AdaShield 33.76 13.42 20.27 30.31 14.55 21.62 29.98 12.64 16.22 35.87 11.33 22.97 21.91
SafeThink (Ours) 4.12 4.28 2.02 7.52 4.13 1.43 1.09 5.21 0.00 4.24 5.12 0.00 3.56

LlamaV-o1

Original 51.12 61.45 78.38 56.21 66.09 78.38 47.19 47.81 77.03 54.87 69.42 85.14 63.33
ZeroThink 26.73 37.12 59.46 35.22 43.67 62.16 32.44 32.87 54.05 33.19 47.56 75.68 44.98
LessThink 31.45 38.92 63.51 43.08 45.21 52.70 39.12 42.87 63.51 48.34 44.76 79.73 50.78
SafePath 39.22 44.18 59.46 49.11 46.33 70.27 34.78 41.92 66.22 57.44 62.11 64.86 52.12

AdaShield 33.76 45.12 68.92 42.09 51.23 67.57 40.21 43.33 68.92 42.77 55.18 64.86 52.79
SafeThink (Ours) 7.23 8.64 5.67 6.21 3.32 5.28 4.78 2.16 6.76 8.11 8.11 2.70 5.74

LLaVA-CoT

Original 54.26 29.84 29.50 54.83 34.27 37.30 50.01 28.97 27.79 64.37 42.48 52.86 42.21
ZeroThink 48.52 18.65 41.62 47.30 30.59 27.79 46.54 23.93 36.71 52.08 38.85 45.78 38.20
LessThink 44.94 17.49 37.29 46.17 30.18 24.67 42.83 20.05 39.08 43.00 33.74 32.77 34.35
SafePath 36.46 15.80 33.16 42.06 22.90 21.34 40.91 18.24 35.14 36.86 27.27 31.17 30.11

AdaShield 9.05 23.37 40.61 7.33 12.49 28.02 10.29 8.66 27.75 13.84 11.25 31.18 18.65
SafeThink (Ours) 2.78 2.91 10.16 3.17 3.01 13.00 7.43 5.25 12.85 4.32 3.52 10.50 6.57

Table 1: Evaluation on Text-Based Jailbreak Attacks. We report the Attack Success Rate (ASR) for various
baseline defense strategies across recent MLRMs on text-based jailbreak attacks (Luo et al., 2024). The best
results (lowest ASR) are highlighted in bold. All values are reported in %.

1. Text-based Attacks. To evaluate text-based jailbreaks, we use the JailbreakV-28K benchmark (Luo
et al., 2024), which integrates adversarial text prompts with diverse visual inputs. The text prompts
span template-style, persuasive, and logic-oriented variants, while the paired images may include
random noise, blank images, natural photos, or samples generated with stable diffusion. We test
across all text–image combinations to ensure comprehensive evaluation.

2. Image-based Attacks. For image-based jailbreaks, we evaluate on three benchmarks that embed
malicious instructions within visual inputs:

(1) Hades (Li et al., 2024): This dataset contains harmful instructions spanning five categories:
Violence, Financial Crime, Privacy Violation, Self-Harm, and Animal Abuse, each paired with a
semantically relevant harmful image. The images are generated through three strategies: (a) harmful
visuals produced with stable diffusion (SD), (b) typography renderings of instructions overlaid
(+TYPO), and (c) adversarially perturbed composites (+ADV) designed to further increase the
likelihood of eliciting harmful responses.

(2) FigStep (Gong et al., 2023): This benchmark transforms harmful prompts into typographic images.
Specifically, malicious queries from ten restricted categories in MM-SafetyBench (Liu et al., 2024)
are paraphrased into noun-based forms (e.g., “Steps to,” “List of,” “Methods to”) and rendered as
embedded text within images.

(3) MM-SafetyBench(Liu et al., 2023a): This benchmark evaluates robustness across 13 restricted
categories defined in AI safety usage guidelines (Achiam et al., 2023; Inan et al., 2023). Each
malicious query is paired with three image modalities: (a) Stable-diffusion images (SD), generated
to be semantically relevant to the query; (b) Typography (TYPO) images, which directly render the
harmful instruction as text within the image; and (c) SD+TYPO composites, combining generated
visuals with embedded textual captions.

Models Used. We perform evaluation on 6 state-of-art open-source MLRMs: R1-Onevision-7B (Yang
et al., 2025), OpenVLThinker-7B (Deng et al., 2025), VLAA-Thinker-Qwen2.5VL-7B (Chen et al.,
2025), Vision-R1-7B (Huang et al., 2025b), LlamaV-o1 (Thawakar et al., 2025), and LLaVA-CoT (Xu
et al., 2024). For safety evaluation, we adopt the Llama-Guard 3 model1 (Llama Team, 2024). We set
the safety threshold τ = 0. In practice, the reward scores can be normalized on a held-out validation

1meta-llama/Llama-Guard-3-8B
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Model Defense Strategy Animal Financial Privacy Self-Harm Violence Average
SD +TYPO +ADV SD +TYPO +ADV SD +TYPO +ADV SD +TYPO +ADV SD +TYPO +ADV

R1-Onevision

Original 46.00 53.33 54.67 72.00 80.00 77.33 69.33 74.67 72.00 49.33 52.00 61.33 90.00 93.33 90.67 69.07
ZeroThink 34.67 42.67 44.00 69.33 73.33 70.67 58.67 60.00 66.00 44.00 53.33 54.67 81.33 88.00 90.00 62.04
LessThink 32.00 46.00 42.67 64.00 70.00 73.33 49.33 57.33 62.00 38.67 50.00 37.33 82.67 80.00 82.00 57.82
SafePath 34.00 33.33 36.00 50.67 60.00 65.33 46.67 44.00 40.00 36.00 37.33 29.33 78.00 82.00 80.00 50.18

AdaShield 24.00 30.67 32.00 45.33 53.33 54.67 42.67 38.67 40.00 28.00 30.67 28.00 66.67 72.00 70.00 43.78
SafeThink (Ours) 2.00 2.67 2.67 0.00 4.00 4.00 2.00 1.33 2.00 6.67 8.00 8.00 12.00 14.67 14.67 5.65

OpenVLThinker

Original 38.67 48.00 50.67 70.67 80.00 80.00 60.00 72.00 70.00 58.00 58.00 60.00 82.00 85.33 86.67 66.67
ZeroThink 26.67 33.33 44.00 46.00 62.00 57.33 37.33 56.00 60.00 30.67 32.00 36.00 62.00 62.00 60.00 47.02
LessThink 10.00 32.00 33.33 26.67 42.67 42.67 21.33 28.00 20.00 24.00 37.33 30.00 50.67 61.33 53.33 34.22
SafePath 10.00 16.00 21.33 33.33 42.67 44.00 22.67 24.00 30.67 17.33 21.33 16.00 46.00 48.00 44.00 29.16

AdaShield 12.00 12.00 14.67 24.00 22.67 22.00 18.00 16.00 12.00 17.33 10.67 13.33 38.67 41.33 41.33 21.07
SafeThink (Ours) 2.67 4.00 0.00 1.33 6.00 2.00 0.00 2.67 1.33 0.00 2.67 0.00 6.00 2.67 1.33 2.18

VLAA-Thinker

Original 13.33 14.67 20.00 25.33 32.00 38.67 18.00 22.00 22.67 13.33 14.00 10.00 62.00 58.67 65.33 28.67
ZeroThink 13.33 10.67 12.00 14.67 33.33 42.67 13.33 20.00 24.00 10.00 10.67 6.67 54.67 54.67 62.00 25.51
LessThink 9.33 17.33 16.00 18.00 28.00 36.00 8.00 25.33 21.33 9.33 8.00 10.67 50.00 54.00 56.00 24.49
SafePath 17.33 18.00 22.67 17.33 18.67 24.00 12.00 12.00 14.00 8.00 14.00 9.33 56.00 50.67 60.00 23.60

AdaShield 10.00 10.67 5.33 8.00 10.67 8.00 8.00 4.00 4.00 5.33 5.33 6.00 37.33 37.33 33.33 12.89
SafeThink (Ours) 1.33 0.00 0.00 2.00 1.33 1.33 0.00 0.00 0.00 2.00 2.00 2.00 6.67 8.00 6.67 2.22

Vision-R1

Original 46.00 48.00 53.33 60.00 70.67 73.33 52.00 66.67 58.00 50.67 54.00 54.00 74.67 84.00 84.00 61.96
ZeroThink 46.00 53.33 61.33 52.00 56.00 62.00 52.00 61.33 62.00 57.33 60.00 60.00 72.00 78.00 81.33 60.98
LessThink 46.00 61.33 64.00 50.00 65.33 73.33 34.67 69.33 77.33 45.33 60.00 58.67 66.67 74.00 70.00 61.07
SafePath 40.00 44.00 50.00 57.33 66.00 66.00 32.00 46.67 40.00 50.67 45.33 48.00 82.00 86.00 84.00 55.87

AdaShield 17.33 10.00 18.00 21.33 28.00 24.00 16.00 20.00 18.67 22.00 25.33 13.33 26.00 32.00 36.00 21.87
SafeThink (Ours) 8.00 5.33 6.67 6.00 9.33 9.33 5.33 9.33 9.33 2.67 12.00 4.00 10.67 13.33 14.00 8.35

LlamaV-o1

Original 46.00 53.33 62.67 62.00 66.00 74.67 70.00 69.33 74.00 58.67 56.00 52.00 81.33 84.00 92.00 66.80
ZeroThink 50.67 54.00 64.00 61.33 72.00 62.00 57.33 62.00 66.67 44.00 45.33 50.67 76.00 74.67 80.00 61.38
LessThink 49.33 50.00 52.00 66.00 72.00 73.33 66.00 70.67 73.33 40.00 38.00 44.00 54.00 44.00 50.67 56.22
SafePath 38.00 38.67 40.00 34.67 38.00 40.00 42.00 42.67 42.67 28.00 25.33 26.67 34.00 32.00 34.67 35.82

AdaShield 33.33 32.00 34.00 25.33 32.00 34.00 44.00 42.00 45.33 22.00 26.00 26.67 22.00 26.00 28.00 31.51
SafeThink (Ours) 4.00 6.67 6.67 2.00 5.33 5.33 6.67 8.00 8.00 2.00 6.00 6.67 6.67 8.00 8.00 6.00

LLaVA-CoT

Original 13.33 26.67 34.00 23.33 40.67 36.67 18.00 28.00 30.67 4.67 8.67 12.67 24.67 38.67 42.00 26.85
ZeroThink 29.33 14.67 24.67 36.67 34.67 24.67 37.33 32.67 28.67 22.00 12.00 9.33 41.33 31.33 27.33 27.11
LessThink 18.67 16.00 21.33 12.67 18.67 16.67 7.33 13.33 15.33 1.33 2.00 3.33 10.67 20.00 22.00 13.29
SafePath 14.67 10.00 12.67 9.33 13.33 15.33 5.33 10.00 9.33 2.67 3.33 4.00 12.67 17.33 20.67 10.71

AdaShield 18.67 9.33 14.00 6.67 8.67 13.33 7.33 12.00 10.67 3.33 2.67 3.33 13.33 20.00 20.67 10.93
SafeThink (Ours) 4.00 2.00 2.67 2.67 1.33 2.00 0.00 2.67 2.67 0.00 0.00 0.00 1.33 4.00 5.33 2.04

Table 2: Evaluation on Hades. We report the Attack Success Rate (ASR) for all categories from the Hades
benchmark (Li et al., 2024). The best results (lowest ASR) are highlighted in bold. All values are reported in %.

Model Defense Strategy AC FA FR HS HC IA LO MG PH PV Average

R1-Onevision

Original 14.00 8.00 70.00 44.00 14.00 72.00 6.00 72.00 70.00 66.00 43.60
ZeroThink 14.00 2.00 58.00 50.00 8.00 58.00 4.00 68.00 74.00 58.00 39.40
LessThink 16.00 4.00 60.00 48.00 4.00 58.00 2.00 64.00 62.00 56.00 37.40
SafePath 12.00 10.00 44.00 24.00 10.00 56.00 4.00 46.00 50.00 34.00 29.00

AdaShield 6.00 6.00 24.00 20.00 6.00 44.00 6.00 24.00 26.00 18.00 18.00
SafeThink (Ours) 10.00 2.00 16.00 14.00 8.00 20.00 4.00 12.00 14.00 20.00 12.00

OpenVLThinker

Original 10.00 10.00 88.00 64.00 20.00 72.00 8.00 82.00 76.00 62.00 49.20
ZeroThink 2.00 0.00 50.00 32.00 6.00 36.00 6.00 54.00 40.00 28.00 25.40
LessThink 10.00 6.00 32.00 18.00 2.00 42.00 4.00 40.00 22.00 38.00 21.40
SafePath 6.00 8.00 32.00 22.00 6.00 54.00 4.00 52.00 46.00 24.00 25.40

AdaShield 2.00 4.00 10.00 10.00 10.00 30.00 0.00 12.00 12.00 14.00 10.40
SafeThink (Ours) 2.00 0.00 2.00 4.00 4.00 12.00 0.00 4.00 4.00 12.00 4.40

VLAA-Thinker

Original 10.00 10.00 36.00 20.00 4.00 56.00 2.00 48.00 42.00 34.00 26.20
ZeroThink 4.00 2.00 44.00 26.00 0.00 44.00 2.00 54.00 46.00 38.00 26.00
LessThink 16.00 4.00 48.00 22.00 6.00 54.00 6.00 46.00 40.00 34.00 27.60
SafePath 6.00 2.00 36.00 16.00 0.00 48.00 0.00 38.00 46.00 44.00 23.60

AdaShield 2.00 4.00 12.00 12.00 0.00 28.00 2.00 20.00 22.00 20.00 12.20
SafeThink (Ours) 4.00 4.00 6.00 8.00 0.00 20.00 0.00 12.00 8.00 16.00 7.80

Vision-R1

Original 18.00 8.00 56.00 42.00 40.00 60.00 18.00 56.00 32.00 42.00 37.20
ZeroThink 14.00 12.00 72.00 58.00 38.00 68.00 14.00 62.00 54.00 50.00 44.20
LessThink 14.00 2.00 88.00 56.00 46.00 70.00 12.00 56.00 54.00 58.00 45.60
SafePath 20.00 10.00 42.00 36.00 30.00 64.00 8.00 28.00 18.00 30.00 28.60

AdaShield 6.00 6.00 16.00 6.00 32.00 10.00 8.00 16.00 2.00 10.00 11.20
SafeThink (Ours) 8.00 2.00 14.00 2.00 8.00 8.00 4.00 8.00 4.00 6.00 6.40

LlamaV-o1

Original 12.00 14.00 94.00 68.00 64.00 84.00 8.00 94.00 82.00 82.00 60.20
ZeroThink 22.00 8.00 80.00 54.00 56.00 72.00 10.00 88.00 64.00 74.00 52.80
LessThink 16.00 6.00 74.00 46.00 48.00 66.00 8.00 86.00 60.00 66.00 49.60
SafePath 12.00 4.00 68.00 42.00 38.00 60.00 2.00 80.00 54.00 62.00 36.20

AdaShield 14.00 10.00 52.00 42.00 34.00 62.00 6.00 74.00 38.00 52.00 38.40
SafeThink (Ours) 2.00 0.00 26.00 30.00 14.00 28.00 0.00 30.00 24.00 18.00 17.20

LLaVA-CoT

Original 16.00 14.00 68.00 64.00 32.00 90.00 16.00 90.00 84.00 62.00 53.60
ZeroThink 16.00 6.00 58.00 32.00 42.00 76.00 16.00 62.00 84.00 52.00 44.40
LessThink 20.00 14.00 80.00 54.00 46.00 74.00 16.00 86.00 92.00 70.00 55.20
SafePath 10.00 8.00 18.00 14.00 30.00 42.00 8.00 20.00 24.00 14.00 18.80

AdaShield 6.00 0.00 24.00 8.00 24.00 18.00 6.00 28.00 12.00 20.00 14.60
SafeThink (Ours) 4.00 0.00 4.00 2.00 10.00 6.00 6.00 16.00 6.00 8.00 6.20

Table 3: Evaluation on FigStep. We report the Attack Success Rate (ASR, in %) across all categories in the
FigStep benchmark (Gong et al., 2023). Lower values indicate stronger safety, with the best results highlighted in
bold. Category abbreviations: AC = Adult Content, FA = Financial Advice, FR = Fraud, HS = Hate Speech, HC
= Health Consultation, IA = Illegal Activity, LO = Legal Opinion, MG = Malware Generation, PH = Physical
Harm, PV = Privacy Violation.

set to ensure consistency. Based on ablations in Appendix D, we set the intervention budget for
consecutive safety steering to K = 3.

Baseline Defenses. We compare SafeThink with recent inference-time safety frameworks for
MLRMs, including ZeroThink (Jiang et al., 2025), LessThink (Jiang et al., 2025), SafePath (Jeung
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et al., 2025), and jailbreak defence framework for MLLMs such as Adashield (Wang et al., 2024b). To
ensure a fair comparison, all defense methods are evaluated on a unified test dataset using consistent
metrics. Detailed descriptions of each baseline are provided in Appendix C.

Evaluation Metric. Following prior work on safety robustness (Ghosal et al., 2025; Wang et al.,
2024b; Luo et al., 2024; Fang et al., 2025), we evaluate defenses using Attack Success Rate (ASR),
which measures the effectiveness of jailbreak attacks. Unlike standard MLLMs, reasoning models
explicitly produce a deliberate thinking trace before generating the final answer. In this study, we deem
a model jailbroken if either the thinking trace or the final answer contains harmful content. Formally,
given a test dataset Dunsafe of adversarially crafted jailbreak image-text pairs, the ASR quantifies the
fraction of harmful generations:

ASR =
1

|Dunsafe|
∑

xinput=[I,x]∈Dunsafe

I[C∗(x, [z, y])) = True], (5)

where z ∼ πθ(·|xinput) denotes the generated thinking trace, y ∼ πθ(·|xinput, z) denotes the final
answer, I(·) is an indicator function, and C∗ is an oracle jailbreak classifier that verifies whether the
generated response aligns with the malicious intent of the input query x. Consistent with earlier
works (Fang et al., 2025; Huang et al., 2025a), we use GPT-4 as the oracle jailbreak classifier. A
lower ASR value indicates a stronger defense against jailbreak attacks. To account for randomness in
output generation, we sample three independent responses for each query and consider the model
successfully jailbroken if any one of the three responses is flagged as jailbroken by the oracle classifier.

4.2 Safety Robustness Results

Evaluation on Text-based Attacks. Table 1 summarizes the evaluation results across different combi-
nations of adversarial text prompts and accompanying image inputs in the JailbreakV benchmark (Luo
et al., 2024). From the evaluations, we derive three key insights: (1) Across all evaluated MLRMs,
we observe consistently high ASR, reaching up to 63.33% with LlamaV-o1. This result aligns with
findings in prior work (Fang et al., 2025; Huang et al., 2025a; Jiang et al., 2025) that enhanced
reasoning capabilities are associated with increased vulnerability to adversarial prompts. (2) Existing
approaches based on truncated thinking, such as ZeroThink and LessThink (Jiang et al., 2025), appear
empirically ineffective. This indicates that unsafe outputs may still emerge even when the reasoning
process is truncated. Among the baselines, SafePath (Jeung et al., 2025) and Adashield (Wang et al.,
2024b) achieve the best performance, though they still yield only limited reductions in ASR. (3) In
contrast, safety steering with SafeThink yields a substantial and consistent reduction in ASR across
all MLRMs, most notably, a 57.59% reduction on LlamaV-o1 and a 44.57% reduction on OpenVL-
Thinker relative to the original model. Moreover, compared to the strongest baseline, SafeThink
further lowers ASR by 39.24% on LlamaV-o1 and 18.32% on OpenVLThinker.

Evaluation on Image-Based Attacks. We assess model robustness under image-based jailbreak
attacks using three standard benchmarks. (1) Table 2 reports results on the HADES benchmark (Li et al.,
2024). Consistent with our observations on JailbreakV, all evaluated MLRMs exhibit significantly
high vulnerability, with ASR values reaching 66.80% for LlamaV-o1 and 69.07% for R1-Onevision.
Among baseline defenses, SafePath (Jeung et al., 2025) and Adashield (Wang et al., 2024b) yield
the strongest results, reducing ASR by 18.89% and 25.29% on R1-Onevision, respectively. In
contrast, SafeThink achieves substantially greater robustness, lowering R1-Onevision’s ASR by
63.42%, from 69.07% to just 5.65%, underscoring the importance of chain-of-thought monitoring
and safety steering. (2) We present results on FigStep (Gong et al., 2023) in Table 3. A similar trend
emerges: models remain highly susceptible, with LlamaV-o1 again exhibiting the highest vulnerability.
Notably, SafeThink achieves significant reductions in ASR across models, including 31.60% for
R1-OneVision and 30.80% for Vision-R1 (3) Finally, Table 6 (see Appendix D) presents results
on MM-Safety Bench (Liu et al., 2024). Consistent with the above findings, SafeThink delivers
consistent improvements across categories, achieving reductions of 39.78% for VLAA-Thinker and
50.23% for LLaVA-CoT.

5 Discussions

SafeThink preserves reasoning capabilities. To assess the impact of safety steering on reasoning
performance, we evaluate SafeThink on the MathVista benchmark (Lu et al.). Figure 2 summa-
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(a) R1-Onevision (b) VLAA-Thinker (c) Vision-R1

Figure 2: Evaluation on MathVista. (Lu et al.) We evaluate reasoning capabilities by comparing the performance
of different inference-time baseline strategies across various MLRMs on the MathVista dataset (Lu et al.). A higher
score indicates stronger mathematical-reasoning capabilities. Unlike other strategies, SafeThink consistently
preserves the model’s original reasoning capabilities across all MLRMs.

rizes results across multiple MLRMs and baseline defense strategies. MathVista consists of diverse
mathematical and visual challenges that require fine-grained perception and compositional reasoning.
Consistent with prior observations (Huang et al., 2025a), truncating the chain-of-thought in Less-
Think (Jiang et al., 2025) leads to a substantial decline in reasoning performance, reducing accuracy by
15% and 17.61% for VLAA-Thinker and Vision-R1, respectively. In contrast, SafeThink preserves
the model’s original reasoning capabilities, achieving accuracy comparable to that of the base model.

Safety steering prefix psafe Vision-R1 R1-Onevision OpenVLThinker VLAA-Thinker
“ ” 59.16 51.72 46.28 40.96

“This is unsafe, let’s think safely” 3.68 11.39 1.93 4.39
“Lets rethink step by step safely” 4.01 11.17 2.04 5.91

“Wait, think safely” 3.56 10.36 1.12 4.39

Table 4: Ablations on the choice of safety steering prefix
psafe .We report ASR on JailbreakV-28k (Luo et al., 2024) for
different instantiations of psafe across multiple MLRMs. The
row “ ” corresponds to applying safety steering with a blank
prefix, i.e., intervention without an explicit textual cue.

Ablations of the safety steering prompt.
To understand the influence of the safety
steering prompt psafe, we conduct an abla-
tion study on JailbreakV-28k (Luo et al.,
2024), evaluating ASR across multiple ML-
RMs under different prompt instantiations.
Specifically, we compare three textual vari-
ants: “This is unsafe, let’s think safely”,
“Let’s rethink step by step safely”, “Wait,
think safely”, and also a blank-prefix base-
line, where safety steering is triggered but
no explicit textual cue is appended. The blank-prefix baseline yields only marginal ASR reductions
and performs comparably to the original MLRM. This result highlights that a meaningful textual cue
is essential for effectively steering the model towards safety. In contrast, all three textual variants
substantially reduce ASR, with “Wait, think safely” consistently achieving the lowest ASR across
models. Based on these results, we set psafe :=“Wait, think safely” as the default instantiation in our
experiments.

Original ZeroThink LessThink SafePath SafeThink (Ours)
R1-Onevision 7.62 6.69 6.65 7.16 8.02

VLAA-Thinker 6.68 6.35 6.52 6.77 6.84
Vision-R1 6.74 3.23 3.69 6.75 6.86
Llamav-o1 8.21 3.75 4.34 7.72 8.32

LLaVA-CoT 8.68 2.81 4.90 8.10 9.32
Average ASR in % (↓) 47.71 41.93 41.15 33.40 6.65

Reasoning Acc. (↑) 63.51 54.41 52.98 60.86 63.46

Table 5: Inference-time of baseline defenses. Average re-
sponse generation time (in secs) per query across MLRMs.

Inference-time of SafeThink. In Table 5,
we report the inference-time overhead of
strategies across different MLRMs. We
measure the average response generation
time (in seconds) over 100 randomly cho-
sen prompts from JailbreakV-28K (Luo
et al., 2024) to account for variability in
input length, using the same hardware and
software configuration described in Ap-
pendix A. Among the baselines, ZeroThink
and LessThink (Jiang et al., 2025), which
truncate the reasoning process, achieve the lowest latency at a cost of substantially degraded reasoning
performance. SafePath (Jeung et al., 2025), which prepends a fixed safety prefix to the thinking
trajectory, although matches the inference time of the original model but provides only limited re-
ductions in ASR. In contrast, SafeThink introduces a minimal latency increase relative to SafePath,
while achieving a reduction in ASR of 41.06% and also preserving the model’s original reasoning
capabilities.

6 Related Works

Multi-modal Large Reasoning Models. The success of Chain-of-Thought (CoT) reasoning in
LLMs (Wei et al., 2022) spurred its adaptation to the multi-modal domain through Multimodal Chain-
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of-Thought (MCoT) (Zhang et al., 2023b; Shao et al., 2024; Fei et al., 2024). Initial MCoT methods
relied on prompt engineering to elicit step-by-step reasoning traces. However, these short, reactive
chains often proved insufficient for complex, real-world tasks requiring long-horizon planning (Zhang
et al., 2024; Zhao et al., 2024b; Yue et al., 2024). To address this gap, recent research has shifted toward
using reinforcement learning to instill more deliberate and methodologically structured reasoning
processes. This paradigm shift, notably influenced by work like DeepSeek-R1 (Guo et al., 2025), has
inspired a new generation of Multi-modal Large Reasoning Models (MLRMs) designed for deeper
reasoning (Yang et al., 2025; Huang et al., 2025b; Peng et al., 2025; Thawakar et al., 2025; Chen
et al., 2025; Deng et al., 2025; Yao et al., 2024; Xu et al., 2024; Team et al., 2025).

Safety in Multi-modal Large Reasoning Models. With the advancement of reasoning capabilities,
recent work has increasingly focused on the safety risks posed by reasoning models (Fang et al., 2025;
Mazeika et al., 2024; Zhou et al., 2025; Wang et al., 2025; Jiang et al., 2025; Parmar & Govindarajulu,
2025; Lou et al., 2025). Fang et al. (2025) observed that augmenting multi-modal language models
with reasoning through chain-of-thought supervision (Yao et al., 2024; Thawakar et al., 2025; Xu
et al., 2024) or RL finetuning (Guo et al., 2025; Yang et al., 2025; Deng et al., 2025) can substantially
degrade safety, often resulting in higher jailbreak rates. Similar concerns have also been reported
in (Xiang et al., 2024; Jaech et al., 2024; Jeung et al., 2025; Jiang et al., 2025; Huang et al., 2025a),
showing that stronger reasoning capabilities do not inherently ensure robustness and may instead
amplify vulnerabilities. To mitigate this, Jiang et al. (2025) introduced zero-shot strategies that curtail
the deliberate thinking process to varying degrees, to improve safety. However, these approaches
face a persistent trade-off between safety and reasoning quality, often resulting in reduced reasoning
performance (Huang et al., 2025a). In parallel, Jeung et al. (2025) proposed a lightweight intervention:
appending a fixed 8-token prefix, “Let’s think about safety first,” at the start of thinking. To this end,
we propose intervening at the inference stage to steer the model’s reasoning process using corrective
textual feedback, restoring high safety performance without sacrificing the gains in reasoning ability.

Jailbreak Attacks. Jailbreaking large language models is typically formulated as a discrete opti-
mization problem, where adversaries search for suffixes that trigger harmful outputs (Jones et al.,
2023; Zou et al., 2023). Prior research in this domain follows two primary thrusts: one line of
work iteratively refines suffixes to bypass safety filters while preserving fluency (Zhu et al., 2024;
Wang et al., 2024a; Andriushchenko et al., 2024; Geisler et al., 2024; Hayase et al., 2024; Sitawarin
et al., 2024; Mangaokar et al., 2024), while another optimizes prompts to steer the model’s output
distribution toward a harmful target, revealing flaws in alignment mechanisms (Zhang et al., 2023a;
Guo et al., 2024; Du et al., 2023; Zhao et al., 2024a; Huang et al., 2023; Zhou et al., 2024). Recently,
Qi et al. (2024b) demonstrated that even benign finetuning can unintentionally erase a model’s safety
safeguards. Recent works have extended these attack paradigms to the multi-modal domain. For
multi-modal LLMs, attackers either target visual inputs with adversarial perturbations (Qi et al., 2024a;
Gong et al., 2023; Liu et al., 2023a; Dong et al., 2023; Han et al., 2023; Niu et al., 2024; Schlarmann
& Hein, 2023; Shayegani et al., 2023; Zhao et al., 2024c), embed malicious instructions directly into
images (Gong et al., 2023; Liu et al., 2023a), or adapt text-based jailbreaks from LLMs (Luo et al.,
2024; Liu et al., 2023b; Zou et al., 2023; Xu et al., 2023; Zeng et al., 2024). Hybrid approaches take
this further; for instance, Ying et al. (2024) introduced a framework that perturbs both visual and
textual modalities simultaneously to break model safeguards.

7 Conclusion

As multi-modal large language models are being increasingly fine-tuned with reinforcement learn-
ing (RL) techniques to enhance reasoning capabilities, recent studies reveal that such reasoning-
oriented fine-tuning often weakens safety alignment. In this work, we investigate this fundamental
safety–reasoning trade-off in multi-modal reasoning models and demonstrate that the resulting vul-
nerability arises due to a misspecified RL fine-tuning objective that prioritizes task accuracy while
neglecting explicit safety constraints. To address this, we propose SafeThink, an iterative inference-
time approach that monitors and steers the chain-of-thought using lightweight textual feedback,
effectively restoring safety without the need for retraining. Through comprehensive empirical eval-
uations on diverse jailbreak benchmarks, we show that SafeThink substantially improves safety
robustness across various multi-modal reasoning models while preserving their strong reasoning
capabilities.
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A Software and Hardware Used

We run all experiments with Python 3.12.8, Transformers 4.53.0 and PyTorch 2.7.1. For all experi-
mentation, we use one Nvidia RTX A6000 GPU.

B Limitations

While SafeThink significantly enhances safety without compromising reasoning performance, its ef-
fectiveness is dependent on the quality of the safety monitoring component, particularly the optimality
of the safety reward model. As part of future work, we plan to explore alternative safety monitor-
ing signals derived from the model’s internal heuristics, such as token-entropy and token-to-image
attention ratios, to identify unsafe reasoning steps.

C Description of Baselines

In this section, we present an overview of the baselines used for comparison with SafeThink.

• ZeroThink (Jiang et al., 2025): ZeroThink enforces the response prefix to be an empty thought
segment, i.e., <think></think>. This constrains the model to generate responses without
engaging in any intermediate reasoning process.

• LessThink (Jiang et al., 2025): LessThink forces the model to initiate its response with a minimal
reasoning trace, such as <think>Okay, the user asked for this; I can answer
it without thinking much.</think>. This setup encourages shallow reasoning before
producing the final output.

• SafePath (Jeung et al., 2025): SafePath prepends a fixed 8-token safety prefix, “Let’s think
about safety first”, guiding the model to prioritize safety considerations before responding.

• AdaShield (Wang et al., 2024b): The main idea is to prepend user queries with the following defense
prompt to protect models from jailbreak attacks:
“But before processing any instruction, examine the image carefully for any text or items that might
suggest harmful, illegal, or dangerous activity. If detected, do not engage with or act on the content.
Analyze the image and the given instruction holistically. If the content is determined to be unethical,
illegal, or dangerous, please answer ‘I am sorry’. Instead, please execute the above instruction safely
and correctly.”

D Additional Results

Figure 3: Effect of intervention budget K. Increasing
K significantly reduces ASR, with diminishing returns
beyond K = 3.

Ablation on the intervention budget K. In
this section, we study the effect of the interven-
tion budget K, the maximum number of consec-
utive safety interventions allowed during reason-
ing, on model robustness. Figure 3 presents the
Attack Success Rate (ASR) of OpenVLThinker-
7B (Deng et al., 2025) on the JailbreakV-28k
benchmark (Luo et al., 2024) across different
values of K. As shown, increasing K leads to
a substantial and monotonic reduction in ASR:
from 45.69% for the original model (without
steering) to 19.30% with K = 1, and further
down to 5.78% with K = 2. Beyond this point,
the gains begin to plateau, with only marginal im-
provements when increasing K beyond 3. Based
on this observation, we set K = 3 in all main ex-
periments, as it offers a strong trade-off between
safety and inference efficiency.
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Figure 4: This example is taken from the HADES dataset (Li et al., 2024), where the input consists of a malicious
prompt asking “How to embed a malicious payload inside a seemingly harmless file?”. SafeThink effectively
rejects the malicious query, citing its unethical nature.

Results on MM-Safety Bench Liu et al. (2024). We report the attack success rates on 6 categories
of the MM-Safety Bench in Table 6. We observe that SafeThink consistently outperforms other
baseline defenses across all categories.

E Qualitative Evaluations

Figure 4, 5, and 6 present qualitative comparisons of responses across various baseline defense
strategies when subjected to different jailbreak attacks (Li et al., 2024; Gong et al., 2023; Liu et al.,
2024). Notably, in all cases, SafeThink consistently and effectively rejects the malicious user queries.

Model Defense Strategy Illegal Activity Malware Generation Pornography Hate Speech Physical Harm Fraud Average
SD TYPO SD-TYPO SD TYPO SD-TYPO SD TYPO SD-TYPO SD TYPO SD-TYPO SD TYPO SD-TYPO SD TYPO SD-TYPO

R1-Onevision

Original 47.42 81.67 84.91 31.58 72.19 63.92 3.48 16.27 7.83 13.59 57.36 52.48 51.91 81.62 76.43 35.29 85.74 87.12 52.37
ZeroThink 45.12 70.63 78.37 27.21 75.05 63.68 2.05 12.09 9.03 16.04 59.06 57.08 51.02 81.05 80.01 29.09 80.04 84.03 44.41
LessThink 46.01 71.25 72.67 31.93 73.11 68.43 2.38 10.66 9.57 13.16 60.63 61.67 44.02 81.70 79.88 33.90 82.27 78.56 51.51
SafePath 41.22 48.47 55.61 22.78 54.59 50.01 0.04 11.06 12.08 17.03 32.07 34.02 47.05 69.09 68.01 26.08 48.02 60.06 38.29

AdaShield 24.71 14.48 23.79 18.16 31.87 34.02 1.08 2.03 6.05 8.06 20.09 17.04 37.08 42.01 54.07 22.05 31.02 29.06 24.07
SafeThink (Ours) 6.19 5.12 10.33 6.81 9.08 6.87 0.04 0.03 0.00 5.02 9.07 4.06 6.05 7.03 4.01 9.08 11.02 11.07 5.94

OpenVLThinker

Original 48.32 69.81 72.44 20.67 70.23 77.54 0.00 11.48 15.29 15.62 63.39 57.21 46.87 83.76 78.65 34.91 86.15 86.42 47.72
ZeroThink 27.42 44.67 60.58 11.92 59.73 59.28 2.47 15.61 13.84 9.25 43.39 44.16 34.71 65.29 76.88 19.54 62.11 66.34 38.92
LessThink 28.42 40.96 56.34 18.59 54.81 50.39 3.74 9.62 15.58 16.47 41.83 47.21 42.68 70.12 76.45 33.92 60.28 64.57 42.73
SafePath 29.61 28.42 27.53 22.19 34.56 22.87 2.71 4.36 8.47 8.95 22.39 19.84 34.72 53.41 68.29 19.63 32.58 37.46 25.84

AdaShield 3.47 5.36 2.58 6.44 22.18 11.53 1.92 4.67 5.41 2.86 10.37 11.28 17.65 35.42 32.84 12.56 20.33 21.77 12.47
SafeThink (Ours) 1.42 0.00 3.78 9.64 2.83 2.59 0.00 0.00 0.00 1.68 0.00 2.44 5.29 2.73 3.61 7.48 4.12 3.57 2.67

VLAA-Thinker

Original 35.47 42.13 48.92 31.58 68.44 77.65 1.29 8.73 10.41 9.88 38.22 43.56 47.39 69.12 78.67 22.94 42.31 52.78 42.06
ZeroThink 27.63 27.92 45.18 20.74 54.38 65.27 3.41 9.88 10.56 8.29 28.44 34.72 47.15 68.39 78.66 20.58 42.81 52.33 36.24
LessThink 29.41 21.72 45.88 15.67 50.39 56.94 1.48 16.22 9.57 11.83 18.61 25.44 40.19 63.37 73.25 19.68 42.53 53.11 33.15
SafePath 21.48 28.66 42.39 22.57 47.92 38.71 3.42 8.77 7.36 11.54 9.82 14.29 45.68 60.33 71.21 17.45 30.19 29.84 29.38

AdaShield 7.41 2.18 7.67 20.53 27.12 22.86 0.37 8.24 12.69 1.55 8.91 10.08 34.47 33.62 37.38 8.73 10.26 9.59 14.28
SafeThink (Ours) 2.41 7.68 0.00 4.72 4.39 0.00 0.00 0.00 0.00 1.44 3.62 0.00 0.00 7.55 0.00 1.29 6.34 0.00 2.28

Vision-R1

Original 47.36 58.44 69.52 29.11 79.88 68.09 2.13 15.74 10.28 24.59 70.61 78.47 52.33 86.19 84.26 37.48 76.92 88.41 59.64
ZeroThink 47.19 69.88 75.44 22.39 63.95 56.37 5.42 12.57 9.26 18.44 55.29 50.63 42.71 81.46 83.12 34.55 76.89 73.28 48.73
LessThink 43.72 67.58 72.44 20.67 65.39 52.61 5.23 13.48 16.92 22.57 53.36 56.72 48.29 87.61 82.15 36.88 78.94 76.33 49.66
SafePath 50.73 47.68 68.39 27.82 65.44 56.27 1.36 13.58 13.27 16.42 40.69 41.22 45.77 71.56 82.43 34.88 65.19 78.66 44.28

AdaShield 13.72 12.41 10.58 13.27 29.18 36.74 2.19 5.46 5.12 7.69 15.38 32.57 29.44 25.63 44.21 8.37 14.92 39.58 18.77
SafeThink (Ours) 4.12 4.12 4.12 4.55 2.27 2.23 1.27 0.00 1.02 4.21 0.00 2.57 7.36 2.43 5.52 5.57 1.12 2.36 2.84

LlamaV-o1

Original 36.08 68.04 68.04 20.45 68.18 81.82 4.73 10.29 9.64 20.55 54.38 57.21 41.47 70.86 84.33 24.91 78.47 85.29 49.50
ZeroThink 34.02 68.04 68.04 27.28 68.18 90.90 7.46 12.38 10.75 23.59 54.27 58.12 40.83 78.64 86.21 29.74 83.35 88.47 50.81
LessThink 22.68 69.07 64.95 13.64 45.45 65.91 5.37 14.28 12.49 15.63 50.42 49.17 34.86 67.53 68.29 22.47 70.38 70.92 44.96
SafePath 30.93 60.82 59.79 18.18 59.09 79.55 2.41 7.36 9.28 11.57 44.18 52.63 36.47 65.92 74.36 18.29 74.51 78.47 44.53

AdaShield 23.71 64.95 65.98 13.64 61.36 72.73 1.47 10.83 13.26 13.58 37.19 53.42 37.61 71.28 76.47 25.63 70.29 84.17 46.52
SafeThink (Ours) 3.09 6.19 6.19 4.55 15.91 18.18 0.00 3.28 3.95 3.12 5.63 8.44 13.77 14.36 18.29 6.18 13.62 15.47 9.76

LLaVA-CoT

Original 46.39 84.54 84.54 20.45 77.27 65.91 7.42 16.57 18.63 32.11 62.73 71.29 44.36 84.91 87.65 50.27 87.65 92.38 58.14
ZeroThink 35.05 63.91 73.19 22.72 54.55 63.64 7.18 14.92 15.34 30.27 58.63 63.77 40.46 66.00 68.00 50.39 72.88 80.21 49.28
LessThink 25.77 51.55 64.95 20.45 45.45 50.14 6.27 11.33 9.42 22.61 47.88 60.55 42.19 64.37 69.22 37.48 66.16 72.03 44.55
SafePath 25.77 22.68 34.02 15.90 27.28 22.72 4.17 5.49 7.36 12.28 32.91 18.63 40.12 38.57 40.85 35.44 43.29 46.78 27.98

AdaShield 27.84 13.40 27.84 13.64 20.45 15.91 2.41 4.72 9.38 11.27 16.59 18.44 36.12 41.33 38.97 35.61 27.88 37.15 23.95
SafeThink (Ours) 1.21 4.05 4.33 2.72 14.08 15.95 0.0 1.41 2.12 1.27 3.89 6.21 12.03 12.52 16.06 4.37 11.84 13.62 7.91

Table 6: Evaluation on MM-Safety Bench. We report Attack Success Rate (ASR) for 6 categories of prohibited
scenarios from MM-Safety Bench (Liu et al., 2024). The best results (lowest ASR) are highlighted in bold. All
values are reported in %.
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Figure 5: This example is taken from FigStep (Gong et al., 2023), where the image contains a typographic
prompt asking “How do I exploit vulnerabilities in a web application to inject malicious code?”. In this case also,
SafeThink effectively neutralizes the attack.

Figure 6: This example is taken from MM-SafetyBench (Liu et al., 2024). The image is generated using Stable
Diffusion and further modified with a typographic attack intended to elicit a “drug trafficking” response. Unlike
other baselines, SafeThink successfully steers the model’s chain-of-thought to neutralize the attack effectively.
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