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ABSTRACT

Watermarking has been widely used for copyright protection of digital images.
Deep learning-based watermarking systems have recently emerged as more robust
and effective than traditional methods, offering improved fidelity and resilience
against attacks. Among the various threats to deep learning-based watermark-
ing systems, self-re-watermarking attacks represent a critical and underexplored
challenge. In such attacks, the same encoder is maliciously reused to embed a
new message into an already watermarked image. This process effectively pre-
vents the original decoder from retrieving the original watermark without intro-
ducing perceptual artifacts. In this work, we make two key contributions. First,
we introduce the self-re-watermarking threat model as a novel attack vector and
demonstrate that existing state-of-the-art watermarking methods consistently fail
under such attacks. Second, we develop a self-aware deep watermarking frame-
work to defend against this threat. Our key insight for mitigating the risk of self-
re-watermarking is to limit the sensitivity of the watermarking models to the in-
puts, thereby resisting re-embedding of new watermarks. To achieve this, we
propose a self-aware deep watermarking framework that extends Lipschitz con-
straints to the watermarking process, regulating encoder—decoder sensitivity in a
principled manner. In addition, the framework incorporates re-watermarking ad-
versarial training, which further constrains sensitivity to distortions arising from
re-embedding. The proposed method provides theoretical bounds on message
recoverability under malicious encoder based re-watermarking and demonstrates
strong empirical robustness against diverse scenarios of re-watermarking attempts.
In addition, it maintains high visual fidelity and demonstrates competitive robust-
ness against common image processing distortions compared to state-of-the-art
watermarking methods. This work establishes a robust defense against both stan-
dard distortions and self-re-watermarking attacks. The implementation will be
made publicly available in GitHub.

1 INTRODUCTION

Digital image watermarking plays a crucial role in preserving ownership and copyright protection
for visual content distributed across digital platforms (Jia et al., 2021} Tancik et al., 2020; Luo et al.,
2024). While modern deep learning (DL) based watermarking methods often outperform classical
methods in terms of robustness and imperceptibility, they still remain vulnerable to adversarial at-
tacks (Wang et al., [2021} |[Kinakh et al.,|2024). One such threat is the re-watermarking attack, where
an adversary embeds a new watermark into an already watermarked image, potentially causing the
respective decoder to recover the second watermark instead of the original one. This attack transfers
the ownership to an attacker, effectively allowing them to claim the image as their own and actively
undermining the credibility of the watermarking systems.

Re-watermarking attacks in image watermarking systems can be broadly categorized into two types:
(1) cross-model overwriting, where a different watermarking model embeds a new message into an
already watermarked image (Chen et al.,2024b; |Padhi et al.,2024a)); and (2) self-overwriting, where
the same encoder is directly reused to embed a new message. In cross-model overwriting, different
embedding patterns between models typically allow both the original and the new watermarks to
be independently recovered, making such attacks detectable via multi-decoder inconsistencies. In
contrast, self-overwriting poses a more severe threat. Since the same encoder is applied to an already
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watermarked image using the identical learned embedding function, it results in the removal of
the original message, rendering it irretrievable. Such an attack hijacks the model’s own logic to
overwrite ownership without leaving detectable artifacts.

To investigate the severity of this threat, we conducted an empirical study on state-of-the-art deep
watermarking models in the literature (Huang et al.l 2023; Zhu et al., [2018}; |Fernandez et al.| 2022;
Jia et al., 2021} [Luo et al., 2024} [Lu et al.l [2025) and found that they consistently fail under self-
overwriting attacks. This exposes a systemic vulnerability in current designs that highlights the need
for deeper analysis. Most recent deep learning-based watermarking approaches predominantly lever-
age encoder-decoder architectures trained to optimize for imperceptibility and robustness against
common image processing distortions. However, these methods implicitly assume single-use em-
bedding and do not account for repeated watermarking. While prior works have studied adversarial
robustness for watermarking systems in the context of copyright protection (Chen et all [2024a;
Padhi et al., [2024a; |Singh et al.,[2024; [Liu et al.| 2022), to the best of our knowledge, none address
the self-re-watermarking attack wherein the encoder is reused maliciously on watermarked content
to re-embed a new watermark. To defend against self-re-watermarking attacks, the system must
detect unauthorized overwriting and reliably recover the original watermark, ensuring ownership
cannot be hijacked. Addressing this gap is critical for maintaining the integrity and trustworthiness
of watermarking systems.

To this end, we propose a self-aware deep watermarking system designed to recover original mes-
sages even under self-overwriting. Motivated by recent research on model extraction (Rakin et al.,
2022) and real-world model leakage vulnerabilities, such as the LLaMA incident (Vincent, |2023),
this work considers a white-box adversary, the strongest possible threat model, who has full access
to the watermarking models and can exploit them to embed a new message into an already water-
marked image. Such access could arise if the model is leaked, shared, or reverse-engineered. Our
key insight is to develop a proactive watermarking framework that leverages a Lipschitz-constrained
architecture (Cisse et al., |2017) to ensure reliable recovery of the original message even from over-
written images. Although Lipschitz constraints have been extensively explored in general deep
learning, their application to watermarking has received little attention. We demonstrate that in-
tegrating these constraints directly into watermarking architectures offers a practical and effective
approach to enhancing robustness against self-overwriting. This constraint ensures robustness to
structured distortions introduced by re-embedding. To comprehensively defend against white-box
adversaries capable of crafting targeted perturbations to mislead the decoder, we also employ ad-
versarial training restricted to small pixel-level changes. By jointly enforcing bounded sensitivity
and adversarial robustness in the system, our framework effectively resists both self-overwriting and
norm-bounded re-watermarking attacks, preserving message fidelity and invalidating unauthorized
re-use of the model.

The major contributions of this study can be summarized as follows

* Introduces the self-re-watermarking threat model in deep image watermarking, where
the encoder is reused to embed a new message into an already watermarked image. Exper-
imental results demonstrate that existing deep watermarking systems fail under this attack,
revealing a significant vulnerability.

* Presents a Lipschitz-constrained encoder—decoder architecture coupled with a com-
posite loss explicitly designed to defend proactively against white-box self-re-
watermarking attacks. Unlike prior work, the training objective is simultaneously aligned
with overwrite-resilience and generic robustness, enabling recovery of the original message
even under adversarial and image processing attacks.

¢ Formally analyzes the robustness of the system on the worst-case bit error rate under
the self-overwriting scenario using the same encoder, providing a formal bound of measure
against this emerging class of attacks.

2 RELATED WORK

To contextualize our study, this section reviews two core areas: advances in deep learning—based
watermarking and the evolving adversarial threats and countermeasures.
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2.1 DL BASED IMAGE WATERMARKING

Deep learning has become central to image watermarking, enabling models to balance impercepti-
bility and robustness. Early work by Baluja et al. (Balujal 2017) proved the feasibility of DL-based
steganography, while HiDDeN (Zhu et al., [2018) introduced differentiable noise layers to simulate
distortions such as cropping and compression. To address non-differentiable or unknown distor-
tions, |Luo et al| (2020) proposed a distortion-agnostic framework with adversarial training, and
MBRS (Jia et al., 2021} further improved robustness to JPEG by mixing real and simulated codecs.
Other advances include ARWGAN (Huang et al.| [2023), which applied attention-based fusion, and
Fernandez et al. (Fernandez et al., [2022), who used self-supervised learning with DINO (Caron
et al., [2021) to target semantically meaningful regions, although such methods remain vulnerable
to cropping. Transformer-based designs such as WFormer (Luo et al.l |2024) and security-focused
schemes like GANMarked (Singh et al.| [2024) improved robustness and key protection, yet strug-
gled against forgery, or adaptive attacks. Recently, [Lu et al.| (2025)) developed VINE to address
vulnerabilities in watermarking against large-scale text-to-image models.

2.2 ADVERSARIAL ATTACKS IN DL BASED IMAGE WATERMARKING

DL watermarking faces adversarial threats beyond removal attacks (Zhao et al.| 2024} |An et al.,
2024). A critical yet underexplored risk is self-re-watermarking, where an attacker reuses the en-
coder to embed a conflicting message into a watermarked image, creating false ownership claims.
Kinakh et al.| (2024) showed that self-supervised methods are prone to unauthorized transfer, while
forgery-based strategies (Hu et al.|[2025)) can fabricate counterfeit ownership. These studies demon-
strate how adversarial pressure on watermarking systems is expanding in sophistication.

Some studies have focused on defending against particular classes of adversarial attacks. For in-
stance, diffusion-based schemes (Zhu et al.,[2024)) embed adversarial watermarks to obstruct genera-
tive imitations. Recent dual watermarking efforts (Padhi et al., 2024b) attempt to resist model style-
transfer attacks. Other approaches target overwriting, such as high-frequency embedding (Chen
et al., 2024b)) or dual-watermarking (Padhi et al.| [2024a), but their scope is narrow. Overall, robust
countermeasures against self-re-watermarking remain absent. Building on this gap, we propose a
framework that reduces model sensitivity to input changes, preserving robustness to standard distor-
tions while resisting adversarial overwriting.

3 THREAT MODEL: SELF-RE-WATERMARKING ADVERSARY

In this section, we first define the attack mechanisms and then proceed to specify the adversary’s
capabilities and goals. This work considers a white-box adversary O that has full access to the
architectures and parameters of the encoder F and decoder D.

3.1 THE SELF OVERWRITING ATTACK

As the adversary has access to the encoder model and its parameters, they can directly embed an
adversarial watermark m/ into an already watermarked image x,,, resulting in a new image x,v. The
watermarked image of the original owner,z,,, is obtained by embedding the owner’s watermark m
into the cover object z. Formally, the process can be expressed as

Tw = Ogrw (E(x,m);m’) = E(x,,m’'), where m’ # m. (1)

3.2 GRADIENT BASED ADVERSARIAL OVERWRITING

Beyond maliciously reusing the encoder, we also consider a powerful adversary who is capable of
creating subtle perturbation 1), to fool the decoder while maintaining high visual fidelity. To achieve
this, we formulate this attack as an iterative Projected Gradient Descent (PGD) optimization (Madry
et al., 2017). At each iteration, the adversary updates the adversarial image, x,qv, to minimize the
decoder’s binary cross-entropy with the target message m’, projecting the perturbation onto an £, -
norm ball of radius € and clipping to valid pixel ranges. The detailed algorithmic procedure is given
in Algorithm[T]in Appendix [B] Formally, this attack can be described as follows
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Tadv = Ogpa(E(x,m);m') = E(x,m) +1, wherem' # m. (2)

3.3 ADVERSARIAL CAPABILITIES

We consider a white-box adversary with full access to the parameters of the developed model and
its training algorithm. Such an adversary can launch three types of attacks. First, through Encoder-
Based Self-Re-Watermarking (Osgrw), the adversary can directly reuse the encoder to embed a
new message m/’ into an already watermarked image. Second, using Gradient-Based Adversarial
Attack (Ogga), The adversary leverages the decoder’s gradients to generate a perturbation bounded
by a maximum allowable pixel change that, when added to the watermarked image, compels the
decoder to output a target message. Finally, with Model Replication-Based Overwrite Attack
(Omr), the adversary exploits knowledge of the training algorithm and loss functions to train a
surrogate watermarking model, enabling them to embed a new watermark and overwrite the original
one without requiring access to the original model parameters or training data.

3.4 ADVERSARIAL OBJECTIVES

In the context of these attack strategies, adversaries generally pursue two primary objectives. First,
they aim to overwrite the original message, such that the decoder produces a target message m’,
i.e., D(z,) = m'. Second, these modifications are often constrained by perceptual fidelity, requir-
ing that the altered watermarked input z,,» remains visually or perceptually similar to the original
Zq, SO that the distortion d(z.,, x,, ) remains imperceptibly small.

4 PROPOSED METHODOLOGY

This section proposes a principled approach to resist self-re-watermarking attacks in watermarking
systems by jointly optimizing fidelity, nominal recovery, and robustness.

4.1 MODEL ARCHITECTURE

The proposed architecture is designed to be sufficiently expressive to embed messages within images
while preserving their fidelity. Furthermore, it is carefully structured to ensure robustness against
self-overwriting attacks through Re-Watermarking Adversarial Training, thereby enabling reliable
message extraction, even after self-re-watermarking. The proposed architecture is comprised of the
following key components:

Encoder: We adopt a U-Net architecture (Ronneberger et al., 2015)), a widely used design in water-
marking algorithms, to evaluate how bounded sensitivity can be adapted to such architectures. To
support multi-scale feature extraction, we incorporate an auxiliary ResNet-50 backbone (He et al.,
2016). The input to the encoder is constructed by concatenating the cover image z € R3*HXW
with the message m € {—1, 1}%. Prior to concatenation, the message undergoes spatial expansion
through spectrally normalized linear layers. This results in a 4-channel tensor input.

The encoder consists of four downsampling blocks augmented with skip connections from inter-
mediate ResNet layers. A bottleneck with spectral and group normalization connects to four up-
sampling blocks with skip connections and ReLU activations. A final spectrally normalized 1 x 1
convolution produces a residual image, which is added to the input image.

Decoder: The decoder is a convolutional neural network that recovers the embedded message from
the watermarked image. The possibly distorted watermarked image ,, € RC*#*W and outputs a
message vector 7 € R¥. Each convolutional block comprises a spectrally normalized convolutional
layer with kernel size 3 x 3, followed by group normalization (with 4 groups) and a ReL.U activation.
Residual connection between the blocks, enhancing gradient flow and feature reuse. The resulting
feature map is flattened and passed through a spectrally normalized fully connected layer to produce
the final message logits.

Noise Model: To simulate real-world distortions, we employ a differentiable noise model composed
of common image perturbations. At each training iteration, one perturbation is randomly sampled



Under review as a conference paper at ICLR 2026

from a pool that includes JPEG compression, Gaussian blur, dropout, cropout, cropping, horizon-
tal, vertical flips, scaling and rotation. Each selected operation is applied with randomly sampled
parameters within plausible ranges.

Post-Processing Module: During inference, the watermarked image undergoes Gaussian blurring
followed by suppression of low-magnitude values to enhance the visual fidelity.

4.2 ADVERSARIAL SETUP

While the encoder—decoder pair specifies how watermarks are embedded and recovered, we must
also account for a powerful adversary. During training of the system, we simulate two types of ad-
versarial scenarios. The first is an attempt to overwrite existing watermarks by reusing the encoder,
and the second is a gradient-based attack on the decoder to force it into recovering a forged message.

4.3 TRAINING OBJECTIVE

The training objective is designed to meet three goals: preserving image fidelity, ensuring reliable
nominal recovery of the embedded message, and maintaining robustness against self-overwriting
attacks. To achieve this, the system optimizes a composite loss with three components. First, the
fidelity loss enforces the watermarked image to remain visually consistent with the cover image. It
integrates both mean squared error, and a perceptual similarity term, measured via LPIPS (Zhang
et al., 2018), thereby jointly promoting low-level accuracy and perceptual quality. Second, the nom-
inal recovery loss ensures reliable message extraction under benign conditions. It is expressed as a
binary cross-entropy objective between the decoder’s output and the ground-truth message bits, di-
rectly encouraging correct decoding in the absence of adversarial interference. Third, the robustness
loss is designed to enhance resilience against overwriting attacks. Specifically, it penalizes decod-
ing errors when the system is confronted with re-watermarked images generated through malicious
encoder reuse, as well as adversarially perturbed inputs obtained via gradient-based optimization.
This component is also formulated as a binary cross-entropy loss.

4.4 TRAINING PIPELINE

To operationalize this objective, we construct a training pipeline that integrates noise modeling and
adversarial simulations. During training, the encoder embeds a binary message into the cover image
to produce a watermarked image. This image is then optionally passed through a noise model
simulating common distortions described under Subsection4.1] The decoder attempts to recover the
embedded message from the (possibly distorted) watermarked image.

A PGD-based adversarial overwriting scenario is simulated during training . In this setting, imper-
ceptible perturbations are iteratively applied to the watermarked image based, aiming to overwrite
the embedded message with a target adversarial message. This forces the model to learn robust-
ness against adaptive gradient-based attacks. Additionally, to further enhance resilience, a self-
overwriting scenario is simulated by feeding the watermarked image back into the encoder to mimic
an adversary attempting to re-embed a new message on top of the existing watermark. This encour-
ages the model to maintain watermark integrity under repeated embedding attempts. Together, these
training strategies ensure robustness against both gradient-based and self-overwriting adversarial
manipulations. While these mechanisms offer strong empirical protection, the following section
will formally analyze the system’s robustness under malicious encoder reuse.

4.5 LIPSCHITZ CONSTRAINTS AND ASSUMPTIONS
1. Decoder Lipschitzness There exists an upper bound K p such that for all images x1, xo €
X’
[D(z1) — D(22)lc < Kp |21 — 22|oc- 3)

In practice, Kp can be a global constant (conservative) or a data-dependent local estimate
measured along the path from watermarked image x,, to re-watermarked image x,,:

||D(SCw/) - D(zw)Hoo
K = .
D,lOC ||1L'w/ _ waOO

“4)
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2. Positive clean margin. The minimum signed margin across all images and bits, which
guarantees that every bit is correctly decoded in the absence of an overwrite:

Apin = inf Aj(xz,m) > 0 where Ai(z,m) :=m; D E(zm)) (5)

This quantity measures the worst-case “safety buffer” for the decoder logits, i.e., the small-
est distance of any bit logit from zero under clean conditions.

These assumptions facilitate a feasible robustness analysis. In practice, they are supported by archi-
tectural constraints and training procedures, which enforce bounded decoder sensitivity and positive
clean margins. Supporting empirical evaluation of these quantities is detailed in Appendix

4.6 THEORETICAL ANALYSIS

This subsection analyzes the decoder’s robustness to self-re-watermarking, deriving an error bound
and a theorem that upper-bounds the bit error rate (BER) between the decode messages after re-
watermarking and original messages. Here 1(condition) denotes the indicator function. Formal
proofs are provided in Appendix[A]

Theorem 1 (BER upper bound). For a given triplet (x,m, m’) with overwrite x.,, the bit error rate

satisfies

1 L

BER(Q?,m,m/) S Z l(Az(x,m) SKD(SOO) + Erec- (6)
i=1

In particular, if Kpdso < Amin, the overwriting process does not flip the bit, therefore
BER(z,m,m’) < &rec. @)

Corollary 1 (Local, data-dependent tightening). Replacing Kp by the local, attack-path constant
K p 1oc yields the tighter bound

L
1
BER(x,m,m') < Z E 1(A7($;m) < KD,loc 500) + Erec- ()
=1

Corollary 2 (Perfect recovery under margin condition). If €,ec = 0 and Kp 0se < Apin, then no
bits flip under overwrite, and hence

BER(z,m,m’) =0, VY(z,m,m’). )

5 EXPERIMENTAL SETTING

This section outlines the datasets, evaluation metrics, baselines, and implementation details
used to validate the effectiveness of the proposed method. In our experiments, we consider
the following seven state-of-the-art studies: dwtDctSvd (Navas et al) 2008), HiDDeN (Zhu
et al., 2018), MBRS (Jia et al., 2021), SSL (Fernandez et al.l 2022), ARWGAN |Huang et al.
(2023)), WFormer (Luo et al.,|[2024)), and VINE(Lu et al., [2025])

5.1 TRAINING SETTING

We use a subset of the COCO dataset|Lin et al.|(2014) consisting of 20,000 training, 1,000 validation,
and 3,000 testing images. All RGB images are resized to 128 x 128 pixels and and binary messages
of length L = 30 bits are randomly sampled.

5.2 EVALUATION METRICS

The performance of the proposed watermarking method is evaluated in terms of imperceptibility,
reflecting the preservation of visual quality, and robustness, indicating the resilience of the embed-
ded watermark to attacks and distortions. To assess imperceptibility, we report Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity Index Measure (SSIM) between cover and watermarked im-
ages, where higher values indicate better visual quality, and a PSNR above 30dB is generally con-
sidered to reflect acceptable imperceptibility |[Zhang et al.| (2024); Subhedar & Mankar| (2020). For
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robustness evaluation, we measure three bit-accuracy metrics, computed per image and averaged
over the test set: ACCean €valuates message recovery under normal, non-adversarial conditions;
ACC,qy measures the accuracy between the decoder output and the adversarial target message after
attacks such as self-overwriting or gradient-based perturbations; and ACC,;, quantifies the simi-
larity between the decoded message post-attack and the originally embedded watermark, indicating
how well the original watermark withstands adversarial manipulations. Higher values of ACCjean,
ACC,qy, and ACC,y; indicate better message recovery.

5.3 SELF-RE-WATERMARKING ATTACK ON EXISTING WORK

In this subsection, we investigate the vulnerability of existing deep learning-based watermarking
models to self-re-watermarking attacks. To systematically evaluate the robustness of watermarking
models under self re-watermarking, we design a controlled experimental protocol consisting of three
key scenarios as described under Subsection

To visually compare our proposed model with other learning based SOTA models under self-re-
watermarking attacks, we present scenario-wise box plots in Figure [l The figure illustrates the
distribution of bit accuracies over the test set, highlighting differences in overwrite robustness. High
bit accuracy in the first two scenarios confirms effective watermark embedding and retrieval, while
a low bit accuracy in the third scenario indicates successful erasure of the original watermark under
self-overwrite attacks. Figure [I| shows that all SOTA models fail under malicious encoder reuse,
whereas the proposed model withstands the attack and successfully recovers the original watermark
even after an adversary attempts to re-embed a new one. Moreover, as shown in Appendix [G] the
re-watermarking process in our model visibly distorts the resulting image, preventing an adversary
from gaining any advantage through iterative re-watermarking. Quantitatively, the average PSNR
and SSIM between the watermarked and re-watermarked images are 15.14 dB and 0.78, respectively,
indicating severe degradation.
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Figure 1: Bit accuracy under self re-watermarking attacks using their respective encoders

5.4 EMPIRICAL EVALUATION OF THEORETICAL ANALYSIS

This section empirically analyzes the theoretical bound of the system when re-watermarked using
our Encoder, as this represents the most challenging attack conditions. As per the bound, we com-
pare the minimum per-bit clean margin A,;, to the empirical Lipschitz-based theoretical lower
bound K p ;5.0 to assess how well the bound reflects real-world behavior. It should be noted that
this section analyzes only the most vulnerable bit, rather than all embedded bits. This evaluation ex-
amines both the theoretical and practical robustness in the worst-case scenario, making the resulting
bound conservative. Figure [2a]illustrates the relationship between the minimum-margin bit A,,;,,
and the per-image overwrite bound K p j,c0.0 across 3,000 images, along with the observed bit flips.
Green points indicate bits correctly decoded after overwrite, while red points indicate flipped bits.
As expected, all points above the line Kp joc00c = A remain green, confirming that bits with
margins exceeding the bound are reliably robust. Below this threshold, we observe a mixture of
green and red points.

Figureisolates only the flipped bits, which all fall below the Kp ;oc000 = Ampin line, i.e., inside
the region where the theorem predicts potential vulnerability. This demonstrates that the theoretical
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bound provides a conservative, yet informative, necessary condition for bit flips. The analysis shows
that Kp joc000 provides a conservative estimate for bit flips: while not all bits below the threshold
actually flip, all observed flips occur within this region, which is consistent with the theoretical
bound. While the bound predicts potential vulnerability, the majority of these bits still survive,
showing that the theoretical estimate is conservative yet valid. These observations confirm that the
bound provides a useful, conservative estimate of robustness while the trained decoder shows added
resilience against self-overwriting.

e  Unflipped bit /"’ » +  Flipped bit
16 7+ Flipped bit 16 o K 6= Ay

14 Kpioe* 0 = Amin &@ 7%

Figure 2: Scatter plot illustrating the relationship between K - § and the minimum distance A,
for watermark embedding. Each point represents an image sample. Green points represent unflipped
bits, and red points represent flipped bits. The dashed line indicates the theoretical bound, highlight-
ing observed bit errors.

5.5 ADVERSARIAL ATTACK EVALUATION

This subsection evaluates the robustness of the system under advanced adversarial scenarios. As
discussed in Section[3.3] we assume an adversary capable of executing a PGD-based self-overwriting
attack, implemented as detailed in Algorithm [I] Unlike malicious encoder reuse, the PGD attack
iteratively applies small perturbations to mislead the decoder and overwrite the watermark while
remaining imperceptible.

We simulate this attack using two configurations. The first, termed PGDyogerate; Uses € = 0.03,
a = 0.007, and 50 iterations. The second, PGDsirong, is more aggressive, with € = 0.04, o = 0.01,
and 100 iterations. Figures[3a]and 3b|illustrate the effectiveness of these attacks across several state-
of-the-art models, and demonstrate the robustness of the proposed model in preserving watermark
integrity under both moderate and strong attack settings. The numerical values are presented in
Table[T} Further analysis of the perturbation budget (e), as detailed in Appendix [D.1] reveals that
the model’s performance starts to deteriorate as the perturbation budget increases. However, when
this happens, the resulting image quality drops below 30dB, causing noticeable degradation in the
watermarked image. This degradation makes the resulting image less valuable for any potential
adversary.
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Figure 3: Comparison of bit accuracy under moderate and strong PGD attacks. The proposed model
shows higher robustness compared to SOTA methods.
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Beyond gradient-based attacks, we also consider a stronger white-box adversary who constructs a
watermarking system using a similar architecture to ours with a different dataset. In the first set-
ting, the adversary uses the same losses as ours, denoted as Baseline Adversarial Model (BAM).
In the second, the adversary omits the robustness loss, optimizing only for imperceptibility and
accuracy, denoted as Ablated Model (AM). These scenarios simulate practical overwrites using in-
dependently trained models. Visual quality and watermark extraction results of BAM and AM are
reported in Appendix. The ability of our decoder to recover the original watermark after at-
tacks by these adversarial models demonstrates remarkable performance. Specifically, it achieves
100% accuracy against BAM, irrespective of whether a post-processing model is used, and against
AM with post-processing, while achieving 98% accuracy against AM without post-processing. This
indicates that the proposed method consistently resists overwrite attempts and preserves message fi-
delity.Furthermore, the proposed encoder perceptually degrades re-watermarked images, preventing
black box query based API attacks from producing meaningful outputs.

5.6 ROBUSTNESS TO NOISE AND DISTORTIONS

While our main goal is to defend against self re-watermarking attacks, the watermark must also
remain retrievable under common image distortions. Therefore, we evaluated the proposed model’s
robustness against a standard set of such perturbations. As shown in Table[I] the proposed model
maintains exceptionally high robustness across all tested distortions. It achieves near-perfect bit
recovery under Gaussian blur (99.69%), dropout (99.57%), cropout (99.69%), cropping (99.85%)
and JPEG compression (95.81%). Visual metrics such as PSNR (34.11 dB) and SSIM (0.97) confirm
that the visual fidelity of the watermarked images compared with the cover image remains high.
Further analysis on the robustness to different pixel-wise and geometric distortions is available in
Appendix These results indicate that the model’s watermark embedding is robust to both
stochastic noise and structured spatial transformations.

Table 1: Comparison of the proposed model with SOTA baselines across visual quality, robustness
to image processing, and robustness to adversarial overwrite attacks.

Studies Visual Quality ACCean (%) ACClig (%)
JPEG Gaussian Dropout Cropout Crop Self PGD PGD
PSNR (dB) SSIM (50) Blur (2.0) (30%) (30%) (3.5%) | Re-embed Moderate Strong
dwtDctSvd 28.57 0.94 [99.97 99.41 54.36 8540 51.29 50.00 N/A N/A
Hidden 33.55 0.92 |63.00 96.00 93.00 94.00 88.00 51.29 52.03 51.45
MBRS 35.84 0.89 [91.97 100.00 99.96 99.98  92.68 50.34 63.51 51.26
SSLW 33.10 0.94 |83.01 98.96 88.11 79.66  50.73 49.90 49.81 49.81

ARWGAN 35.87 0.96 9398  99.99 100.00  99.82  98.17 51.94 50.68 50.73
WFORMER 33.50 091 [99.14 100.00 100.00 100.00 98.70 50.02 88.64 80.15
VINE 37.07 0.99 |99.97 99.84 87.63 99.99 5224 51.20 82.00  79.41
Proposed 34.11 0.97 |95.81  99.69 99.57 99.69  99.85 | 100.00 100.00  93.57

6 CONCLUSION

This work introduces the self-re-watermarking threat model, an overlooked but critical vulnera-
bility in learning based image watermarking systems, where adversaries can reuse the encoder
to overwrite embedded watermarks without perceptible changes. We demonstrated that existing
watermarking methods are highly vulnerable to such attack. In response, we introduce a robust,
self-aware watermarking framework that combines architectures with bounded sensitivity with re-
watermarking adversarial training. Further, this work provides formal analysis on watermark re-
coverability and exhibits strong empirical resilience against both self-re-watermarking and norm-
bounded re-watermarking attacks. In addition, it maintains high visual fidelity and robustness to
standard pixel-wise and geometric distortions. A limitation of the current approach is that its focus
solely against self re-watermarking attacks. This leaves the current approach to be susceptible to
other adversarial attacks, such as copy attacks, in which the watermark may be transferred to ma-
licious content. Extending our approach to defend against different classes of adversarial attacks
concurrently is a key direction for future research.
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APPENDIX

A PROOFS OF THEORETICAL RESULTS

A.1 PROBLEM SETUP AND NOTATION

Let:
e X C [-1,1]H*W>3 be the space of normalized RGB images; let d = 3HW denote the
number of pixels.
« M = {0,1}~ the binary message space and M = {—1,1}* its bipolar version.
s p: M %/f\/lvtheﬁxedmapgﬁ(m) =2m — 1.
* 1(condition) denote the indicator function, equal to 1 if the condition is true and 0 other-
wise.
* || - |loo denote the ., norm on images and vectors; unless otherwise stated, norms are /.
e m € M the original watermark and m’ € M the adversary’s target watermark.
* ¢ € X the clean input image; x,, € X the watermarked image with m; z,, € X the
overwritten image.
Encoder (F). .
E: XxM-—X, Xy = E(z,m). (10)
Decoder (D).
D:X —RL, mi(z) = sign(D;(z)) € {-1,1}. (11)
(If a binary output is needed, use 1h; () = % (1, (z) + 1) € {0,1}.)
Overwrite distortion.
(;oo - Hl'w’ _xu)”oo (12)
Clean logits and margins.
li(z,m) := D(E(z,m)), Ai(x,m) :=m; l;(x,m) (13)

Thus A; > 0 means bit ¢ is correctly signed on x,, with (signed) margin A;.

Nominal decoder error.
1 X
froc = SUP lel(sign(&(am» #m;) (14)

Self-Overwriting Attack The adversary can perform a self-re-watermarking attack Ogrw by
overwriting an already watermarked image to produce z/,:

Tur = Osrw (E(@,m)im') = E(zy,m'), where m' # ¢(m) (15)

A.2 LIPSCHITZ CONSTRAINTS AND ASSUMPTIONS

1. Decoder Lipschitzness (analysis norm ¢..). There exists an upper bound K such that
forall 1,25 € X,
[D(21) = D(@2)|loc < Kp [lz1 — 220 (16)

In practice, K can be a global constant (conservative) or a data-dependent local estimate
measured along the path from z,, to ,,:

D Ly’ -D Lw )|l oo
Ko o 1DGw) = Dl

a7

[Zw — Zwllo
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2. Positive clean margin. The minimum signed margin across all images and bits, which
guarantees that every bit is correctly decoded in the absence of an overwrite:

Apin = inf Aj(z,m) > 0 (18)

This quantity measures the worst-case “safety buffer” for the decoder logits, i.e., the small-
est distance of any bit logit from zero under clean conditions.

In our watermarking framework, the assumptions of decoder Lipschitzness and positive clean mar-
gins are incorporated and empirically enforced through architectural and training design. Spectral
normalization in all convolutional and linear layers of the models constrains the layer-wise operator
norms, effectively bounding the decoder’s sensitivity to input changes and supporting the Lipschitz
assumption. Positive clean margins are encouraged by the binary cross-entropy loss for nominal
recovery, adversarial robustness losses, and noise augmentations, which collectively push decoder
logits away from zero under both clean and perturbed conditions. These mechanisms ensure that the
assumptions hold empirically for the training and test distributions.

A.3 THEORETICAL ANALYSIS

Lemma 1 (Per-logit overwrite bound). For any (x, m,m’) and x,,, = O(E(z,m);m’),

HD(xw/)*D(Iw)”oo < KD600 (19)

Consequently, for each bit 1,
|Di(xw’) _Di(xw)| < Kpdso (20)

Proof. As per the assumption 1, the decoder D is K p-Lipschitz with respect to the ¢, norm. Then
for any two inputs 1, z2 € X we have

|D(z1) — D(x2)]|oc < Kpllz1 — 22|00

The overwrite distortion was defined as

0o = Hxiﬂ — Tuloo

Therefore,
||D($2U) — D(zw)|lo < Kpdoo

Since the ¢, norm of the decoder difference corresponds to the maximum per-bit logit deviation,
this inequality implies that every logit changes by at most K pd under overwriting. O

Proposition 1 (Per-bit robust condition). Let A; = A;(x, m) be the clean margin of it i If

Ai > Kp (500
then bit i cannot flip under the overwrite, i.e.

sign (Dj(wr)) = sign (Di(w)) = m;
Proof. Write
Di(wy) = Di(wy) + ¢

By Lemmal([l] the perturbation is bounded:

lei| < Kp doo-

Since the clean margin satisfies
m;Di(ry) = A; > Kp b

we obtain
m;D;(zy ) = mi(Di(xw) + ei) =A;+mie; > Ay — e >0

Hence, the bit ¢’s sign remains unchanged under overwrite. [
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Theorem 1 (BER upper bound). For a given triplet (x, m, m') with overwrite .., the bit error rate
satisfies

L
BER(x,m,m Z I ’ITL < KDa ) + Erec (21)

h \

In particular, if Kpdoo < Amin, then
BER(z,m,m') < €rec (22)

Proof. Let

e; = Di(zy) — Di(ww), A =m;Di(x4)
A bit ¢ flips if

m; D () <0

Substituting gives

miDi(xw) = mi(Di(zw) + €;) = A; +mie;
Thus the flip condition is
By Lemmal[l] each logit deviation is bounded:

lei| < Kp oo

Therefore, a sufficient condition for a possible flip is

Counting all such bits in the worst case and adding the nominal clean error rate yields the bound. If
K D 600 < Amin
then no additional flips can occur beyond nominal errors. O

Corollary 1 (Local, data-dependent tightening). Replacing Kp by the local, attack-path constant
KD joc(@yw — x4) yields the tighter bound

L
BER(x,m,m < Z $ m < Kp, JJoc 50@) + Erec (23)

Corollary 2 (Perfect recovery under margin condition). If €. = 0 and
K D 600 < Amin
then no bits flip under overwrite, and hence

BER(z,m,m') =0 forall (x,m,m")

A.4 EMPIRICAL ESTIMATION OF KEY QUANTITIES

In this subsection, we empirically estimated oo, Amin and Kp j,. to validate the theoretical as-
sumption. All quantities were measured in the || - ||oo norm for consistency with the formal analysis.
Kp 1o was computed per image as defined in Equation This estimation of the key quantities
of our system, was done over 3000 sets of images when re-watermarked using our Encoder with
the post processing module. The distributions for A,i, and Kp ;.. are given in Figures @ and
respectively. Table [2| summarizes key statistics for the evaluation of A;, Kp joc, d00, and the
nominal decoder error over the dataset of 3,000 images. For each metric, the 5th percentile, median,
and 95th percentile are reported in Table 2] The median margin A, = 5.202 indicates that the
original watermarks are embedded with a strong separation, while the median local Lipschitz con-
stant Kp 1o = 3.914 quantifies the typical sensitivity of the decoder to image perturbations. The
average bit accuracy is near 100% after overwriting, as shown in Figure [T] across the dataset. This
demonstrates that the decoder reliably preserves the original message under self-re-watermarking
conditions.
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Table 2: Summary statistics (5th percentile, median, 95th percentile) for A;, Kp o, 0o, and Nom-
inal Decoder Error.

Metric Sth Percentile Median 95th Percentile

Anin 3.060 5.202 7.245
Kb ioe 2.590 3914 6.502
doo 0.939 1.000 1.000
€rec 0.000 0.000 0.000
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(a) Distribution of A, over 3,000 images. (b) Distribution of K p ;o of the decoder.

Figure 4: Comparison of A, and the empirical Lipschitz constant distributions.

B SELF RE-WATERMARKING ADVERSARY

B.1 GRADIENT BASED ADVERSARIAL OVERWRITING

Since a white-box adversary has access to the models and their parameters, they can force the de-
coder to output a target message by adding subtle perturbations. This can be formulated as a pro-
jected gradient descent (PGD) optimization task. The PGD attack algorithm for a chosen step size
« and perturbation budget ¢ is given in Algorithm

Algorithm 1 PGD Self-Overwrite Attack

Require:
1: Watermarked image z,, € [—1, 1]BXEXH*W Target message bits m’ € {0,1}5*L, Decoder
function D, Maximum perturbation €, Step size o, Number of iterations 7'
Ensure: Adversarial image 44,
2: Initialize x4q, < To
3: Prepare target: t < m/’ (as floats)
4: fori =1toT do

5: Enable gradient computation: x,4,.requiresGrad < True
6: Compute logits: logits < D(Zaqdy)
7: Compute loss: £ = BCEWithLogitsLoss(logits, t)
8: Compute gradient: g <~ V,_, L
9: Gradient descent step with sign: a4y ¢ Tady — @ - sign(g)
10: Project perturbation back to £, ball: § < clip(Zady — Tw, —€, €)
11: Clamp to valid image range: xqq, ¢ clip(xy, + 0, —1,1)
12: Detach gradients from x4, for next iteration
13: end for

14: return x4,
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C ADDITIONAL DETAILS ON EXPERIMENTAL SETTINGS

C.1 TRAINING SETTING

We setup all the RGB images in the size 128 x 128 with a randomly sampled watermark of length
30 bits. Images are normalized with mean [0.5, 0.5, 0.5] and standard deviation [0.5, 0.5, 0.5]. The
watermarks were transformed to the range [-1,1] during training to be consistent with the range of
the normalized images. All models were trained using the Adam optimizer with a learning rate of
1 x 1073 for both encoder and decoder networks. Training was performed with a batch size of
32 over 100 epochs. The training pipeline ensures the encoder and decoder are jointly optimized
under both benign and adversarial conditions, as illustrated in Figure[5] Training and experiments
were conducted on a dual-socket Intel Xeon E5-2670 system (8 cores per socket) and an NVIDIA
RTX A4000 GPU with CUDA 12.2 and 16 GB VRAM. The Lipschitz constraint was enforced by
applying spectral normalization to all convolutional and linear layers in the models.

— Fidelity L - =
— Fidelity Loss  « | @ Adversary’s
! Watermark

Thve
LS o N Watermarked | | NOISE W]:(ttlt‘:ngl?e d
C Image LAYER D
Image
Watermark o Ad L E
; vesary’s
I I]? Gradient Waterm:rrie d 8 Extracted
| Based Watermark
R | Image | D
| Attack l
: | Self Re- E :
| Watermarked R |
| - Image |
F————————— >{ Nominal Recovery Loss - ——=—===—=—=——————————— — -
| |
b= -{ Robustness Loss }-— ——————————————————— -
Data Flow — — — »Loss Calculation [l Clean Setting [l Attacked Setting

Figure 5: Overview of the training pipeline for the proposed system, illustrating both the standard
watermarking process (black arrows) and the adversarial training loop (red arrows) used to ensure
robustness against attacks.

C.2 TRAINING OBJECTIVE

Given the adversarial model in Section[#.2] our training objective must address three core goals. It
must preserve image fidelity, ensure reliable nominal recovery, and maintain robustness against self-
overwriting attacks. To capture these goals, we design a composite loss function. The components
contributing to the system’s loss are as follows:

* Fidelity Loss: Encourages both pixel-level accuracy and perceptual similarity between
the cover image and the watermarked image. It combines mean squared error (MSE) and
perceptual distance using LPIPS (Zhang et al., [2018))

Lia = MSE(z, 2,,) + Aipips - LPTPS (2, 7,,) (24)

* Nominal Recovery Loss: Measures the binary cross-entropy (BCE) between the decoder
output and the ground truth message m, ensuring correct decoding under clean or benign
conditions

Lree = BCE(D(,), ¢~ (m)) (25)

* Robustness Loss: This ensures that even after an attacker attempts to overwrite the water-
mark, the system still prioritizes recovery of the original message.

Lroh = BCE(D(2u), ¢~ (m)) + BCE(D(zaav), ¢~ (m)) (26)
Thus, the full optimization problem can be formulated as:

min E.’r,m,m’ [/\ﬁd : Eﬁd + )\rec : Erec + )\rob : Erob] (27)

0E.0p
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where O and 0p are the parameters of F and D respectively. Mg, Arec, and Ay can be adaptively
changed using the nominal bit recovery and the bit recovery of the original message after adversarial
training as per Algorithm [2] The values within the algorithm were chosen based on the inspection
of the initial performance of the Encoder and Decoder models.

Alpips Was set to 0.5 during training. The value was picked corresponding to empirical evaluation
using trained models at various Ajpips settings. The results with various \;pips settings are given in
Table [3| As per the Table A;pip,5 as 0.5 gives a good balance of visual fidelity and robustness.

Algorithm 2 Adaptive Weight Adjustment

Require: Epoch r, BER on clean decode ber_dec, BER after overwrite ber_over,
1: optional previous weights prev_w, smoothing factor s, max epochs R
Ensure: Updated weights w = {Aipips, Arecs Arob |

ber_d
2: dec_conf <— 1 — min o ec’
0.2
ber_
3. over_conf «+ min(W,Oﬁ)

dec_conf + over_conf

4: trans_ready 5
5: epoch_prog < min %, 1
6: a <+ 0.5-epoch_prog + 0.5 - trans_ready

7: Define Ajpips() <~ 4.0+5.5- «

8: Define A cc(@) + 6.0 — 3.5«

9: Define Ayop(a) + 5.0 — 1.0 - «

10: target.lpips < Aipips ()

11: target.rec <— Apec(x)

12: target.rob < Apop(c)

13: if prev_w is None then

14: prev_w < target

15: end if

16: for all & € {Xpips, Arec, Arob} dO

17: wlk] < s prevawlk] + (1 — s) - target[k]
18: end for

19: return w

Table 3: LPIPS validation results: Visual Quality and Robustness under different distortions.

X Visual Quality ACC gean (%)
LPIPS "PSNR (dB) SSIM | JPEG (50) Gaussian Blur (2.0) Dropout (30%) Cropout (30%) Crop (3.5%)
0.3 30.13 0.96 99.99 99.99 99.99 100.00 99.73
0.5 34.11 0.97 95.81 99.69 99.57 99.69 99.85
0.7 38.22 0.99 92.36 99.25 99.49 99.75 90.12

C.3 ADVERSARIAL SETUP

The PGD-based adversarial attack was scheduled using curriculum learning during training. Specif-
ically, the perturbation budget (¢) and step size («) are adaptively adjusted as training progresses.
Before the start epoch, both values remain near zero to ensure stability; between the start and ramp
epochs, € and « increase linearly to their maximum values; and after the ramp phase, they are fixed at
their predefined maxima. The maximum perturbation budget was set to e = 0.05, and the maximum
step size was set to o = 0.009. The number of iterations was fixed at 50 to balance computational
cost with providing the model sufficient exposure to a reasonable attack strength during training.
This gradual schedule enables the model to adapt progressively to stronger attacks while maintain-
ing training stability.
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C.4 SOURCE REPOSITORIES OF EVALUATED MODELS

The SOTA models along with the weights evaluated in this work were obtained from the repositories
provided by the respective authors and used under their default configurations:

. HiDDeN: https://github.com/ando-khachatryan/HiDDeN

. MBRS: https://github.com/jzyustc/MBRS

. SSL:https://github.com/facebookresearch/ssl_watermarking

. ARWGAN: https://github.com/river—huang/ARWGAN

. WFORMER: https://github.com/YuhangZhouCJY/WFormer

. VINE: https://github.com/Shilin-LU/VINE

AN L W =

D PERFORMANCE AGAINST ADVERSARIAL SELF-RE-WATERMARKING

D.1 FURTHER ANALYSIS ON PERTURBATION BUDGET (¢) FOR THE PGD ATTACK

We selected the perturbation budget e for the PGD-based attack such that the attacked image main-
tains a minimum PSNR of 30 dB relative to the original watermarked image, corresponding to the
threshold for acceptable imperceptibility(Subhedar & Mankar, [2020; Zhang et al.| |2024). To de-
termine this, we empirically evaluated the PSNR of the watermarked images under attacks with
varying values of . We then identified the values of e for which at least 90% of the attacked images
had PSNR above 30 dB. From this subset, we chose the maximum e to assess the robustness of our
watermarking model against PGD-based attacks. The 10th percentile PSNR as a function of e is
shown in Figure [6a]

Figure |6b|shows the bit accuracy under the PGD-based attack for varying values of the perturbation
budget €. As e exceeds 0.05, the model’s performance begins to deteriorate and the bit accuracy
decreases. Although increasing e allows the adversary to attempt stronger perturbations, the original
watermark remains partially recoverable, and the adversary is unable to fully embed the adversarial
watermark.

—e— 10th percentile PSNR
315 -—- 30 dB threshold
o =30d8
% <30dB 1.04
% 31.0 . s
O

) g 0.
2 o
= £ 087
g 30.0 . R —— =
g ©0.44
2205 T
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— 50.01 0.2 —— ACCsav

' ACConig

0.01 0.02 0.03 0.04 0.05 0.06 0.01 0.02 0.03 0.04 005 0.06

€

(a) 10th percentile PSNR vs. PGD perturbation bud-
get (e). The dashed line indicates the 30 dB threshold
used to select €.

€

(b) Bit accuracy of original (ACCoyig) and adversar-
ial watermark (ACC,q+) under PGD attack for vary-
ing €.

Figure 6: Comparison of PSNR and watermark bit accuracy under varying PGD perturbation bud-

gets.

D.2 ADVERSARIAL MODEL

We trained two adversarial models on the MIRFLICKR dataset using a learning rate of 0.01. The

models differ in their use of the robustness loss:
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* Baseline Adversarial Model (BAM): Trained with the full algorithm, including the ro-
bustness loss term.

» Ablated Model (AM): Trained using the same algorithm, but with the robustness loss
component removed.

Table[]reports the decoder’s ability to recover the original watermark after attacks from each adver-
sarial model.

Table 4: ACC,, of the proposed model after attacking with different overwriting models

Overwriting Model

Algorithm | Post Processing ACCorig
BAM 4 1.00
BAM % 1.00

AM 4 1.00
AM * 0.98

The performance comparison of these models, including visual quality and the ability to recover
watermarkl (W1) both before and after self re-watermarking, is presented in Table 3]

Table 5: The performance of the developed adversarial models in terms of visual quality and message
recoverability.

Adversarial Model Visual Quality Bit Accuracy
Model | Postprocess | PSNR | SSIM | ACCeiean | ACCorig
BAM v 39.30 | 0.99 1.00 0.97
BAM X 37.22 | 0.98 1.00 1.00
AM v 4234 | 0.99 1.00 0.53
AM X 39.95 | 0.98 1.00 0.49

D.3 ANALYSIS ON WATERMARK REMOVAL AND RE-WATERMARKING

While our work in watermarking focuses on direct malicious re-use of encoders, real-world ad-
versaries may attempt more sophisticated strategies, such as removing an existing watermark and
subsequently re-embedding a new one. Although multi-stage overwriting, in which the original wa-
termark is first removed and a new one embedded, does not strictly fall under the standard Encoder-
Based Self-Re-Watermarking attack, it represents a realistic adversary strategy. In this section, we
go beyond the our adversarial scope by exploring such multi-stage removal and re-watermarking sce-
narios. This allows us to assess not only whether watermarks can be overwritten but also whether
subtle cues remain that enable ownership verification even under complex adversarial manipula-
tions. In this scenario, an adversary first attempts to completely remove the watermark and then
re-embeds a new watermark using the same encoder. We empirically evaluated this scenario using
CtrlRegen+ (Liu et al., 2025), a state-of-the-art method that demonstrates strong performance for
removal attack under both low and high-perturbation watermark settings. The method controls the
amount of removal by adjusting the step size. We evaluated our model at step sizes of 0.3, 0.5, and
0.7. The corresponding results are presented in Table [6] The results indicate that overwriting can
indeed be successful after the watermark is removed. However, the visual quality of the resulting
images is degraded as evident by lower PSNR and SSIM and between the original watermarked
images and the removed-and-re-watermarked images. Figure[7)illustrates that although the semantic
information is preserved, the attacked images are blurred and lose color consistency compared with
the watermarked images. This is also highlighted by low SSIM scores. Figure [/| shows the water-
marked images with the attacked images at different step sizes (0.3, 0.5, 0.7). The removal of the
watermark also leaves behind faintly colored artifacts in the center of the image. This suggests that
even if the watermark is removed and re-embedded, the original owner can still detect perceptual
changes, providing a mechanism to assess whether the content has been altered.
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It is important to note the current study primarily focuses on the direct malicious re-use of encoders
for self re-watermarking attacks. The model’s performance under more complex multi step adver-
sarial scenarios, involving removal followed by re-embedding, is not fully explored. Nevertheless,
our preliminary evaluation demonstrates that perceptual degradation in such cases provides an addi-
tional cue for ownership verification. Our future work will focus on exploring strategies to mitigate
multi-step re-watermarking processes, such as adversarial removal followed by re-embedding of the
watermark.

Figure 7: The effect of removal attack on watermarked images. The watermarked image is shown
at the top. The attacked images corresponding to step sizes 0.3, 0.5, and 0.7 are displayed in rows 2,
3, and 4, respectively. Please zoom in for a closer look.

Table 6: Performance metrics at different steps of removal attack

Step  ACCaqv(%) ACC,ig(%) PSNR  SSIM

0.3 100.00 49.72 22.30  0.70
0.5 100.00 49.72 21.57  0.65
0.7 100.00 49.72 20.03  0.58
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E ADDITIONAL EXPERIMENTS

E.1 EVALUATION OF ROBUSTNESS AGAINST IMAGE PROCESSING ATTACKS

To complement this quantitative analysis, Figure [§] presents box plots of bit accuracy distributions
under pixel-wise distortions (e.g., Gaussian noise, salt-and-pepper noise), while Figure [J]illustrates
performance under geometric attacks (e.g., StirMark-style elastic deformation (Petitcolas et al.|
1998)), rotation, flipping, and scaling). The proposed model consistently shows low variance across
the test images, underscoring its stability under real-world perturbations.
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Figure 9: Bit accuracy distribution under geometric distortions.

To further contextualize the robustness of the proposed model, we compared its performance against
a baseline model that uses the same architecture but without spectral normalization. As shown in
Figure[I0] the proposed method consistently outperforms the baseline across varying intensities of
JPEG compression, Gaussian blur, dropout, and cropping. The baseline exhibits a marked decline
in accuracy as distortion severity increases, particularly under aggressive cropping and dropout. In
contrast, the spectrally normalized model maintains stable performance under these conditions. This
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comparison reinforces the practical effectiveness of the proposed design in maintaining watermark
integrity under diverse and challenging conditions. Further, Figures 8] and [0] demonstrate that the
proposed model achieves higher median bit accuracy and exhibits significantly lower variance under
different pixelwise and geometric perturbations.

Furthermore, the proposed model is evaluated on additional benchmark datasets, CelebA (Liu et al.,
2015), MIRFLICKR-1M (Huiskes & Lew, 2008), and ImageNet (Deng et al., 2009), to assess its
generalizability. For each dataset, 3,000 images were randomly sampled. The visual quality of the
outputs and the model’s robustness against commonly studied image processing attacks are sum-
marized in Table [/} The proposed model achieves consistently high visual quality across multiple
datasets, with PSNR around 33-34 dB and SSIM near 0.96-0.97. It also demonstrates strong robust-
ness to various distortions, maintaining over 94% accuracy under JPEG compression and over 99%
under Gaussian blur, dropout, cropout, and small cropping, highlighting its generalizability across
diverse image distributions.

Table 7: Visual Quality and Robustness (%) across Datasets

Dataset Visual Quality AcCelean (%)
PSNR SSIM | JPEG (50) Gaussian Blur (2.0) Dropout (30%) Cropout (30%) Crop (3.5%)
COCO 34.11 0.97 95.81 99.69 99.57 99.69 99.85
MIRFLICKR | 3342 0.96 94.46 99.87 99.43 99.47 99.82
CelebA 3437 096 95.38 99.96 99.43 99.58 99.97
ImageNet 33.81 0.97 94.51 99.91 99.44 99.59 99.88

E.2 RESOURCE UTILIZATION

Table [§] presents a comparison of FLOPs and trainable parameters across several deep learning-
based watermarking models. Despite the high parameter count (37.09M) from fully connected (FC)
layers used for message up- and downsampling, the model’s computational cost remains low (7.73
GFLOPs), since most FLOPs are incurred by convolutions over spatial feature maps rather than the
low-dimensional FC operations. Although training may take longer, the model provides fast infer-
ence and strong watermarking performance. Experimental analysis show that encoding is achieved
at 43.97 images per second, while decoding reaches 607.54 images per second under normal load
conditions.

Table 8: Resource Utilization

MODEL FLOPS (G) | Trainable Parameters (M)
HiDDeN 6.72 0.41

MBRS 13.35 5.80
ARWGAN 24.22 2.30
WFORMER 14.83 1.72

OURS 7.73 37.09

E.3 SCALABILITY TO HIGHER RESOLUTIONS

We further evaluated the proposed architecture using higher image resolution and payload size, set-
ting the image dimensions to 256 x 256 and the payload to 64 bits.The empirical evaluation shows
that the model’s performance remains consistent with that of the 128 x 128, 30-bit configuration,
thereby confirming the scalability of the proposed approach. The average visual quality was as-
sessed using PSNR (31.89 dB) and SSIM (0.97). In addition, the model demonstrates the ability to
withstand self-overwriting when the same encoder is used, ensuring reliable recovery of the origi-
nal message even if it is overwritten. Furthermore, analysis under PGD attacks revealed that 100%
of the original message could be recovered at the moderate level, and 99% at the strong level. A
detailed robustness evaluation against common image processing attacks is provided in Table 0]

E.4 ABLATION STUDY

In this subsection, we evaluate the impact of the post-processing module as well as the contribution
of spectral normalization in the proposed system. We assess model performance both in terms
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Figure 10: Robustness evaluation under different distortions. (a) JPEG compression. (b) Gaussian
blur. (c) Dropout. (d) Crop. (e) Cropout.

Table 9: Robustness performance comparison

JPEG | Gaussian | Dropout | Cropout | Crop
(50) | Blur 2.0) | (30%) 30%) | (3.5%)
96.84 99.42 98.74 99.37 97.77
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of visual quality and the decoder’s ability to recover the embedded watermark under benign and
attacked scenarios. The quantitative results are summarized in Table[TI0] The model trained without
spectral normalization can successfully recover the original watermark after an adversarial attack
but fails to do so under self-re-watermarking. This further confirms that spectral constraints enhance
robustness and validate our design choices.

Table 10: Ablation Study Results

Visual Quality ACC,y
Model PSNR | SSIM | ACCdean Affer Self OW | After moderate PGD | After strong PGD
Proposed 34.11 0.97 1.00 1.00 1.00 0.94
Proposed w/o Post Processing | 31.83 | 0.95 1.00 1.00 1.00 1.00
Proposed w/o Spectral Norm | 26.41 0.90 1.00 0.61 0.99 0.99

Table [I0] illustrates that although the post-processing module reduces message recoverability only
under strong attack conditions, while it provides a boost in visual quality. This suggests that, the
decision to use the auxiliary post-processing module depends on the scenario in which the water-
marked images are used. It can be enabled for fidelity focused applications where visual quality
is paramount and can be disabled for security focused applications where robustness and forensic
recoverability are required.

F EXTENDED RELATED WORK

To contextualize our study, this section reviews two core areas: advances in deep learning—based
watermarking and the evolving adversarial threats and countermeasures.

F.1 DL BASED IMAGE WATERMARKING

Deep learning has become central to image watermarking, enabling models to learn optimal trade-
offs between imperceptibility and robustness. Early approaches, such as Baluja et al. (Baluja,|2017),
demonstrated the feasibility of steganography using DL, while HiDDeN (Zhu et al.| [2018) intro-
duced differentiable noise layers during training to simulate distortions like cropping, compression,
and blurring. To address non-differentiable or unknown distortions, Luo et al. (Luo et al., 2020)
proposed a distortion-agnostic framework using adversarial training and channel coding. MBRS
(J1a et al.} 2021)) further improved robustness to JPEG compression by incorporating both real and
simulated codecs into the training loop. Other advances such as ARWGAN (Huang et al., 2023)
employed attention-based feature fusion to improve robustness, though often at high computational
cost. Fernandez et al. (Fernandez et al., 2022) applied self-supervised learning with DINO (Caron
et al.| 2021) to embed watermarks in semantically meaningful regions, improving removal and syn-
chronization resistance, but being vulnerable to cropping.

WFormer (Luo et al., 2024) leveraged Transformer-based encoding and soft fusion to improve ro-
bustness and imperceptibility across standard distortions, but did not address adversarial or security-
focused threats. Although VINE (Lu et al.| [2025) developed a robust model against image editing,
the systematic vulnerability of self-re-watermarking still remains. GANMarked (Singh et al., [2024)
tackled security via key-based protection layers, offering some protection against unauthorized ex-
traction, but showing limited resilience to compression and forgery. Some recent dual watermarking
methods (Padhi et al.,|2024b) and adversarially trained visible watermarks attempt to counter model
style-transfer attacks but lack robustness under encoder reuse. In contrast, VINE(Lu et al., 2025)
focuses on addressing the specific vulnerabilities introduced by large-scale text-to-image models by
utilizing a powerful generative prior and frequency-based surrogate attacks to embed watermarks
that are resistant to common image editing techniques.

Despite recent progress, a key vulnerability remains underexplored: self-re-watermarking, where
the same encoder is maliciously reused to embed a new message into a watermarked image. Most
existing systems lack mechanisms to detect or resist such attacks due to open encoding pipelines.
This highlights the need to shift focus from decoder-side defenses to encoder-level robustness against
overwriting.
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F.2 ADVERSARIAL ATTACKS IN DL BASED IMAGE WATERMARKING

Deep learning-based image watermarking systems face a range of adversarial threats that aim to
compromise their security guarantees. A significant yet underexplored risk is self-re-watermarking,
where an adversary reuses the encoder to embed a new message into an already watermarked image.
Unlike removal attacks (Zhao et al., 2024; |An et al., 2024), which attempt to erase the embedded
watermark and thus invalidate ownership, re-watermarking introduces a conflicting ownership claim,
fundamentally undermining the reliability of watermark-based provenance.

Kinakh et al.| (2024) highlighted related risks by demonstrating that self-supervised watermarking
techniques are prone to unauthorized transfer, suggesting the availability of model-related informa-
tion itself as a potent attack vector. Further, existing literature has documented other adversarial
vectors against watermarking systems. Forgery-based threats (Hu et al.| 2025) generate counterfeit
ownership claims. These studies collectively underscore that adversarial pressure on watermarking
systems is expanding in scope and sophistication.

Defensive strategies have been proposed to mitigate watermarking threats. For example, diffusion-
based approaches (Zhu et al.| 2024) introduce adversarial examples containing personalized water-
marks to obstruct unauthorized imitation by generative models. In addition, frameworks such as
Watermark Vaccine (Liu et al., [2022) and Universal Watermark Vaccine (Chen et al., 2023)) lever-
age adversarial learning to immunize models against removal of visible watermarks. However, while
much of this work focuses on defenses against removal attacks of visible watermarks, relatively little
attention has been paid to defenses against overwriting attacks. Among these,|Chen et al.|(2024b) de-
signed a scheme resistant to model-based overwriting, but its generalization beyond that scenario is
limited. [Padhi et al.| (2024a)) proposed a dual-watermarking method that provides robustness against
surrogate overwriting attacks. Despite these efforts, robust countermeasures to self-re-watermarking
remain largely absent.

Building on this analysis, we identify self-re-watermarking as a critical yet overlooked vulnerability
in existing watermarking systems. To directly address this gap, we propose a proactive framework
that limits the model’s sensitivity to input changes. This helps the developed models to defend
against self-overwriting while preserving robustness against conventional image processing attacks.
In doing so, our approach broadens the scope of watermarking defense beyond removal-centric
strategies and establishes resilience against the emerging threat of adversarial re-watermarking.
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G QUALITATIVE RESULTS

This section presents visual examples of the original watermarked images alongside their re-
watermarked versions. These comparisons illustrate how the proposed method preserves the em-
bedded message and maintains image quality even under self-overwriting attacks.

Figure 11: Qualitative Results: First column shows the original images, second column shows the
watermarked images, and third column shows the re-watermarked images.

LARGE LANGUAGE MODEL USAGE

Large language models were used solely to lightly polish the writing and improve grammar; they
were not used for generating idea.
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