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Abstract

Wikipedia helps both people and machines001
seeking knowledge about the world. In this002
paper, we present a thorough analysis of the in-003
fluence of Large Language Models (LLMs) on004
Wikipedia, examining both human and machine005
perspectives. We begin by analyzing page006
views and article content to study Wikipedia’s007
recent evolutions and assess the impact of008
LLMs. Subsequently, we examine how LLMs009
affect various Natural Language Processing010
(NLP) tasks related to Wikipedia, including011
machine translation and retrieval-augmented012
generation. Our findings and simulation results013
reveal that while LLMs have not yet fully per-014
meated Wikipedia’s language and knowledge015
structures, their current influence is significant016
enough to warrant careful consideration of po-017
tential future risks.1018

1 Introduction019

The creation of Wikipedia challenged traditional020

encyclopedias (Giles, 2005), and the rapid develop-021

ment and widespread adoption of Large Language022

Models (LLMs) have sparked concerns about the023

future of Wikipedia (Wagner and Jiang, 2025). In024

the era of LLMs, it is unlikely that Wikipedia has025

remained unaffected.026

Recently, researchers have begun examining the027

influence of LLMs on Wikipedia. For example,028

Reeves et al. (2024) analyze metrics such as page029

views, unique visitor counts, edit frequency, and030

the number of editors. Meanwhile, Brooks et al.031

(2024) estimate the proportion of AI-generated con-032

tent in newly created English Wikipedia articles033

using machine-generated text detectors. However,034

these detectors have notable limitations (Dough-035

man et al., 2024), which highlights the need to in-036

vestigate the impact of LLMs on Wikipedia through037

more comprehensive and robust approaches.038

1We release all the experimental dataset and source code
via supplementary materials.

Figure 1: Analyzing the direct impact of LLMs on
Wikipedia, and exploring the indirect impact of LLMs
generated via Wikipedia.

On the other hand, Wikipedia is widely rec- 039

ognized as a valuable resource (Singer et al., 040

2017), and its content is extensively utilized in 041

AI research, particularly in Natural Language 042

Processing (NLP) tasks (Johnson et al., 2024b). 043

For instance, Wikipedia pages are among the 044

five datasets used to train GPT-3 (Brown et al., 045

2020). The sentences in the Flores-101 evaluation 046

benchmark are extracted from English Wikipedia 047

(Goyal et al., 2022). In the work by Lewis et al. 048

(2020) on Retrieval-Augmented Generation (RAG), 049

Wikipedia content is treated as a source of factual 050

knowledge. Consequently, we aim to investigate 051

the influence of LLMs on machine translation and 052

knowledge systems using Wikipedia as a key re- 053

source. 054

In this paper, we seek to address a key question: 055

Do LLMs affect Wikipedia, and if so, how might 056

they influence the broader NLP community? Our 057

primary goal is to evaluate the direct impact of 058

LLMs on Wikipedia, focusing on changes in page 059

views and article content. Furthermore, we explore 060

how an increased influence of LLMs on Wikipedia 061
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might affect NLP tasks that rely on its data. By062

analyzing both the direct and indirect effects of063

LLMs on Wikipedia, we hope to gain a clearer064

understanding of the opportunities and challenges065

Wikipedia may face in the age of LLMs.066

Figure 1 illustrates the various tasks and research067

topics discussed in this paper. In particular, we068

examine the historical progression of Wikipedia069

and evaluate the risks associated with the increasing070

prominence of LLMs. Our analysis yields a number071

of significant insights.072

• There has been a slight decline in page views for073

certain scientific categories on Wikipedia, but the074

connection to LLMs remains uncertain.075

• While some Wikipedia articles have been influ-076

enced by LLMs, the overall impact has so far077

been quite limited.078

• If the sentences in machine translation bench-079

marks are drawn from Wikipedia content shaped080

by LLMs, the evaluation scores of machine trans-081

lation models may be artificially inflated.082

• Wikipedia content processed by LLMs appears083

less effective for RAG compared to genuine084

Wikipedia content.085

Based on these findings, we underscore the impor-086

tance of carefully assessing potential future risks087

and encourage further exploration of these issues088

in subsequent studies.089

2 Related Work090

Wikipedia. The value of Wikipedia is not lim-091

ited to NLP. McMahon et al. (2017) have pointed092

out the substantial interdependence of Wikipedia093

and Google, and Vincent et al. (2018) found that094

Wikipedia can provide great value to other large-095

scale online communities, Stack Overflow and Red-096

dit in particular. The influence of Wikipedia is097

border, including impacts on academic paper cita-098

tions (Thompson and Hanley, 2018) and the click099

counts of other web pages (Piccardi et al., 2021).100

Kousha and Thelwall (2017) gave examples of101

Wikipedia’s shortcomings.102

Wikipedia for NLP. Wikipedia has long been103

utilized in various applications of NLP (Strube104

and Ponzetto, 2006; Mihalcea and Csomai, 2007;105

Zesch et al., 2008; Gabrilovich and Markovitch,106

2009; Navigli and Ponzetto, 2010). Wikipedia107

also plays a role in the era of LLMs, such as108

in fact-checking (Hou et al., 2024) and reducing109

hallucinations (Semnani et al., 2023). Writing 110

Wikipedia-like articles is also one of the LLM ap- 111

plications (Shao et al., 2024). 112

LLMs for Wikipedia. Researchers are trying to 113

use LLMs to improve Wikipedia, including arti- 114

cles (Adak et al., 2025), Wikidata (Peng et al., 115

2024; Mihindukulasooriya et al., 2024) and edit 116

process (Johnson et al., 2024a). There are also 117

approaches to generating Wikipedia pages using 118

LLMs: Zhang et al. (2025) think that there is still a 119

gap compared to existing Wikipedia content, while 120

Skarlinski et al. (2024) claim that language model 121

writes cited, Wikipedia-style summaries of scien- 122

tific topics can be more accurate than existing, 123

human-written Wikipedia articles. 124

Estimation of LLM Impact. Different studies 125

have shown that analyzing word frequency is ef- 126

fective in assessing the influence of LLMs (Liang 127

et al., 2024; Geng and Trotta, 2024). The detection 128

of AI-generated content has been a hot research 129

topic in recent years (Wang et al., 2025; Zhang 130

et al., 2024). Meanwhile, indirect effects also raise 131

potential problems, for example, they might have 132

changed how some people write and speak (Geng 133

et al., 2024). 134

3 Data Collection 135

Wikipedia and Wikinews are both projects under 136

the Wikimedia Foundation. While Wikipedia is the 137

primary focus of our research, Wikinews is utilized 138

to generate questions for RAG. 139

Wikipedia uses a hierarchical classification sys- 140

tem for articles. It begins with top-level categories 141

that cover broad fields, which are then divided 142

into more specific subcategories. We chose arti- 143

cles from the following categories: Art, Biology, 144

Computer Science (CS), Chemistry, Mathematics, 145

Philosophy, Physics, Sports. 146

Only pages created before 2020 and subcate- 147

gories that are four or five levels away from our 148

target category were included in our study. Then 149

we scraped the Wikipedia page versions from 2020 150

to 2025 (more accurately, the version on January 151

1 of each year). Among them, Philosophy has the 152

smallest number of articles (33,596), and CS leads 153

with the largest number (59,097). More details on 154

data collection and processing are shown in Ap- 155

pendix A. For a better comparison, we have also 156

collected 6,690 Featured Articles (FA), along with 157

their corresponding 2,029 simple English versions 158
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(where available) as Simple Articles (SA).159

We also collect Wikinews articles from 2020 to160

2024. On average, there are over a hundred news161

per year, covering a wide variety of topics.162

4 Direct Impact from LLMs163

4.1 Direct Impact 1: Page View164

Similar to the work of Brooks et al. (2024), we also165

collect the page views of articles using Wikimedia166

API, but within specific categories. The evolution167

of page views over time is shown in Figure 2 and168

Figure 7 in the appendix.169
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Figure 2: Monthly page views across different
Wikipedia categories. The vertical axis represents the
transformed page view values using the Inverse Hyper-
bolic Sine (IHS) method, which standardizes page view
data across different categories.

Finding 1: In the second half of 2024, there
was a slight decline in page views across some
scientific categories, and its connection to the
use of LLMs requires further investigation.

170

4.2 Direct Impact 2: Words Frequency171

In addition to page views, LLMs have likely had172

an impact on the content of Wikipedia articles.173

The frequency of certain words favored by Chat-174

GPT has increased, such as “crucial” and “addi-175

tionally” (Geng and Trotta, 2024), as shown in176

Figures 3 and 8. The word frequency changes we177

presented come from the same pages over the past178

few years, indicating that all changes are the result179

of recent edits.180

The frequency evolution of word i could ex-181

pressed in different ways, like the following one182

proposed by Geng et al. (2024):183

fd
i (S)− f∗

i (S) = η(S)f∗
i (S)ri + δi(S) (1)184
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Figure 3: Word frequency in the first section of the
Wikipedia articles.

where fd
i (S) represents the frequency of word i 185

in the set of texts S, f∗
i (S) represents the one if 186

LLMs do not affect the texts, η(S) is the LLM 187

impact factor, ri means word change rate caused 188

by LLMs, and δi(S) is the noise term. 189

Thus, the impact of LLM-generated texts η(S) 190

could be calculated by 191

η̂(S) =

∑
i∈I

(
fd
i (S)− f∗

i (S)
)
f∗
i (S)r̂i∑

i∈I
(
f∗
i (S)r̂i

)2 (2) 192

r̂i =
f(S2)− f(S1)

f(S1)
(3) 193

where I is the set of words used for estimation, 194

f(S1) and f(S2) represent the frequency of word 195

i before and after LLM processing, respectively. 196

We take the average of the word frequencies 197

from the 2020 and 2021 versions of the page as 198

f∗
i (S). But different text simulations still lead to 199

different estimations, and using different words for 200

estimation will also produce different results. 201

When estimating ri through simulations using 202

the first section of Featured Articles and GPT-4o- 203

mini with a simple prompt: “Revise the following 204

sentences”, the LLM impact is approximately 1%- 205

2% for the articles in certain categories, as illus- 206

trated in Figure 4. Additional results in Appendix B 207

show that LLMs have significantly influenced cer- 208

tain categories of Wikipedia articles, even for those 209

created before 2020. 210

Finding 2: Though the estimation results
vary, the influence of LLMs on Wikipedia is
likely becoming increasingly significant over
time.

211

4.3 Direct Impact 3: Linguistic Style 212

Overall. Beyond word frequency, we seek to in- 213

vestigate the current and future impact of LLMs 214

3



2020 2021 2022 2023 2024 2025

Year

0.01

0.00

0.01

0.02

0.03

0.04

LL
M

 Im
pa

ct
First Section of Wikipedia Pages

Art
Bio
CS
Chem
FA

Math
Philo
Phy
SA
Sports

2020 2021 2022 2023 2024 2025

Year

0.005

0.000

0.005

0.010

0.015

0.020

0.025

LL
M

 Im
pa

ct

Full Texts of Wikipedia Pages
Art
Bio
CS
Chem
FA

Math
Philo
Phy
SA
Sports

Figure 4: LLM Impact: Estimated based on simulations
of the first section of Featured Articles, using differ-
ent word combinations across different categories of
Wikipedia pages.

on Wikipedia from more linguistic perspectives.215

In this section, we examine the evolutions in216

Wikipedia content at Word, Sentence, and Para-217

graph levels, as well as compare the texts before218

and after LLM processing under the same stan-219

dards.220

4.3.1 Experiment Setups221

Word Level. At the word level, metrics such as222

the frequency of auxiliary verbs indicate a model’s223

ability to convey complex reasoning and logical224

relationships (Yang et al., 2024). Lexical diver-225

sity, often measured by the corrected type-token226

ratio (CTTR), reflects the variety of words used227

in a text (Wróblewska et al., 2025). Furthermore,228

the proportion of specific parts of speech (POS) is229

commonly used as a stylistic feature in assessing230

the quality of Wikipedia articles (Moás and Lopes,231

2023).232

Sentence Level. In terms of sentence structure,233

we focus on sentence length and the use of pas-234

sive voice (AlAfnan and MohdZuki, 2023). Re-235

garding sentence complexity, we analyze both the236

depth of the entire syntactic tree and the clause237

ratio (Iavarone et al., 2021). 238

Paragraph Level. For the paragraph dimension, 239

which is essential for Wikipedia’s educational mis- 240

sion (Johnson et al., 2024b), we seek guidance 241

from readability evaluation, where six traditional 242

formulas have been included in our study: Au- 243

tomated Readability Index (Mehta et al., 2018), 244

Coleman-Liau Index (Antunes and Lopes, 2019), 245

Dale-Chall Score (Patel et al., 2011), Flesch Read- 246

ing Ease (Eleyan et al., 2020), Flesch–Kincaid 247

Grade Level (Solnyshkina et al., 2017), and Gun- 248

ning Fog index (Świeczkowski and Kułacz, 2021). 249

LLM Impact Simulation. Although LLM- 250

generated content is increasingly being contributed 251

to Wikipedia, it remains challenging to distinguish 252

such content at a fine-grained level, specifically 253

identifying which specific portions of text are LLM- 254

generated. Therefore, we tend to gain deeper in- 255

sights into LLM-generated text by simulating hu- 256

man’ article creation and revision with GPT-4o- 257

mini and Gemini-1.5-Flash. 258

4.3.2 Results 259

As shown in Figure 5, our simulation results re- 260

veal that LLMs substantially reduce the use of aux- 261

iliary verbs, with Gemini employing even fewer 262

than GPT. Consistent with this trend, the usage 263

of auxiliary verbs on real Wikipedia pages shows 264

a marginal decline from 2020 to 2025. However, 265

while LLMs predominantly favor the active voice, 266

Wikipedia pages across different categories exhibit 267

a consistent rise in the use of passive voice. 268

According to our result shown in Section C in 269

the Appendix, LLMs tend to use more complex and 270

varied vocabulary, often choosing longer and poly- 271

syllabic words over shorter and monosyllabic ones. 272

They also use more nouns and fewer pronouns in 273

their texts. In terms of sentence structure, LLMs 274

typically produce longer sentences but generally 275

refrain from starting them with pronouns or articles 276

like “It” or “The”. Despite this, they maintain a 277

balanced level of sentence complexity similar to 278

Featured Articles, ensuring the text remains clear 279

and structured. 280

The analysis of real Wikipedia pages reveals a 281

gradual enhancement in lexical diversity across dif- 282

ferent categories, with a consistent upward trend 283

in preposition usage and sentence length. Further- 284

more, both the average parse tree depth and clause 285

ratio have shown consistent year-on-year growth, 286

reflecting an increase in sentence complexity. Ad- 287
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Figure 5: The results of linguistic style comparison, including the real Wikipedia pages and LLM-simulated pages.

ditionally, the frequency of article-initial sentence288

structures has risen. Other metrics remained rela-289

tively stable from 2020 to 2025.290

As for Readability, the radar chart in Figure 5291

presents the results of six Readability metrics, all292

of which indicate that LLM-generated texts tend293

to be less readable. The decrease in readability294

can be attributed to two primary factors. LLMs295

tend to generate longer, more complex sentences,296

which increase the difficulty of comprehension.297

Also, LLMs often use more advanced vocabulary or298

longer words. However, for Wikipedia pages across299

various categories, readability remained generally300

stable between 2020 and 2025.301

Finding 3: The trends in several linguistic
metrics of these Wikipedia pages do indeed
show a close step to the characteristics of LLM
outputs, although this is merely a correlation
and does not imply causation.

302

5 Indirect Impact from LLMs303

5.1 Indirect Impact 1: Machine Translation304

Overall. Most machine translation benchmarks305

are derived from Wikipedia, while these same306

benchmarks are used to quantify LLMs’ transla-307

tion capabilities. This raises a critical concern:308

Will LLMs “contaminate” these benchmarks used309

to evaluate their performance after they prevail on310

Wikipedia?311

5.1.1 Experiments Setups 312

Benchmark Construction. We utilized the Flo- 313

res dataset2, which comprises multiple IDs, each 314

representing a single Wikipedia sentence available 315

in several languages. Subsequently, we used GPT- 316

4o-mini to translate the English (EN) version into 317

the other languages, replacing the original versions 318

to construct the LLM-influenced benchmark. The 319

following 11 widely used languages were used in 320

our simulations: Modern Standard Arabic (AR), 321

Mandarin (ZH), German (DE), French (FR), Hindi 322

(HI), Italian (IT), Japanese (JA), Korean (KO), 323

Brazilian Portuguese (PR), Russian (RU), Latin 324

American Spanish (ES). These languages repre- 325

sent a diverse set of linguistic families and regions, 326

offering a broad evaluation of the model’s perfor- 327

mance across different cultural and linguistic con- 328

texts. More details are shown in Appendix D.2. 329

Metrics. We employ three automatic metrics 330

to evaluate translations: BLEU, which uses n- 331

gram precision with brevity penalty (Post, 2018), 332

COMET, which leverages source and reference 333

information (Rei et al., 2020), and chrF, which 334

computes character-level F1 scores. These met- 335

rics compare machine-translated outputs against 336

human-translated references. 337

2https://huggingface.co/datasets/
openlanguagedata/flores_plus

5

https://huggingface.co/datasets/openlanguagedata/flores_plus
https://huggingface.co/datasets/openlanguagedata/flores_plus


Models. We evaluated three distinct machine338

translation models: Helsinki-NLP’s bilingual Trans-339

former models3 trained on OPUS corpus (Tiede-340

mann and Thottingal, 2020; Tiedemann et al.,341

2023), Facebook-NLLB4, a 54.5B parameter multi-342

lingual model supporting 200+ languages (NLLB343

Team et al., 2022), and Google-T5 (mT5)5, pre-344

trained on Common Crawl data covering 101 lan-345

guages (Xue et al., 2021). For our comparative346

analysis, we specifically focused on its German347

and French translation capabilities.348

Evaluation Pipeline. After collecting LLM-349

translated English samples, we use specific ma-350

chine translation models to translate these sen-351

tences into eleven other languages. We then calcu-352

late BLEU, chrF, and COMET scores and compute353

the average for each language.354

5.1.2 Results355

In short, the simulation results indicate that these356

machine translation models have achieved higher357

scores on benchmarks influenced by LLM. For in-358

stance, in the case of the Facebook-NLLB model359

listed in Table 1, Latin American Spanish (ES)360

achieved a BLEU score of 28.76, a ChrF score361

of 58.97, and a COMET score of 86.91 on the orig-362

inal data (O). However, after LLM revision, these363

scores increased to 66.09, 82.33, and 91.24, respec-364

tively. This demonstrates that the LLM-processed365

benchmark significantly boosted all evaluation met-366

rics for ES, with the BLEU score increasing more367

than 100%. Similarly, for the Google-T5 model368

shown in Table 2, German (DE) initially had a369

BLEU score of 30.24, which rose to 44.18 after370

LLM revision, marking another substantial im-371

provement.372

It is worth noting that while the relative rank-373

ing of translation abilities among the three models374

remains unchanged across the languages we ana-375

lyzed, the gap in their performance across different376

metrics is narrowing. For example, in Spanish (ES),377

under the original benchmark, Helsinki-Nlp’s ChrF378

score is 4.17 lower (about 7.6%) than FaceBook-379

NLLB as presented in Table 3, but under the LLM-380

influenced benchmark, the former’s score is only381

2.37 lower (about 2.9%). This change suggests that382

if the benchmark is more strongly influenced by383

3https://github.com/Helsinki-NLP/Opus-MT
4https://huggingface.co/facebook/nllb-200-3.

3B
5https://huggingface.co/google/mt5-small

Table 1: Facebook-NLLB Results on BLEU, ChrF, and
COMET Metrics. O and G represent the original data
and the data processed by ChatGPT, respectively.

BLEU ChrF COMET

O G O G O G

PT 52.76 68.41 74.35 83.12 90.71 92.31
FR 50.23 62.87 72.84 79.56 88.39 89.91
DE 37.42 50.89 65.90 74.23 86.35 87.98
ZH 34.78 40.34 33.14 36.71 84.19 85.73
IT 29.05 57.34 60.82 78.05 87.53 90.11
ES 28.76 66.09 58.97 82.33 86.91 91.24
RU 26.83 38.72 56.14 64.91 86.12 87.83
AR 23.12 26.47 57.03 60.42 85.24 86.14
HI 14.98 17.21 38.45 41.82 62.31 63.18
JA 3.67 3.89 8.21 8.67 64.15 64.37
KO 2.10 2.35 3.56 3.84 29.34 29.48

Table 2: Google-T5 Results on BLEU, ChrF, and
COMET Metrics.

BLEU ChrF COMET

O G O G O G

FR 44.15 55.32 69.45 76.78 85.49 87.01
DE 30.24 44.18 62.37 70.82 83.91 85.63

Table 3: Helsinki-NLP Results on BLEU, ChrF, and
COMET Metrics.

BLEU ChrF COMET

O G O G O G

PT 47.94 63.31 71.48 80.68 88.93 90.45
FR 46.26 57.77 70.12 77.55 86.16 87.79
DE 33.84 46.78 63.66 71.62 84.70 86.37
ZH 30.55 35.26 29.52 32.90 82.40 83.91
IT 25.39 52.21 57.23 75.11 85.22 88.72
ES 24.87 61.83 54.80 79.96 85.03 89.49
RU 23.94 34.93 53.79 62.32 84.75 86.37
AR 21.00 24.13 54.04 56.97 83.19 84.04
HI 12.50 14.30 34.90 37.09 59.53 60.16
JA 2.18 2.36 6.33 6.71 62.61 62.87
KO 1.26 1.36 2.19 2.35 25.94 25.98

LLMs, the relative ranking of translation abilities 384

between the two models could shift. 385

Finding 4: The impact of LLMs on the
benchmark could not only inflate the transla-
tion scores across different languages but also
distort the comparison of translation abilities
between models, making it fail to truly reflect
their translation effectiveness.

386

5.2 Indirect Impact 2: RAG 387

Overall. RAG provides reliable and up-to-date 388

external knowledge (Gao et al., 2023) to mitigate 389
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What does Senate Bill 1457 in Arizona classify as a Class 6 felony? 

A) abortion because of a severe fetal abnormality B) abortion due to genetic abnormality

C) Distributing abortion-inducing drugs via courier D) Soliciting funds for an abortion

The bill makes it a Class 6 felony, the least severe, to seek or perform an abortion “because of  
a genetic abnormality of  the child”, defined as “the presence or presumed presence of  an 
abnormal gene expression in an unborn child”, but not a "severe fetal abnormality"
considered "incompatible with life." 

Arizona Governor Doug Ducey signed Senate Bill 1457 into law on Tuesday, effectively 
banning abortions sought solely due to fetal genetic abnormalities. The bill, which passed the 
Republican-controlled legislature after twice stalling and undergoing amendments to secure 
necessary votes, classifies seeking or performing such abortions as a Class 6 felony. 
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Figure 6: The procedure and results of the RAG experiment.

hallucination in LLM generation. Wikipedia is one390

of the most commonly applied general retrieval391

sets in previous RAG work, which stores factual392

structured information in scale (Fan et al., 2024).393

Therefore, we are curious about how the effective-394

ness of RAG might change if Wikipedia pages are395

influenced by LLMs. This process and final results396

are illustrated in Figure 6. Below, we will outline397

the detailed step of our experiment.398

5.2.1 Experiment399

Automated Queries Synthesis. We used GPT-400

4o-mini to generate multiple-choice questions401

(MCQs) based on the extracted news. Our prompt402

is “Generate 1 multiple-choice question based on403

the following text. The question must have a sin-404

gle, clear, and objective correct answer, and should405

not use phrases like ‘Which of the following is cor-406

rect?’. The following text is news, you should ex-407

tract as much new content as possible to construct408

questions. Only include the question and four an-409

swer options and the correct answer. Text:”. This410

ensures that the generated queries contain the most411

recent and relevant aspects of each news article,412

increasing the likelihood that the event was not413

present in the LLMs’ training data.414

Knowledge Base Construction. We constructed415

the knowledge base using Wikinews articles from416

2020–2024. Each article was preprocessed, split417

into smaller text segments, and vectorized using418

CLIP6, a neural network trained on a variety of419

6https://github.com/openai/CLIP

(image, text) pairs. We then indexed these vec- 420

tors using FAISS, a library for efficient similarity 421

search and clustering of dense vectors, for efficient 422

retrieval (Douze et al., 2024). 423

Retrieval and Generation. Given a user’s ques- 424

tion, we vectorized the question using CLIP and 425

conducted a similarity search in FAISS. The top 426

three most relevant segments were retrieved and 427

provided as context. These segments were then 428

combined with the user’s question and used in a 429

prompting template to query the LLM. The model 430

then selected the most likely answer based on both 431

its prior knowledge and the retrieved content. 432

5.2.2 QA Approaches 433

We conducted experiments using GPT-4o-mini and 434

GPT-3.5 across different questioning methods: 435

• Direct Questioning: The model was asked the 436

MCQs directly without any external context or 437

retrieval support. 438

• RAG Based on the Original Texts: The model 439

was provided with retrieved content from an 440

external knowledge base based on the original 441

news. 442

• RAG Based on the Revised Texts: The model 443

was provided with retrieved content from an ex- 444

ternal knowledge base based on the LLM-revised 445

news. 446

• Human-Assisted Questioning: We manually 447

provided the original or LLM-revised news cor- 448

responding to each question, simulating an upper- 449

bound scenario for the RAG framework. 450
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5.2.3 Results451

Declining Accuracy for Recent Events. In the452

absence of RAG, both models exhibited signifi-453

cantly lower accuracy when answering questions454

derived from recent Wikinews articles (e.g., GPT-455

4o-mini: 58.14% in 2024, GPT-3.5: 48.84% in456

2024), while their accuracy is much better for457

older events (e.g., 2020–2022). The reason is also458

straightforward: these news events are not included459

in their training data.460

Higher Accuracy of Knowledge Base. Provid-461

ing external knowledge greatly improved perfor-462

mance. With the help of knowledge base, LLMs463

could achieve a minimum accuracy of 77.91%464

(GPT-3.5, 2024) and often exceed 90%. This con-465

firms the effectiveness of RAG in enhancing factual466

accuracy.467

Impact of LLM-Revised Content. Whether us-468

ing RAG or providing the complete news directly,469

the accuracy achieved with LLM-revised texts is470

lower than when using the original texts. For471

example, in 2024, the accuracy dropped from472

93.02% when asking with the full original con-473

tent to 89.53% with the full Gemini-revised texts474

and 91.86% with the full GPT-revised texts.475

Maximal Performance with Full Content Pro-476

viding the full news resulted in the highest accuracy,477

demonstrating the limitations of retrieval-based ap-478

proaches in selecting the most relevant information.479

In most cases, the full content approach exceeded480

93% accuracy, setting a benchmark for ideal re-481

trieval performance.482

5.2.4 Case Study483

To explore the impact of LLM-generated texts, we484

focus on cases where RAG answers correctly with485

the original knowledge base but fails when using486

LLM-revised texts. Figure 6 includes one example.487

Interestingly, although both the original and revised488

text explicitly exclude “severe fetal abnormalities”,489

the revised text, which changed “genetic abnor-490

mality” to “fetal genetic abnormalities”, which led491

LLMs to misinterpret the information. As a re-492

sult, LLMs mistakenly selected A based on the493

revised text. Appendix E.2 provides more similar494

examples, and LLM-generated texts may decrease495

accuracy in RAG tasks for several reasons:496

• Introduction of Modifiers: Adding adjectives497

or modifiers can change the context and impact498

the text’s accuracy. See Question 1 for examples.499

• Keyword Replacement: LLM might replace key 500

terms, altering the original meaning and causing 501

misinterpretation. See Question 2 and 3 for ex- 502

amples. 503

• Retrieval Mismatch: The revised text may re- 504

duce the similarity between the question and 505

the correct article, or increase similarity with 506

irrelevant ones. Sometimes, even with minimal 507

changes to the article, it still fails to match. See 508

Questions 4 and 5 for examples. 509

Finding 5: The results suggest that LLM-
generated content performs less effectively
in RAG systems compared to human-created
texts. If such content has impacted high-quality
communities like Wikipedia, it raises concerns
about the potential decline in information qual-
ity in knowledge bases.

510

6 Discussion and Conclusion 511

The relationship between Wikipedia and LLMs is 512

both collaboration and competition. 513

First, Wikipedia’s success is inherently tied to 514

its extensive base of human contributors (Kittur 515

and Kraut, 2008). Wikipedia articles play a crucial 516

role as training data for LLMs, and their devel- 517

opment would not be possible without this rich 518

resource. At the same time, researchers have 519

employed NLP techniques, including LLMs, to 520

enhance Wikipedia’s quality (Lucie-Aimée et al., 521

2024). 522

Second, our findings suggest that Wikipedia is 523

being influenced by LLMs, and this impact is likely 524

to grow over time. The dynamic between humans 525

and AI continuously shapes each other, becom- 526

ing an integral aspect of contemporary society (Pe- 527

dreschi et al., 2024). 528

Third, the influence of LLMs on corpora like 529

Wikipedia and Wikinews also extends to machine 530

translation benchmarks. As a result, machine trans- 531

lation targets may gradually align more closely 532

with the language patterns of LLMs, though these 533

shifts are incremental. 534

Lastly, our findings show that using LLM- 535

revised Wikipedia pages for RAG can reduce accu- 536

racy, indicating that LLM-based refinements may 537

sometimes overcorrect. Though relying on LLMs 538

to improve Wikipedia or similar knowledge sys- 539

tems poses risks, it is also worth noting that purely 540

human-driven processing has its limitations. 541
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Limitations542

Although we conducted several experiments to eval-543

uate the impact of LLMs on Wikipedia, our study544

has certain limitations. First, Wikipedia pages fol-545

low a specific format, making it challenging to546

extract completely plain text. This formatting is-547

sue in our dataset may introduce some errors in548

the quantitative analysis of LLM impact. Second,549

when assessing the readability of Wikipedia pages,550

we relied only on traditional metrics based on for-551

mulas, such as the Flesch-Kincaid score. How-552

ever, recent advancements in NLP have shifted553

towards more sophisticated computational mod-554

els (François, 2015). Lastly, in the RAG task, our555

Wikinews dataset is not big enough compared to556

the Wikipedia pages dataset, which may limit the557

generalization of our findings.558
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A Data Collection and Processing863

The detailed classification poses a problem in our data crawling process: When iteratively querying deeper864

subcategories without limit, the retrieved pages may become less relevant to the original topic (i.e., the865

root category). To address this issue, we selected an appropriate crawl depth for each category to balance866

the number of pages with their topical relevance, as shown in Table 4.867

Category Art Bio Chem CS Math Philo Phy Sports

Crawl Depth 4 4 5 5 5 5 5 4
Number of Pages 57,028 44,617 53,282 59,097 47,004 33,596 40,986 53,900

Table 4: Number of Wikipedia articles crawled per category.

We also excluded redirect pages, as they do not contain independent content but rather link to other868

target pages. After crawling the pages, we cleaned the data by extracting the plain text and removing869

irrelevant sections such as "References," "See also," "Further reading," "External links," "Notes," and870

"Footnotes." To minimize the impact of topic-specific words, only those ranked within the top 10,000 in871

the Google Ngram dataset7 were included in the calculations.872
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Figure 7: Page views across different categories

7Google Ngram dataset: https://www.kaggle.com/datasets/wheelercode/english-word-frequency-list
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B LLM Impact 873

B.1 Word frequency 874
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Figure 8: More examples on word frequency.

B.2 LLM simulations 875

We used GPT to revise the January 1, 2022, versions of Featured Articles to construct word frequency data 876

reflecting the impact of large language models. This choice was based on the assumption that Featured 877

Articles are less likely to be affected by LLMs, given their rigorous review processes and ongoing manual 878

maintenance. To reduce errors caused by incomplete data cleaning, we extracted only the first section of 879

each Featured Article for revision. It is important to note that some responses were filtered due to the 880

prompt triggering Azure OpenAI’s content moderation policy, likely because certain Wikipedia pages 881

contained violent content. As a result, these pages were excluded from the analysis. 882

Choosing the appropriate word combinations to estimate the impact of LLMs is essential. On one hand, 883

by setting a threshold for f∗, we ensure that the target vocabulary has a high frequency of occurrence 884

in the corpus. On the other hand, by setting a threshold for r̂, we ensure that these words show a 885

significant frequency change before and after being processed by the LLM. For the f∗ threshold, we 886

propose two strategies: First, the target vocabulary must frequently appear in the first section of Featured 887

Articles, as we use this part of the articles for LLM refinement when estimating r̂; second, the target 888

vocabulary must frequently appear in the target corpus. For the first strategy, when calculating the 889

impact of the LLM on different pages, the selected vocabulary combination remains the same. For the 890

second strategies, the influence on pages of different categories will be estimated using the vocabulary 891

combination corresponding to each category. 892

B.3 Featured Articles + Same Word Combinations 893

• 1
f∗ : 5000, 7000, 9000, 11000, 13000, 15000 894

• r̂: 0.14, 0.15, 0.16, 0.17, 0.18, 0.19, 0.20, 0.21 (corresponding values of r̂+1
r̂2

) 895

B.4 Featured Articles + Different Word Combinations 896

• 1
f∗ : 5000, 7000, 9000, 11000, 13000, 15000 897

• r̂: 0.14, 0.15, 0.16, 0.17, 0.18, 0.19, 0.20, 0.21 (corresponding values of r̂+1
r̂2

) 898

B.5 Simple Articles + Same Word Combinations 899

• 1
f∗ : 1000, 3000, 5000, 7000, 9000, 11000, 13000 900

• r̂: 0.07, 0.09, 0.11, 0.13, 0.15, 0.17, 0.19, 0.21, 0.23, 0.25, 0.27, 0.29 (corresponding values of r̂+1
r̂2

) 901
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Figure 9: LLM Impact: Estimated based on simulations of the first section of Featured Articles, using the same
word combinations across different categories of Wikipedia pages
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Figure 10: LLM Impact: Estimated based on simulations of the first section of Simple Articles, using the same
word combinations across different categories of Wikipedia pages

B.6 Simple Articles + Different Word Combinations902

• 1
f∗ : 2000, 2500, 3000, 3500, 4000, 4500, 5000903

• r̂: 0.11, 0.13, 0.15, 0.17, 0.19, 0.21, 0.23, 0.25 (corresponding values of r̂+1
r̂2

)904
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Figure 11: LLM Impact: Estimated based on simulations of the first section of Simple Articles, using different word
combinations across different categories of Wikipedia pages

C Linguistic Style 905

Different Categories of Wikipedia Pages
Art First
Bio First
Chem First
CS First
Featured First
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Figure 12: Legend

C.1 Word Level 906

C.2 Sentence Level 907

C.3 Readability 908

D Machine Translation 909

D.1 Exception Handling 910

Some API calls returned an openai.BadRequestError with error code 400, indicating that Azure OpenAI’s 911

content management policies flagged the prompts for potentially violating content. Also, Some translations 912

returned null values. These cases were excluded from scoring and ignored in the evaluation. 913
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Figure 13: Comparison of Conjunction Ratios Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 14: Comparison of CTTR Before and After Revisions by Different LLMs in Featured and Simple Articles,
and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 15: Comparison of Long Words Rate Before and After Revisions by Different LLMs in Featured and Simple
Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 16: Comparison of Nouns Frequency Before and After Revisions by Different LLMs in Featured and Simple
Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 17: Comparison of One-Syllable Word Ratio Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 18: Comparison of Preposition Frequency Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 19: Comparison of Pronoun Frequency Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 20: Comparison of Average Syllables per Word Before and After Revisions by Different LLMs in Featured
and Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia
Categories.
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Figure 21: Comparison of To-Be Verb Ratios Before and After Revisions by Different LLMs in Featured and Simple
Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 22: Comparison of TTR Before and After Revisions by Different LLMs in Featured and Simple Articles,
and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 23: Comparison of Long Sentence Rate Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.

FA FA-GPT FA-Gem SA SA-GPT SA-Gem Wiki-style
Corpus

0

10

20

30

40

50

Av
er

ag
e 

Se
nt

en
ce

 L
en

gt
h

Average Sentence Length

2020 2021 2022 2023 2024 2025
Year

14

15

16

17

18

19

20

21

Av
g 

Se
nt

 L
en

gt
h

Average Sentence Length Trend (First)

2020 2021 2022 2023 2024 2025
Year

13

14

15

16

17

18

19

Av
g 

Se
nt

 L
en

gt
h

Average Sentence Length Trend (Full)

Figure 24: Comparison of Average Sentence Length Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 25: Comparison of Average Parse Tree Depth Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 26: Comparison of Clause Ratio Before and After Revisions by Different LLMs in Featured and Simple
Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 27: Comparison of Pronoun-Initial Sentence Ratio Before and After Revisions by Different LLMs in
Featured and Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia
Categories.
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Figure 28: Comparison of Article-Initial Sentence Ratio Before and After Revisions by Different LLMs in Featured
and Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia
Categories.
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Figure 29: Comparison of ARI Before and After Revisions by Different LLMs in Featured and Simple Articles, and
Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 30: Comparison of Coleman-Liau Index Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 31: Comparison of Dale-Chall Score Before and After Revisions by Different LLMs in Featured and Simple
Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 32: Comparison of Flesch Reading Ease Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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Figure 33: Comparison of Flesch-Kincaid Grade Level Before and After Revisions by Different LLMs in Featured
and Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia
Categories.
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Figure 34: Comparison of Gunning Fog Index Before and After Revisions by Different LLMs in Featured and
Simple Articles, and Their Temporal Trends Across Full Text and First Sections of Different Wikipedia Categories.
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D.2 Languages914

These are the 12 languages in our benchmarks:915

• English (eng-Latn-stan1293)916

• Modern Standard Arabic (arb-Arab-stan1318)917

• Mandarin (cmn-Hans-beij1234)918

• German (deu-Latn-stan1295)919

• French (fra-Latn-stan1290)920

• Hindi (hin-Deva-hind1269)921

• Italian (ita-Latn-ital1282)922

• Japanese (jpn-Jpan-nucl1643)923

• Korean (kor-Hang-kore1280)924

• Brazilian Portuguese (por-Latn-braz1246)925

• Russian (rus-Cyrl-russ1263)926

• Latin American Spanish (spa-Latn-amer1254)927
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E RAG 928

E.1 RAG Results 929

Year Direct Ask Ask with KB GPT Revised Gemini Revised Full Content Full (Gemini) Full (GPT)
2020 74.58% 91.10% 91.53% 88.98% 93.64% 97.03% 94.49%
2021 75.66% 96.38% 95.07% 95.07% 96.38% 94.90% 95.07%
2022 74.24% 93.37% 94.70% 93.18% 95.83% 93.56% 95.83%
2023 80.14% 93.32% 94.69% 94.01% 95.38% 94.01% 94.01%
2024 58.14% 90.40% 88.37% 84.01% 93.90% 90.41% 92.73%

Table 5: Performance on RAG Task (4O-mini Output with Null as 0.25)

E.2 Case Study 930

Below are examples where the questions were answered correctly using RAG with the original knowledge 931

base, but incorrectly when the LLM-revised texts were used as the knowledge base: 932

Question 2 What activity was the New Zealand Navy ship conducting before it ran aground near Samoa? 933

A) Naval training exercises B) Aquatic terrain survey C) Humanitarian aid delivery D) Equipment 934

testing 935

Original Text . . . New Zealand Navy ship ran aground one from the shore of Samoa on Saturday 936

evening. She was reportedly conducting an aquatic terrain survey. . . . 937

LLM Revised Version . . . A New Zealand Navy ship conducting a hydrographic survey ran aground 938

approximately one kilometer from the Samoan coast on Saturday evening . . . 939

Analysis The original text clearly gives “aquatic terrain survey” as the content of the ship’s activities, 940

which clearly points to option B. The revised version changes “aquatic terrain survey” to “hydrographic 941

survey”, which may lead to a change in the understanding of the nature of the activity, thus leading LLM 942

to choose the wrong option D. 943

Question 3 What was the initial evidence regarding the cause of the explosions in southern Beirut? A) 944

Cyber attack B) Faulty batteries C) Hardware tampering D) Natural disaster 945

Original Text . . . The cause of the explosions was still under investigation. Early evidence suggested the 946

pager explosions were triggered by explosives planted in the pagers, or faulty batteries, Reuters reported. 947

The following day, walkie-talkies, laptops, and radios also exploded, killing 20 people and injuring 450 948

. . . 949

LLM Revised Version . . . While the cause remains under investigation, early evidence, reported by 950

Reuters, indicated that explosives, possibly alongside metal balls to enhance impact, were planted in 951

pagers. Further explosions involving walkie-talkies, laptops, and radios occurred the following day, 952

resulting in additional casualties . . . 953

Analysis The original RAG correctly selects Option B because it explicitly mentions faulty batteries as 954

a possible cause of the explosions, along with explosives. However, the revised version focuses more on 955

explosives and omits the mention of faulty batteries, which shifts the context toward hardware tampering, 956

leading to an incorrect selection. 957

Question 4 What was the final score between Bugs and Maroochydore in their match on Saturday? 958

A) 60 to 5 B) 29 to 10 C) 29 to 14 D) 10 to 3 959

Year 2020 2021 2022 2023 2024

Num of Question 118 152 132 246 86
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Original Text On Saturday, Bugs defeated Maroochydore 29 points to 10 in round four of Australia’s960

Sunshine Coast Rugby Union. . . .961

LLM Revised Version Wynnum "Bugs" dominated Maroochydore 29-10 in Round Four of the Sun-962

shine Coast Rugby Union on Saturday. . . .963

Analysis Retrieval System failed to extract the correct article from the knowledge base (not in top 3964

answers), thus choosing the wrong answer.965

Question 5 What date is the general election in the United Kingdom scheduled for, as announced by966

Prime Minister Rishi Sunak?967

A) 4th of June B) 4th of July C) 4th of August D) 4th of October968

Original Text On Wednesday, British Rishi Sunak called a general election in the United Kingdom,969

which is set to take place on the 4th of July. . . .970

LLM Revised Version British Prime Minister Rishi Sunak called a snap general election on Wednesday,971

to be held on July 4th. . . .972

Analysis LLMs failed to extract the correct article from the knowledge base, thus choosing the wrong973

answer.974
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