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Abstract001

Large language models (LLMs) have demon-002
strated great potential for automating the evalu-003
ation of natural language generation. Previous004
frameworks of LLM-as-a-judge fall short in005
two ways: they either use zero-shot setting006
without consulting any human input, which007
leads to low alignment, or fine-tune LLMs on008
labeled data, which requires a non-trivial num-009
ber of samples. Moreover, previous methods010
often provide little reasoning behind automated011
evaluations. In this paper, we propose HYPO-012
EVAL, Hypothesis-guided Evaluation frame-013
work, which first uses a small corpus of human014
evaluations to generate more detailed rubrics015
for human judgments and then incorporates016
a checklist-like approach to combine LLM’s017
assigned scores on each decomposed dimen-018
sion to acquire overall scores 1. With only 30019
human evaluations, HypoEval achieves state-020
of-the-art performance in alignment with both021
human rankings (Spearman correlation) and022
human scores (Pearson correlation), on aver-023
age outperforming G-Eval by 11.86% and fine-024
tuned LLAMA-3.1-8B-INSTRUCT with at least025
3 times more human evaluations by 11.95%.026
Furthermore, we conduct systematic studies027
to assess the robustness of HYPOEVAL, high-028
lighting its effectiveness as a reliable and inter-029
pretable automated evaluation framework.030

1 Introduction031

Automated evaluation of natural language gener-032

ation has been an important and challenging task033

with the rapid development of automated systems034

for summarization, translation, open-ended story035

generation, and more (Fang et al., 2024; Yao et al.,036

2024). Traditional lexical metrics such as BLEU037

(Papineni et al., 2002) and ROUGE (Lin, 2004)038

have been shown to have low agreement with hu-039

man judgments (Krishna et al., 2021). With the040

1In this study, the term "hypothesis", "checklist", "rubric",
and "decomposed dimension" are used interchangeably.

advancements of LLMs, recent research has exten- 041

sively focused on LLM-as-a-judge, or using LLMs 042

to perform reference-free automated evaluations of 043

natural language generation (Chen et al., 2023; Fu 044

et al., 2023; Gu et al., 2025). 045

Following Li et al. (2025), we broadly cat- 046

egorize existing LLM-based automated evalua- 047

tion frameworks into prompting-based and tuning- 048

based methods. On one hand, prompting-based 049

evaluation methods such as G-Eval (Liu et al., 050

2023a) mostly use a zero-shot approach, which im- 051

poses a strict yet unnecessary restriction on the use 052

of human evaluations or groundings. As a result, 053

they lead to limited correlations with human anno- 054

tations and leave room for improvement (Bavaresco 055

et al., 2024; Krumdick et al., 2025). On the other 056

hand, tuning-based methods (Yue et al., 2023; Liu 057

et al., 2024a) require a large corpus of high-quality 058

training data, with performance constrained to the 059

specific dataset that they are trained on (Liu et al., 060

2025b), and can be computationally expensive or 061

hard to apply to proprietary models. Furthermore, 062

both categories of methods often lack explainabil- 063

ity in their evaluation process. Although recent 064

works on checklist-based frameworks for evaluat- 065

ing instruction-following or factuality (Que et al., 066

2024; Min et al., 2023; Tan et al., 2024) shed light 067

on providing reasoning behind evaluations, their 068

performance on evaluating other aspects of text 069

generation can be inferior to non-checklist frame- 070

works (Lee et al., 2024). This can be due to the 071

fundamental difficulty of decomposing subjective 072

aspects (e.g., engagement) of texts into atomic and 073

easy-to-verify checklists. 074

To address these limitations, we propose HYPO- 075

EVAL, the first LLM-based evaluation framework 076

that combines state-of-the-art hypothesis genera- 077

tion techniques to guide judge LLMs and improve 078

human alignment. HYPOEVAL consists of a light 079

training stage for hypothesis generation and then 080

uses hypotheses to provide evaluation scores. With 081
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a small corpus of human evaluation scores (in our082

implementation, we limit the number to 30), HY-083

POEVAL first uses a hypothesis generation frame-084

work to generate high-quality hypotheses, which085

are framed as decomposed dimensions for evalu-086

ation, from human evaluation results and existing087

literature on evaluation. The decomposed dimen-088

sions serve as rubrics and break down a subjective089

aspect of evaluation into different attributes that090

are easier for an LLM to understand. Then in the091

evaluation stage, with each decomposed dimen-092

sion formulated as a non-binary checklist (i.e., the093

answer to the checklist can be a range of num-094

bers on the Likert scale), HYPOEVAL combines095

an evaluator LLM’s assigned scores on each de-096

composed dimension and gets an overall score for097

an evaluated text. We show that with only small-098

scale human evaluations and O(N) computational099

complexity, HYPOEVAL is able to achieve state-100

of-the-art performance on representative tasks: on101

average outperforming G-Eval by 11.86% and fine-102

tuned LLAMA-3.1-8B-INSTRUCT- with more than103

3 times more human evaluation scores - by 11.95%.104

To summarize, our main contributions are as105

follows:106

• We introduce HYPOEVAL, a tuning-free, sample-107

efficient framework for evaluating natural lan-108

guage generation.109

• We demonstrate that HYPOEVAL achieves state-110

of-the-art performance in terms of correlation111

with human judgments across multiple datasets.112

• With the generated hypotheses or decomposed113

dimensions in HypoEval, we provide more inter-114

pretable explanations in automated evaluations115

than previous methods.116

2 Methods117

We first give a formulation of hypothesis-guided118

text evaluation. In direct scoring, we evaluate on119

an input-output pair (x, y), where x is the prompt120

for generation (e.g. source text for summarization),121

and y is the generated content (e.g. summary).122

With an LLM M and an instruction prompt I that123

consists of task descriptions and definition of the124

evaluated aspect (e.g. coherence of summaries), we125

want to produce a score M(x, y, I) that matches126

human score s well (usually measured in Pearson127

or Spearman correlation).128

In hypothesis-guided text evaluation,129

we first generate a hypothesis bank130

H = {h1, h2, . . . , hn} from a training set131

Str = {(x1, y1, s1), . . . , (xm, ym, sm)} and a 132

corpus of summaries L of relevant literature, 133

where xi and yi are inputs and outputs, and si are 134

scores given by human experts on (xi, yi). Here, 135

each hypothesis is formulated as a rubric on a 136

decomposed dimension. Ideally, the hypothesis 137

bank H contains multiple decomposed dimensions 138

that human experts consider when giving the scores 139

in Str. Then, we use a checklist-like approach to 140

use the hypotheses to evaluate on unseen sample 141

(x, y) and give a score M(x, y, I,H). 142

Hypothesis Generation from Small-scale Data 143

and Literature Following HYPOGENIC (Zhou 144

et al., 2024b) and HYPOREFINE (Liu et al., 2025a), 145

we utilize both data-driven and literature-driven 146

hypothesis generation approaches to generate the 147

hypothesis bank H. That is, with an LLM M and 148

hypothesis generation algorithm g, we have H = 149

gM(Str,L). 150

Specifically, we build upon HYPOREFINE and 151

introduce extensions tailored for continuous value 152

prediction. Given a small-scale training set Str = 153

{(x1, y1, s1), . . . , (xm, ym, sm)} (for main exper- 154

iments, we set |Str| = 30) and the corpus of 155

LLM-generated summaries of relevant literature 156

L (details of literature collection and summary gen- 157

eration in Appendix B.1), we first want to gen- 158

erate a hypothesis bank H. During the initial 159

stage, an LLM-based hypothesis generation agent 160

MG is prompted with a set of initial data points 161

Sinit ⊂ Str and L to generate an initial hypothe- 162

sis bank Hinit = MG(Sinit,L), and set H0 = Hinit. 163

Inspired by the Upper Confidence Bound algorithm 164

for strategic regression (Liu and Chen, 2016), for 165

each h ∈ H0, we use an evaluator ME to eval- 166

uate on all (xi, yi) in Sinit based on the detailed 167

rubric stated in h and give a score ME(xi, yi, I, h), 168

where I is the instruction prompt. Then, we set the 169

reward for h by: 170

rh :=
1

|Sinit|
∑

(xj ,yj ,sj)∈Sinit

L(xj , yj , sj) 171

+ α

√
log |Sinit|
|Sinit|

, 172

173

L(xj , yj , sj) := a− b(sj −ME(xj , yj , I, h))
2. 174

where α is the reward coefficient that controls 175

the exploration term of the reward function, and 176

2



Zero-Shot/Few-Shot
Text

“Rate response 
based on its…”

Low Alignment
No/Little Extra Label

Fine-tuning

Dataset

High Alignment
Needs lots of data & compute

HypoEval (Ours)

Few Labels

(Hypo #1) Consistent and 
easy to read summaries 
are cohesive.

Text

High Alignment
Only needs a few labels

“Rate response 
based on its…”

Text

Few Labels

Hypothesis
Generation

(Hypo #2) …

… Combine

Figure 1: A Comparison between previous methods and HypoEval. We achieve high-alignment and explainable
evaluation with only a few human labels per dataset.

a, b are coefficients that control the range of the177

exploitation term.178

In the update stage, we iterate over all data points179

in Supdate = Str \ Sinit. For time t, we consider180

the training sample (xt, yt, st) ∈ Supdate. We first181

choose the top k hypotheses Htop with the highest182

reward from Ht−1. Then for each h ∈ Htop, we183

update the reward with:184

rh :=
1

|St
h|

∑
(xj ,yj ,sj)∈St

h

L(xj , yj , sj)185

+ α

√
log(t+ |Sinit|)

|St
h|

,186

where St
h is the set of training samples seen by187

hypothesis h at time t.188

For all hypotheses from Htop, if at least whyp189

predicted a score with |ME(xt, yt, I, h)− st| > θ,190

where θ is the threshold for identifying a wrong191

prediction, the datapoint (xt, yt, st) is added to a192

wrong sample bank W . Once |W| ≥ wmax, a new193

set of hypotheses HW is generated using W and194

L by an iterative refinement process using a refine-195

ment model MR:196

H0
W = MG(W),

Hi
W , i > 0 =

{
MR(Hi−1

W ,L) if i mod 2 = 0

MR(Hi−1
W ,W) if i mod 2 = 1.

197

The refinement finishes in Nrefine rounds, and we198

get HW = HNrefine
W . The wrong sample bank W is199

then set to ∅. For Ht, we choose Hmax hypotheses200

with the highest reward from Htop ∪HW .201

Following (Liu et al., 2025a), to accommodate202

for that literature-based hypotheses (potential hy-203

potheses that are generated solely from summaries204

of relevant literature) can be undervalued during the205

update stage, we use a union approach to combine206

hypotheses from literature only HL = MG(L)207

and H|Supdate|. Specifically, for a final hypothesis 208

bank with size Hmax, we first remove redundant 209

hypotheses from HL = MG(L) and H|Supdate|, and 210

then randomly choose at most Hmax
2 from each of 211

them for the final hypothesis bank H. 212

Hypothesis selection. Since that we are encour- 213

aging diverse and novel hypotheses in the hypoth- 214

esis generation process by both the exploration 215

term in reward and the incorporation of information 216

from literature, it is possible that we also include 217

some hypotheses that are interesting but are not 218

suitable for a specific evaluation task. To accom- 219

modate this, we perform hypothesis selection from 220

H based on the hypotheses’ performance on Str. 221

Specifically, we choose the top Hev hypotheses 222

with the highest Pearson correlations with human 223

scores on Str: 224

Hev = arg max
H′⊂H,|H′|=Hev

∑
h∈H′

r(h, Str), 225

where r(h, Str) is the Pearson correlation between 226

the human scores and the scores given by the eval- 227

uator agent ME based specifically on the decom- 228

posed dimension stated in h. 229

Hypothesis-guided text evaluation For each hy- 230

pothesis h, we first evaluate the text based solely on 231

the dimension entailed in h (e.g. logical structure 232

of events for evaluating coherence of summaries) 233

with chain-of-thought prompting (Wei et al., 2022). 234

The evaluator ME is asked to give a score rating 235

between 1 and 5. Then, since different hypotheses 236

in Hev often entail different decomposed dimen- 237

sions that are important for a holistic evaluation, 238

we combine the scores on all hypotheses to acquire 239

the final overall score for a sample: 240

ME(x, y, I,Hev) =
1

|Hev|
∑
h∈Hev

ME(x, y, I, h). 241
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For more detailed information of the implemen-242

tation, please refer to Appendix B.1.243

Efficiency Analysis The computational complex-244

ity of HYPOEVAL can be separated into two parts:245

a preparation stage of hypothesis generation and246

selection, and an evaluation stage of hypothesis-247

guided automated evaluation. Let N be the total248

number of texts to be evaluated. For the prepara-249

tion stage, the complexity of hypothesis generation250

can be expressed as O(Npaper +(k+Nrefine)|Str|+251

H2
max), where Npaper is the number of papers as rel-252

evant literature, and the complexity of hypothesis253

selection is O(Hmax|Str|). For the evaluation stage,254

computational complexity is O(HevN). Under our255

setting where Str, k,Nrefine, Npaper, Hmax ≤ 30 and256

Hev = 5, the total complexity of HYPOEVAL can257

be expressed as O(N) and is equivalent to other258

pointwise evaluators.259

3 Experiment Setup260

To demonstrate the effectiveness of our hypothesis-261

guided evaluation framework, we first compare our262

method with baselines on two NLG tasks with four263

datasets. We report both Spearman correlation and264

Pearson correlation to account for both alignment265

with human rankings and with human scores.266

Tasks and datasets. We report two representa-267

tive tasks, summarization and open-ended story268

generation, to evaluate our framework.269

For the summarization task, we choose Sum-270

mEval (Fabbri et al., 2021) and NewsRoom271

(Grusky et al., 2020) for our experiments. Sum-272

mEval consists of 100 source texts, each with 16273

summaries annotated on four aspects: coherence274

(CH), consistency (CON), fluency (FLU), and rel-275

evance (RE). We use the average of annotation276

scores of 3 human experts. NewsRoom has 60277

source texts and 7 summaries for each text, and278

is annotated on four aspects: coherence (CH), in-279

formativeness (INF), fluency (FLU), and relevance280

(RE). For each dataset, we randomly sample 30281

text-summary pairs and their human evaluation282

scores as training data, and perform automated eval-283

uation on summaries of 40 texts for SummEval and284

summaries of 30 texts for NewsRoom, with a total285

of 640 and 210 summaries, respectively. We report286

summary-level Spearman and Pearson correlations.287

For the open-ended story generation task, we288

use HANNA (Chhun et al., 2022) and part of Writ-289

ingPrompt (WritingPrompt-A) with human anno-290

tations collected by (Chiang and yi Lee, 2023). 291

HANNA includes 96 writing prompts, each with 292

11 stories annotated on 6 aspects: coherence 293

(CH), complexity (CX), empathy (EM), engage- 294

ment (EG), relevance (RE), and surprise (SU). 295

WritingPrompt-A consists of 400 prompt-story 296

pairs, annotated on grammaticality (GRA), cohe- 297

siveness (COH), likability (LIK), and relevance 298

(RE). For both datasets, we choose 30 prompt-story 299

pairs for training. For HANNA, we randomly se- 300

lect 60 prompts for testing and report story-level 301

Spearman correlations and Pearson correlations. 302

For WritingPrompt-A, we choose 300 prompt-story 303

pairs for testing. Due to the lack of story batches 304

grouped by the same prompts, we report dataset- 305

level correlations. 306

Baselines and implementation. We largely char- 307

acterize baselines into two categories: zero-shot 308

evaluators that do not consult human evaluations, 309

and data-augmented evaluators that utilize specific 310

datasets or are trained on specific tasks. 311

For zero-shot evaluators, we include ROUGE- 312

L (Lin, 2004), BERTScore (Zhang et al., 2020), 313

G-Eval (Liu et al., 2023a) with probabilities and 314

automatically generated chain-of-thought (CoT) 315

prompting, and direct scoring (evaluator LLM as- 316

signs a score directly to a text) with CoT. We also 317

consider PairS-beam (Liu et al., 2025b), a pairwise 318

ranking evaluator, for comparison in Spearman cor- 319

relation. To compare with other checklist-based ap- 320

proaches, we implemented CheckEval, (Lee et al., 321

2024) on own, because human-curated key com- 322

ponents for each aspect were used in the original 323

paper but not released. We leverage the LLM’s 324

prior knowledge to generate atomic checklists. 325

For data-augmented evaluators, we include 326

UniEval (Zhong et al., 2022) and BARTScore 327

(Yuan et al., 2021), which are task-specific eval- 328

uators trained with large corpora of data. We also 329

fine-tune LLAMA-3.1-8B-INSTRUCT on each as- 330

pect of each dataset with 30 (FT-A) and 200 (FT-B) 331

human-annotated data points. Due to the use of 332

significantly larger amount of training data than 333

HYPOEVAL, we regard UniEval, BARTScore, and 334

FT-B as strong but not directly comparable meth- 335

ods. Furthermore, we consider direct scoring with 336

few-shot demonstrations from human-annotated 337

data. For the WritingPrompt-A dataset, due to its 338

size (see Section 3) and the lack of references, we 339

implement FT-B with 100 human evaluations and 340

omit the performance of reference-based evaluators. 341
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Implementation details of baselines are available342

in Appendix B.2.343

Our framework works for any LLM M. In the344

experiments, we utilize two models, GPT-4O-MINI345

(OpenAI, 2023) and LLAMA-3.3-70B-INSTRUCT346

(Dubey et al., 2024) to reflect a range of differ-347

ent model sizes. We abbreviate GPT-4O-MINI348

as GPT-MINI and LLAMA-3.3-70B-INSTRUCT349

as LLAMA-70B. For main experiments, we let350

Hev = 5, and use the same LLM backbone for351

the evaluator model ME , the hypothesis generator352

model MG, and the refinement model MR.353

4 Results354

HYPOEVAL achieves highest correlations across355

most dataset-aspect configurations. Table 1356

presents the main results across a total of 18 aspect-357

dataset settings. Comparing with baselines with-358

out large-scale tuning, HYPOEVAL with GPT-4O-359

MINI achieves state-of-the-art (SOTA) performance360

on 15 settings with Spearman correlation and 16361

settings with Pearson correlation, on average out-362

performing G-Eval with CoT by 9.8% and 15.7%363

respectively; HYPOEVAL with LLAMA-3.3-70B-364

INSTRUCT achieves SOTA on 13 settings for Spear-365

man correlation and 15 settings for Pearson corre-366

lation, outperforming G-Eval by 9.9% and 11.8%.367

Some exceptions, such as the consistency and368

fluency aspects of SummEval, could be due to the369

human scores being highly skewed towards 5, illus-370

trated in Appendix D.371

In addition, though HYPOEVAL is not explicitly372

optimized for pairwise comparison, it still outper-373

forms the ranking-based evaluator PairS-beam on374

16/18 and 13/18 settings for GPT-4O-MINI and375

LLAMA-3.3-70B-INSTRUCT respectively.376

Comparing with tuning-based evaluators that use377

at least more than 3 times more annotated data378

(FT-B, BARTScore, UniEval), HYPOEVAL still379

demonstrates strong performance. For the story380

generation task, HYPOEVAL with GPT-4O-MINI381

or LLAMA-3.3-70B-INSTRUCT outperforms FT-382

B across all settings. For the summarization task,383

HYPOEVAL on average outperforms BARTScore384

by 18.66%; after excluding the exceptions of the385

consistency and fluency aspects of SummEval, HY-386

POEVAL on average outperforms FT-B by 4.8%.387

To further illustrate our method, we include ex-388

amples of hypotheses in Table 2. As demonstrated389

by the coherence aspect of SummEval in the table,390

these different hypotheses cover different decom-391

posed dimensions of what a human would con- 392

sider. For example, the first hypothesis covers that 393

the answer should be "logically organized, with 394

a clear introduction, body, and conclusion"; the 395

second hypothesis highlights the "consistent tone 396

and style", and the third one contains that the an- 397

swer should not introduce "unrelated themes or 398

topics". We include full versions of more examples 399

in Appendix C, and examples of hypotheses that 400

are not selected together with their failure modes 401

in Table 11 in the appendix. 402

Ablation Studies To evaluate the effectiveness 403

of both the hypothesis generation stage and the 404

hypothesis-guided evaluation stage, we conduct 405

two ablation studies. We first study the perfor- 406

mance of HYPOEVAL when hypotheses are gen- 407

erated solely from an LLM’s prior knowledge. 408

Specifically, we consider 0-shot hypothesis gen- 409

eration, where we directly prompt LLM M to 410

generate Hev hypotheses for evaluating specific 411

aspects of a text generation task, and then perform 412

hypothesis-guided text evaluation. 413

We also study the effectiveness of the hypothesis- 414

guided evaluation stage that first uses different 415

hypotheses to generate scores and then combines 416

them with a checklist-like approach. Specifically, 417

we test against a pipeline similar to Liu et al. 418

(2023b), where we concatenated all Hev hypothe- 419

ses after the hypothesis selection stage into one 420

single criterion and let the evaluator model directly 421

assign scores on a given text based on the criterion. 422

As shown in Table 3, we observe performance 423

drops in most settings when either the hypothesis 424

generation stage or the hypothesis-guided evalua- 425

tion stage is removed. On average across both mod- 426

els, all settings, and both correlations, replacing 427

the hypothesis generation stage by 0-shot gener- 428

ation drops performance by 7.25%, replacing the 429

hypothesis-guided evaluation stage with single cri- 430

terion drops the performance by 8.19%. 431

Additionally, we also conduct a smaller-scale 432

ablation study by deploying HYPOEVAL with hy- 433

potheses generated solely from the summaries of 434

relevant literature without the human evaluation 435

scores. As shown in Table 7, we observe perfor- 436

mance drops across 5 different dataset-aspect con- 437

figurations. 438

Out-of-distribution generalizability. In this sec- 439

tion, we will demonstrate the out-of-distribution 440

(OOD) generalizability of HYPOEVAL on differ- 441

ent datasets. We conducted a cross-dataset study 442
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SummEval NewsRoom

Models Methods CH CON FLU RE CH INF FLU RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

Other

ROUGE-L 0.10 0.12 0.14 0.18 0.09 0.12 0.19 0.20 0.08 -0.11 0.08 -0.08 0.07 -0.10 0.08 -0.06
BERTScore 0.26 0.27 0.21 0.21 0.18 0.17 0.38 0.40 0.31 0.18 0.31 0.20 0.33 0.17 0.28 0.18
BARTScore 0.47 0.50 0.26 0.25 0.25 0.25 0.35 0.35 0.66 0.72 0.59 0.75 0.64 0.70 0.56 0.74
UniEval 0.56 0.51 0.47 0.63 0.39 0.47 0.43 0.42 – – – – – – – –
FT-A 0.47 0.48 0.38 0.40 0.31 0.39 0.40 0.40 0.50 0.51 0.53 0.56 0.58 0.59 0.48 0.56
FT-B 0.57 0.59 0.57 0.61 0.46 0.57 0.46 0.47 0.61 0.62 0.69 0.72 0.61 0.63 0.61 0.71

GPT-MINI

direct scoring 0.50 0.49 0.54 0.62 0.22 0.23 0.47 0.51 0.51 0.51 0.47 0.46 0.59 0.59 0.46 0.44
few-shot scoring 0.37 0.38 0.47 0.49 0.33 0.35 0.42 0.44 0.60 0.61 0.57 0.62 0.65 0.67 0.53 0.60
G-Eval 0.54 0.54 0.51 0.65 0.31 0.30 0.47 0.55 0.59 0.53 0.58 0.52 0.63 0.62 0.51 0.44
PairS-beam 0.52 – 0.53 – 0.31 – 0.49 – 0.53 – 0.61 – 0.43 – 0.55 –
CheckEval 0.47 0.47 0.34 0.36 0.39 0.38 0.39 0.43 0.53 0.56 0.34 0.42 0.57 0.57 0.46 0.52
HYPOEVAL 0.58 0.58 0.51 0.63 0.40 0.45 0.54 0.58 0.64 0.69 0.62 0.75 0.67 0.69 0.60 0.78

LLAMA-70B

direct scoring 0.56 0.57 0.56 0.64 0.33 0.34 0.47 0.50 0.51 0.48 0.46 0.51 0.58 0.53 0.43 0.48
few-shot scoring 0.45 0.45 0.61 0.67 0.40 0.47 0.47 0.48 0.59 0.60 0.63 0.68 0.60 0.62 0.51 0.69
G-Eval 0.61 0.57 0.51 0.68 0.41 0.48 0.52 0.49 0.53 0.57 0.57 0.59 0.54 0.55 0.51 0.65
PairS-beam 0.60 – 0.54 – 0.37 – 0.50 – 0.58 – 0.65 – 0.58 – 0.59 –
CheckEval 0.56 0.58 0.43 0.45 0.45 0.45 0.47 0.50 0.40 0.42 0.32 0.34 0.30 0.30 0.48 0.59
HYPOEVAL 0.63 0.63 0.49 0.62 0.35 0.35 0.54 0.56 0.62 0.65 0.65 0.74 0.65 0.64 0.52 0.73

HANNA WritingPrompt-A

Models Methods CH CX EM EG RE SU GRA COH LIK RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

Other

ROUGE-L 0.17 0.23 0.26 0.29 0.15 0.16 0.21 0.24 0.10 0.09 0.16 0.17 – – – – – – – –
BERTScore 0.30 0.36 0.42 0.48 0.28 0.31 0.34 0.39 0.17 0.18 0.26 0.26 – – – – – – – –
BARTScore – – – – – – – – – – – – – – – – – – – –
UniEval – – – – – – – – – – – – – – – – – – – –
FT-A 0.40 0.46 0.37 0.42 0.32 0.37 0.35 0.41 0.43 0.48 0.17 0.20 0.29 0.28 0.34 0.30 0.22 0.22 0.53 0.52
FT-B 0.40 0.45 0.52 0.58 0.38 0.43 0.44 0.51 0.46 0.52 0.33 0.39 0.37 0.36 0.51 0.49 0.36 0.36 0.59 0.58

GPT-MINI

direct scoring 0.47 0.59 0.51 0.54 0.35 0.41 0.49 0.56 0.48 0.59 0.37 0.45 0.47 0.40 0.56 0.51 0.41 0.38 0.63 0.63
few-shot scoring 0.47 0.55 0.44 0.47 0.40 0.47 0.46 0.51 0.42 0.51 0.36 0.42 0.40 0.41 0.55 0.54 0.42 0.39 0.65 0.65
G-Eval 0.48 0.62 0.53 0.56 0.41 0.47 0.46 0.55 0.49 0.61 0.38 0.48 0.53 0.48 0.58 0.55 0.43 0.40 0.66 0.66
PairS-beam 0.39 – 0.51 – 0.43 – 0.48 – 0.39 – 0.38 – 0.20* – 0.57 – 0.48 – 0.09* –
CheckEval 0.46 0.55 0.40 0.41 0.37 0.40 0.46 0.50 0.52 0.57 0.26 0.27 0.17 0.17 0.58 0.59 0.29 0.30 0.67 0.67
HYPOEVAL 0.55 0.67 0.55 0.61 0.50 0.57 0.54 0.63 0.49 0.62 0.38 0.45 0.54 0.53 0.64 0.60 0.53 0.52 0.70 0.68

LLAMA-70B

direct scoring 0.49 0.59 0.45 0.46 0.40 0.46 0.42 0.48 0.46 0.55 0.30 0.33 0.45 0.44 0.58 0.58 0.27 0.24 0.63 0.63
few-shot scoring 0.52 0.62 0.54 0.56 0.43 0.46 0.48 0.51 0.44 0.50 0.35 0.35 0.42 0.40 0.59 0.57 0.37 0.36 0.62 0.61
G-Eval 0.53 0.65 0.49 0.53 0.37 0.44 0.45 0.52 0.48 0.57 0.37 0.44 0.47 0.45 0.61 0.61 0.24 0.19 0.65 0.63
PairS-beam 0.47 – 0.55 – 0.46 – 0.46 – 0.46 – 0.42 – 0.26* – 0.57 – 0.49 – 0.04* –
CheckEval 0.38 0.51 0.40 0.39 0.45 0.48 0.38 0.47 0.48 0.57 0.24 0.23 0.41 0.37 0.63 0.62 0.50 0.48 0.66 0.66
HYPOEVAL 0.54 0.67 0.56 0.66 0.47 0.54 0.52 0.60 0.51 0.63 0.40 0.50 0.44 0.41 0.63 0.62 0.53 0.51 0.69 0.68

Table 1: Evaluation results of GPT-4O-MINI and LLAMA-3.3-70B-INSTRUCT. We report Spearman correlation
(ρ) and Pearson correlation (r) for a total of 18 aspects of the 4 datasets. Some especially lower performance of
PairS-beam marked with * is due to that the model frequently failed to generate pairwise preferences.

that uses hypotheses generated from one dataset on443

another (OOD) dataset of the same task.444

Specifically, for the summarization task, we use445

hypotheses generated from SummEval to perform446

hypothesis-guided evaluation for NewsRoom and447

vice versa on 3 aspects: CH, FLU, and RE. For448

the story generation task, we use hypotheses gen-449

erated from HANNA to perform evaluation for450

WritingPrompt-A and vice versa on CH or COH,451

and RE. As shown in Table 4, the hypotheses gen-452

erated from one dataset can be effectively used for453

hypothesis-guided evaluation on an OOD dataset of454

the same task, with an average performance change455

of less than 1% for both models.456

Cross-model generalizability. To further assess 457

the generalizability of the hypotheses, we conduct 458

a cross-model study, where hypotheses generated 459

by one model MG are used for evaluation by an- 460

other model ME . Results are shown in Table 5 461

in the Appendix. On average, for hypotheses gen- 462

erated by GPT-4O-MINI, changing the evaluator 463

model to LLAMA-3.3-70B-INSTRUCT leads to a 464

2.0% drop in performance, still outperforming the 465

baselines; for LLAMA-3.3-70B-INSTRUCT as the 466

generator model, changing the evaluator model 467

to GPT-4O-MINI increases the performance by 468

1.37%. This shows that hypotheses can be effec- 469

tively transferred to different evaluator models. 470
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Example Hypotheses (Decomposed Dimensions) on SummEval - CH

- The overall structure and organization of the summary play a vital role in determining coherence scores. Summaries that are
logically organized, with a clear introduction, body, and conclusion, will score higher (4 or 5), while those . . .
- Summaries that maintain a consistent tone and style throughout will be rated higher for coherence (4 or 5), as this consistency
aids in reader comprehension. In contrast, . . .
- The thematic consistency of a summary is essential for achieving higher coherence scores. A summary that introduces multiple
unrelated themes or topics, resulting in confusion and lack of focus, would likely receive a score of one. . . .

Example Hypotheses (Decomposed Dimensions) on HANNA - EG

- The originality and creativity of the story’s premise and execution are crucial for engagement. A score of 1 is given to stories
that are entirely derivative, relying on clichés and predictable plots . . .
- The clarity and coherence of the narrative structure will significantly affect engagement scores. A score of 1 will be assigned to
stories that are chaotic and incoherent . . .
- Stories that are overly simplistic and fail to follow the prompt effectively will receive a score of 1, while those that showcase
original ideas and a compelling narrative voice will receive a score of 5.

Table 2: Example hypotheses for the coherence (CH) aspect of SummEval and the engagement (EG) aspect
of HANNA, generated by GPT-4O-MINI. Each hypothesis is formulated as an evaluation rubric on a specific
decomposed dimension for the aspect.

SummEval NewsRoom

Models Methods CH CON FLU RE CH INF FLU RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

GPT-MINI HYPOEVAL 0.58 0.58 0.51 0.62 0.40 0.45 0.54 0.58 0.64 0.69 0.62 0.75 0.67 0.69 0.60 0.78
0-shot generation 0.55 ↓ 0.56 ↓ 0.49 ↓ 0.58 ↓ 0.37 ↓ 0.40 ↓ 0.54 = 0.56 ↓ 0.59 ↓ 0.64 ↓ 0.63 ↑ 0.71 ↓ 0.58 ↓ 0.61 ↓ 0.57 ↓ 0.72 ↓
Single criterion 0.52 ↓ 0.52 ↓ 0.50 ↓ 0.54 ↓ 0.32 ↓ 0.35 ↓ 0.47 ↓ 0.50 ↓ 0.61 ↓ 0.63 ↓ 0.64 ↑ 0.70 ↓ 0.60 ↓ 0.59 ↓ 0.62 ↑ 0.72 ↓

LLAMA-70B HYPOEVAL 0.63 0.63 0.49 0.62 0.35 0.35 0.54 0.56 0.62 0.65 0.65 0.74 0.65 0.64 0.52 0.73
0-shot generation 0.62 ↓ 0.64 ↑ 0.51 ↑ 0.67 ↑ 0.24 ↓ 0.24 ↓ 0.47 ↓ 0.50 ↓ 0.60 ↓ 0.65 = 0.63 ↓ 0.75 ↑ 0.51 ↓ 0.50 ↓ 0.50 ↓ 0.73 =
Single criterion 0.50 ↓ 0.51 ↓ 0.48 ↓ 0.53 ↓ 0.37 ↑ 0.41 ↑ 0.46 ↓ 0.48 ↓ 0.57 ↓ 0.58 ↑ 0.60 ↓ 0.67 ↓ 0.61 ↓ 0.61 ↓ 0.53 ↑ 0.65 ↓

HANNA WritingPrompt-A

Models Methods CH CX EM EG RE SU GRA COH LIK RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

GPT-MINI
HYPOEVAL 0.55 0.68 0.55 0.61 0.50 0.57 0.54 0.63 0.49 0.62 0.38 0.45 0.54 0.53 0.64 0.60 0.53 0.52 0.70 0.68
0-shot generation 0.46 ↓ 0.55 ↓ 0.46 ↓ 0.41 ↓ 0.47 ↓ 0.40 ↓ 0.51 ↓ 0.50 ↓ 0.58 ↑ 0.57 ↓ 0.41 ↑ 0.27 ↓ 0.54 = 0.54 ↑ 0.62 ↓ 0.57 ↓ 0.45 ↓ 0.43 ↓ 0.71 ↑ 0.70 ↑
Single criterion 0.49 ↓ 0.59 ↓ 0.56 ↑ 0.63 ↑ 0.44 ↓ 0.49 ↓ 0.50 ↓ 0.57 ↓ 0.48 ↓ 0.57 ↓ 0.42 ↑ 0.46 ↑ 0.44 ↓ 0.42 ↓ 0.57 ↓ 0.54 ↓ 0.50 ↓ 0.48 ↓ 0.65 ↓ 0.65 ↓

LLAMA-70B
HYPOEVAL 0.54 0.67 0.56 0.66 0.47 0.54 0.52 0.60 0.51 0.63 0.40 0.50 0.44 0.41 0.63 0.62 0.53 0.51 0.69 0.68
0-shot generation 0.52 ↓ 0.65 ↓ 0.50 ↓ 0.56 ↓ 0.45 ↓ 0.51 ↓ 0.50 ↓ 0.57 ↓ 0.58 ↑ 0.68 ↑ 0.35 ↓ 0.38 ↓ 0.46 ↑ 0.43 ↑ 0.61 ↓ 0.59 ↓ 0.37 ↓ 0.36 ↓ 0.70 ↑ 0.70 ↑
Single criterion 0.49 ↓ 0.60 ↓ 0.54 ↓ 0.63 ↓ 0.43 ↓ 0.51 ↓ 0.47 ↓ 0.55 ↓ 0.50 ↓ 0.60 ↓ 0.42 ↑ 0.51 ↑ 0.39 ↓ 0.35 ↓ 0.59 ↓ 0.58 ↓ 0.51 ↓ 0.50 ↓ 0.66 ↓ 0.66 ↓

Table 3: Evaluation results of the ablation studies. We use ↑ and ↓ to indicate performance changes relative to
HYPOEVAL, where ↑ denotes an increase and ↓ a decrease, or = for no significant change.

Prompt robustness. As LLM-as-a-judge meth-471

ods often exhibit high prompt sensitivity (Zhou472

et al., 2024a; Sclar et al., 2024), we analyze the473

robustness of HYPOEVAL to variations in evalua-474

tion instructions and compare it with direct scoring475

with automatic chain-of-thought prompting. We476

use GPT-4o (OpenAI, 2023) to generate 10 varia-477

tions of the initial evaluation prompt in the main ex-478

periments for both HYPOEVAL and direct scoring.479

We then perform evaluation with GPT-4O-MINI480

on SummEval-CH and HANNA-EG to showcase481

prompt robustness for the two tasks (Fig. 2). HY-482

POEVAL shows significantly lower sensitivity to483

evaluation prompt variations on both settings and484

both meta-evaluation metrics, on average reducing485

the spread of Spearman correlation and Pearson486

correlation by 47.5% and 29.2%.487

Scaling human data. We also conduct a prelimi-488

nary investigation into the performance of HYPO-489

EVAL with increased numbers of human scores 490

on SummEval-CH and HANNA-EG. As shown in 491

Table 6, we observe a stable increase in correla- 492

tion numbers as we add more human scores for 493

hypothesis generation and selection. 494

5 Related Work 495

LLMs as evaluators. Our work follows the ex- 496

tensive research line on utilizing language models 497

to automatically evaluate natural language gener- 498

ations (Liu et al., 2023a; Fu et al., 2023; Chen 499

et al., 2023; Chiang and yi Lee, 2023; Li et al., 500

2025). LLM evaluators are usually cheaper than 501

human evaluations and have better alignment with 502

human judgments than lexical metrics. GPTScore 503

(Fu et al., 2023) utilizes generated pre-trained mod- 504

els and formulates automatic evaluation as a con- 505

ditional generation task. G-Eval (Liu et al., 2023a) 506

similarly uses pre-trained models but adopts a 507
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SummEval NewsRoom HANNA WritingPrompt-A

Models Methods CH FLU RE CH FLU RE CH/COH RE CH/COH RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

GPT-MINI
IND HYPOEVAL 0.58 0.58 0.40 0.45 0.54 0.58 0.64 0.69 0.67 0.69 0.60 0.78 0.55 0.68 0.49 0.62 0.64 0.60 0.70 0.68
OOD HYPOEVAL 0.59 0.61 0.42 0.44 0.53 0.56 0.63 0.68 0.70 0.73 0.60 0.77 0.56 0.68 0.54 0.65 0.64 0.59 0.68 0.66

LLAMA-70B IND HYPOEVAL 0.63 0.63 0.35 0.35 0.54 0.56 0.62 0.65 0.65 0.64 0.52 0.73 0.54 0.67 0.51 0.63 0.63 0.62 0.69 0.68
OOD HYPOEVAL 0.62 0.63 0.31 0.36 0.51 0.53 0.62 0.65 0.67 0.66 0.53 0.69 0.53 0.66 0.54 0.65 0.61 0.60 0.70 0.70

Table 4: Results for OOD generalizability study, where columns are the settings that HYPOEVAL evaluates on. IND
HYPOEVAL refers to hypothesis generation using in-distribution (IND) training data, while OOD HYPOEVAL refers
to using OOD data.
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Figure 2: Results of prompt robustness study comparing HYPOEVAL with direct scoring, where each dot in the
box plots refers to a specific prompt variation. HYPOEVAL shows significantly stronger robustness to evaluation
prompts on representative evaluation settings.

prompt-based scoring approach. Liu et al. (2024b);508

Li et al. (2024a,b) consider calibration methods to509

mitigate the inference bias when using LLMs to as-510

sign scores. Specifically, Liu et al. (2024b) utilizes511

an approach similar to ours by prompting LLMs512

to generate scoring criteria from Monte-Carlo sam-513

ples. However, their framework requires a much514

larger corpus of ground-truth samples (e.g. up to515

188 samples for summarization) and there is no516

publicly available code. Alternatively, a significant517

amount of research has focused on automatic eval-518

uation as a pairwise ranking problem (Qin et al.,519

2024b; Liusie et al., 2024). Liu et al. (2025b) de-520

velops an uncertainty-guided search method for521

ranking text generations, but is limited to an offline522

evaluation setting. Zhou et al. (2024a) introduces523

a prompt optimization framework that elicits both524

fairer preferences and better alignment with hu-525

mans. However, pairwise ranking evaluation can526

face problems in terms of scalability, online evalu-527

ation, and cost or efficiency issues.528

Checklist-based evaluation. Similar to our529

hypothesis-guided evaluation, where we aggregate530

scores from each decomposed dimension to acquire531

an overall score, there has also been previous re-532

search on aggregating evaluation results on atomic533

checklists for better correlation with human judg-534

ments. However, the checklist line of work mainly 535

focuses on binary checklists where the answer is 536

restricted to YES or NO. Tan et al. (2024); Que 537

et al. (2024); Zhou et al. (2023); Qin et al. (2024a) 538

use human-curated proxy questions, checklists, or 539

"verifiable instructions" to benchmark LLMs’ long- 540

form text generation or instruction-following ca- 541

pabilities. Cook et al. (2024) explores automatic 542

checklist generation by prompting with few-shot 543

templates and shows effectiveness in evaluating 544

instruction-following. Lee et al. (2024) and Pereira 545

et al. (2024) further utilize the binary checklist 546

method, but on average it does not yield better re- 547

sults than non-checklist methods like G-Eval. 548

6 Conclusion 549

We propose HYPOEVAL, a tuning-free and sample- 550

efficient automated evaluation framework for natu- 551

ral language generation that achieves state-of-the- 552

art performance in alignment with human evalua- 553

tion rankings and scores. The generated hypotheses 554

serve as decomposed dimensions of desiderate and 555

provide interpretable explanations of the automated 556

evaluation process. Through systematic studies, we 557

show the robustness of HYPOEVAL to OOD data, 558

prompt variations, and different evaluator models. 559
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7 Limitations560

To demonstrate the effectiveness of HYPOEVAL as561

an automated evaluation framework, we conducted562

experiments on four datasets of general natural lan-563

guage generation tasks with GPT-4O-MINI and564

LLAMA-3.3-70B-INSTRUCT. However, we did565

not further test our framework on more domain-566

specific natural language generation tasks, such567

as legal summarization or clinical note generation,568

which could be addressed in future work. Also,569

though our model selection covers both big and570

small LLM sizes, we were unable to run our main571

experiments on models like GPT-4.1 or Claude572

Sonnet 4 due to budget limits.573

Additionally, though we have already achieved574

satisfactory performance with HYPOEVAL using575

the same set of hyperparameters across both LLMs576

and the 4 datasets as stated in Appendix B, we did577

not conduct an exhaustive hyperparameter search,578

which could potentially further enhance the perfor-579

mance of our framework.580

Moreover, we drew on both relevant literature581

and human-provided scores to generate our hy-582

potheses. The primary focus of this work is to intro-583

duce the first hypothesis-guided automated evalua-584

tion framework, and our sampled human scores and585

selected literature served this purpose effectively.586

However, we did not conduct a comprehensive anal-587

ysis of how the quality of the human scores or the588

literature might impact the generated hypotheses.589

We believe that future work exploring these influ-590

ences could provide valuable insights for further591

improving the robustness of our framework.592
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Cann, Caiming Xiong, Richard Socher, and Dragomir 624
Radev. 2021. Summeval: Re-evaluating summariza- 625
tion evaluation. Preprint, arXiv:2007.12626. 626

Jiangnan Fang, Cheng-Tse Liu, Jieun Kim, Yash 627
Bhedaru, Ethan Liu, Nikhil Singh, Nedim Lipka, 628
Puneet Mathur, Nesreen K. Ahmed, Franck Der- 629
noncourt, Ryan A. Rossi, and Hanieh Deilamsalehy. 630
2024. Multi-llm text summarization. Preprint, 631
arXiv:2412.15487. 632

Jinlan Fu, See-Kiong Ng, Zhengbao Jiang, and Pengfei 633
Liu. 2023. Gptscore: Evaluate as you desire. 634
Preprint, arXiv:2302.04166. 635

Max Grusky, Mor Naaman, and Yoav Artzi. 2020. 636
Newsroom: A dataset of 1.3 million summaries 637
with diverse extractive strategies. Preprint, 638
arXiv:1804.11283. 639

Jiawei Gu, Xuhui Jiang, Zhichao Shi, Hexiang Tan, 640
Xuehao Zhai, Chengjin Xu, Wei Li, Yinghan Shen, 641
Shengjie Ma, Honghao Liu, Saizhuo Wang, Kun 642
Zhang, Yuanzhuo Wang, Wen Gao, Lionel Ni, 643
and Jian Guo. 2025. A survey on llm-as-a-judge. 644
Preprint, arXiv:2411.15594. 645

Kalpesh Krishna, Aurko Roy, and Mohit Iyyer. 2021. 646
Hurdles to progress in long-form question answering. 647
In Proceedings of the 2021 Conference of the North 648
American Chapter of the Association for Computa- 649
tional Linguistics: Human Language Technologies, 650
pages 4940–4957, Online. Association for Computa- 651
tional Linguistics. 652

Michael Krumdick, Charles Lovering, Varshini Reddy, 653
Seth Ebner, and Chris Tanner. 2025. No free labels: 654
Limitations of llm-as-a-judge without human ground- 655
ing. Preprint, arXiv:2503.05061. 656

Woosuk Kwon, Zhuohan Li, Siyuan Zhuang, Ying 657
Sheng, Lianmin Zheng, Cody Hao Yu, Joseph E. 658
Gonzalez, Hao Zhang, and Ion Stoica. 2023. Effi- 659
cient memory management for large language model 660
serving with pagedattention. In Proceedings of the 661
ACM SIGOPS 29th Symposium on Operating Systems 662
Principles. 663

9

https://arxiv.org/abs/2406.18403
https://arxiv.org/abs/2406.18403
https://arxiv.org/abs/2406.18403
https://arxiv.org/abs/2406.18403
https://arxiv.org/abs/2406.18403
https://arxiv.org/abs/2304.00723
https://arxiv.org/abs/2304.00723
https://arxiv.org/abs/2304.00723
https://arxiv.org/abs/2304.00723
https://arxiv.org/abs/2304.00723
https://arxiv.org/abs/2208.11646
https://arxiv.org/abs/2208.11646
https://arxiv.org/abs/2208.11646
https://arxiv.org/abs/2208.11646
https://arxiv.org/abs/2208.11646
https://arxiv.org/abs/2305.01937
https://arxiv.org/abs/2305.01937
https://arxiv.org/abs/2305.01937
https://arxiv.org/abs/2305.01937
https://arxiv.org/abs/2305.01937
https://arxiv.org/abs/2410.03608
https://arxiv.org/abs/2410.03608
https://arxiv.org/abs/2410.03608
https://arxiv.org/abs/2410.03608
https://arxiv.org/abs/2410.03608
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2007.12626
https://arxiv.org/abs/2007.12626
https://arxiv.org/abs/2007.12626
https://arxiv.org/abs/2412.15487
https://arxiv.org/abs/2302.04166
https://arxiv.org/abs/1804.11283
https://arxiv.org/abs/1804.11283
https://arxiv.org/abs/1804.11283
https://arxiv.org/abs/2411.15594
https://doi.org/10.18653/v1/2021.naacl-main.393
https://arxiv.org/abs/2503.05061
https://arxiv.org/abs/2503.05061
https://arxiv.org/abs/2503.05061
https://arxiv.org/abs/2503.05061
https://arxiv.org/abs/2503.05061


Yukyung Lee, Joonghoon Kim, Jaehee Kim, Hyowon664
Cho, and Pilsung Kang. 2024. Checkeval: Robust665
evaluation framework using large language model666
via checklist. Preprint, arXiv:2403.18771.667

Dawei Li, Bohan Jiang, Liangjie Huang, Alimohammad668
Beigi, Chengshuai Zhao, Zhen Tan, Amrita Bhat-669
tacharjee, Yuxuan Jiang, Canyu Chen, Tianhao Wu,670
Kai Shu, Lu Cheng, and Huan Liu. 2025. From gen-671
eration to judgment: Opportunities and challenges of672
llm-as-a-judge. Preprint, arXiv:2411.16594.673

Haitao Li, Junjie Chen, Qingyao Ai, Zhumin Chu, Yu-674
jia Zhou, Qian Dong, and Yiqun Liu. 2024a. Cali-675
braeval: Calibrating prediction distribution to mit-676
igate selection bias in llms-as-judges. Preprint,677
arXiv:2410.15393.678

Zongjie Li, Chaozheng Wang, Pingchuan Ma, Daoyuan679
Wu, Shuai Wang, Cuiyun Gao, and Yang Liu. 2024b.680
Split and merge: Aligning position biases in llm-681
based evaluators. Preprint, arXiv:2310.01432.682

Chin-Yew Lin. 2004. Rouge: A package for automatic683
evaluation of summaries. In Text summarization684
branches out, pages 74–81.685

Haokun Liu, Yangqiaoyu Zhou, Mingxuan Li, Chenfei686
Yuan, and Chenhao Tan. 2025a. Literature meets687
data: A synergistic approach to hypothesis genera-688
tion. Preprint, arXiv:2410.17309.689

Minqian Liu, Ying Shen, Zhiyang Xu, Yixin Cao, Eu-690
nah Cho, Vaibhav Kumar, Reza Ghanadan, and Lifu691
Huang. 2024a. X-eval: Generalizable multi-aspect692
text evaluation via augmented instruction tuning with693
auxiliary evaluation aspects. In Proceedings of the694
2024 Conference of the North American Chapter of695
the Association for Computational Linguistics: Hu-696
man Language Technologies (Volume 1: Long Pa-697
pers), pages 8560–8579, Mexico City, Mexico. Asso-698
ciation for Computational Linguistics.699

Yang Liu and Yiling Chen. 2016. A bandit framework700
for strategic regression. In Advances in Neural In-701
formation Processing Systems, volume 29. Curran702
Associates, Inc.703

Yang Liu, Dan Iter, Yichong Xu, Shuohang Wang,704
Ruochen Xu, and Chenguang Zhu. 2023a. G-eval:705
Nlg evaluation using gpt-4 with better human align-706
ment. Preprint, arXiv:2303.16634.707

Yinhong Liu, Han Zhou, Zhijiang Guo, Ehsan Shareghi,708
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A Prompts822

We include some example prompts for both the823

hypothesis generation and the hypothesis-guided824

evaluation stages of HYPOEVAL.825

A.1 Summarization826

827
Instruction Prompt828
You are a helpful assistant for predicting what score on829
<aspect>, between 1 to 5 (the higher the better), will a830
summary of a passage receive when judged by human experts.831
Given a set of summaries and their source texts, we want to832
generate hypotheses that are useful for predicting what833

score on <aspect>, between 1 to 5 (the higher the better),834
will a summary of a passage receive when judged by human835
experts.836
The definition of <aspect> is given by: <definition>837

838
Using the given examples and relevant literatures, please839
propose <num_hypotheses> possible hypotheses.840
These hypotheses should identify specific patterns that841
occur across the provided summaries.842

843
Each hypothesis should be about a specific trait or844
dimension that human experts considers when giving score on845
<aspect>.846

Each hypothesis should clearly state that based on the847
trait or dimension, what kind of summary would be given a848
score of one, what kind of summary a score of two, what849
kind of summary a score of three, what kind of summary a850
score of four, and what kind of summary a score of five.851

852
Generate them in the format of hypothesis1. [hypothesis],853
hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>.854
[hypothesis].855

The hypotheses should analyze what are the traits of the856
summaries human experts considers when giving a score of857
one, two, three, four, or five.858
Remember! when generating hypotheses, always put "859
hypothesis1.", "hypothesis2.", etc. as your index, do not860
just generate "1.", "2.", etc.861

862
User Prompt863
We have seen some summaries and their source texts,864
together with their scores on <aspect> given by human865
experts:866
<observations>867
Please generate hypotheses that are useful for predicting868
what score on <aspect>, between 1 to 5 (the higher the869
better), will a summary of a passage receive when judged by870
human experts.871

The definition of <aspect> is given by: <definition>872
Propose <num_hypotheses> possible hypotheses. Generate them873
in the format of hypothesis1. [hypothesis], hypothesis2. [874

hypothesis], ... hypothesis <num_hypotheses>. [hypothesis].875
Remember! when generating hypotheses, always put "876
hypothesis1.", "hypothesis2.", etc. as your index, do not877
just generate "1.", "2.", etc.878
Proposed hypotheses:879880

Example 1: Hypothesis Generation.

881
Instruction Prompt882
You are a helpful assistant for predicting what score on883
<aspect>, between 1 to 5 (the higher the better), will a884
summary of a passage receive when judged by human experts.885
Given a set of summaries and their source texts, we want to886
generate hypotheses that are useful for predicting what887

score on <aspect>, between 1 to 5 (the higher the better),888
will a summary of a passage receive when judged by human889
experts.890
The definition of <aspect> is given by: <definition>891

892
Using the given examples, refine the hypotheses provided.893
The desired hypotheses should identify specific patterns894
that occur across the provided summaries.895

896
Each hypothesis should be about a specific trait or897
dimension that human experts considers when giving score on898
<aspect>.899

Each hypothesis should clearly state that based on the 900
trait or dimension, what kind of summary would be given a 901
score of one, what kind of summary a score of two, what 902
kind of summary a score of three, what kind of summary a 903
score of four, and what kind of summary a score of five. 904

905
Generate them in the format of hypothesis1. [hypothesis], 906
hypothesis2. [hypothesis], ... <num_hypotheses>. [ 907
hypothesis]. 908
The hypotheses should analyze what are the traits of the 909
summaries human experts considers when giving a score of 910
one, two, three, four, or five. 911
Remember! when generating hypotheses, always put " 912
hypothesis1.", "hypothesis2.", etc. as your index, do not 913
just generate "1.", "2.", etc. 914
User Prompt 915
We have seen some summaries and their source texts, 916
together with their scores on <aspect> given by human 917
experts: 918
<observations> 919
We have some hypotheses need to be refined: 920
<hypotheses> 921
Please refine these hypotheses to make them more specific 922
and useful for predicting what score on <aspect>, between 1 923
to 5 (the higher the better), will a summary of a passage 924

receive when judged by human experts. 925
When refining the hypotheses, feel free to change the key 926
information or topic of a hypothesis based on the provided 927
prevailing patterns in data if you think it is necessary. 928
Generate the refined hypotheses in the format of 929
hypothesis1. [hypothesis], hypothesis2. [hypothesis], ... 930
hypothesis <num_hypotheses>. [hypothesis]. 931
The refined hypotheses should analyze what are the traits 932
of the summaries human experts considers when giving a 933
score of one, two, three, four, or five. 934
Remember! when generating the refined hypotheses, always 935
put "hypothesis1.", "hypothesis2.", etc. as your index, do 936
not just generate "1.", "2.", etc. 937
Refined hypotheses: 938939

Example 2: Hypothesis Refine with Data.

940
Instruction Prompt 941
You are a helpful assistant for predicting what score on 942
<aspect>, between 1 to 5 (the higher the better), will a 943
summary of a passage receive when judged by human experts. 944
Given a set of summaries and their source texts, we want to 945
generate hypotheses that are useful for predicting what 946

score on <aspect>, between 1 to 5 (the higher the better), 947
will a summary of a passage receive when judged by human 948
experts. 949
The definition of <aspect> is given by: <definition> 950

951
Using the given relevant literatures, refine the hypotheses 952
provided. 953

The desired hypotheses should identify specific patterns 954
that occur across the provided summaries. 955

956
Each hypothesis should be about a specific trait or 957
dimension that human experts considers when giving score on 958
<aspect>. 959

Each hypothesis should clearly state that based on the 960
trait or dimension, what kind of summary would be given a 961
score of one, what kind of summary a score of two, what 962
kind of summary a score of three, what kind of summary a 963
score of four, and what kind of summary a score of five. 964

965
Generate them in the format of hypothesis1. [hypothesis], 966
hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>. 967
[hypothesis]. 968

The hypotheses should analyze what are the traits of the 969
summaries human experts considers when giving a score of 970
one, two, three, four, or five. 971
Remember! when generating hypotheses, always put " 972
hypothesis1.", "hypothesis2.", etc. as your index, do not 973
just generate "1.", "2.", etc. 974
User Prompt 975
We have some key findings from a series of research papers 976
that might be useful for generating hypotheses: 977
<relevant_papers> 978
We have some hypotheses need to be refined: 979
<hypotheses> 980
Please refine these hypotheses to make them more specific 981
and useful for predicting what score on <aspect>, between 1 982
to 5 (the higher the better), will a summary of a passage 983

receive when judged by human experts. 984
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When refining the hypotheses, feel free to change the key985
information or topic of a hypothesis based on the provided986
prevailing patterns in data if you think it is necessary.987
Generate the refined hypotheses in the format of988
hypothesis1. [hypothesis], hypothesis2. [hypothesis], ...989
hypothesis <num_hypotheses>. [hypothesis].990
The refined hypotheses should analyze what are the traits991
of the summaries human experts considers when giving a992
score of one, two, three, four, or five.993
Remember! when generating the refined hypotheses, always994
put "hypothesis1.", "hypothesis2.", etc. as your index, do995
not just generate "1.", "2.", etc.996
Refined hypotheses:997998

Example 3: Hypothesis Refine with Literature.

999
Instruction Prompt1000
You are a helpful assistant for predicting what score on1001
<aspect>, between 1 to 5 (the higher the better), will a1002
summary of a passage receive when judged by human experts.1003

1004
From past experiences, you learned two hypotheses that are1005
useful for predicting what score on <aspect>, between 1 to1006
5 (the higher the better), will a summary of a passage1007
receive when judged by human experts.1008

1009
You need to determine if the two hypotheses are so similar1010
to the level of "repeating hypotheses".1011
Finally, answer "yes" if the two hypotheses are repetitive1012
and "no" if they are not.1013
Keep your answer short.1014

1015
Give your final answer in the format of "Final answer: [1016
answer]".1017

1018
User Prompt1019
We have two hypotheses that need you to determine if they1020
are repetitive:1021

1022
<hypotheses>1023
Are these two hypotheses so similar to the level that they1024
are repetitive? If the both of them can provide1025
significantly more information than only one of them could,1026
and the information is important and useful for predicting1027
what score on <aspect>, between 1 to 5 (the higher the1028

better), will a summary of a passage receive when judged by1029
human experts, they should not be considered repetitive.1030

1031
Note that adding specific examples does not count as "1032
provide significantly more information".1033

1034
Give a short explanation of your decision.1035
Then give your final answer in the format of "Final answer:1036
[answer]".1037

Your answer:10381039

Example 4: Check Hypothesis Repetition

1040
Instruction Prompt1041
You are a helpful assistant in answering questions about a1042
summary of a story.1043
You will be given the story, the summary, and a pattern1044
that talks about a specific trait to evaluate the <aspect>1045
of the summary.1046
You should be generous and not too strict when evaluating.1047
The definition of <aspect> is given by: <definition>.1048
Story: [story]1049
Summary: [summary]1050
Pattern: [hypothesis]1051
The pattern talks about a specific trait that is related to1052
the summary's score on <aspect>.1053

You need to evaluate the summary based on the trait and the1054
rubric that the pattern talks about.1055

You should give a score (ranging from 1 to 5) on that trait1056
according to the rubric.1057

Give your final evaluation score in the format of {Final1058
score: [your score]}.1059

1060
User Prompt1061
Given story, summary, and pattern:1062
Story: <story>1063
Summary: <summary>1064
Pattern: <hypothesis>1065
The pattern talks about a specific trait that is related to1066
the summary's score on <aspect>.1067

The definition of <aspect> is given by: <definition> 1068
You need to evaluate the summary based on the trait and the 1069
rubric that the pattern talks about. 1070

You should give a score (ranging from 1 to 5) on that trait 1071
according to the rubric. 1072

Follow the steps and provide reasoning when giving your 1073
score. 1074
Step 1: What is the trait that the pattern talks about? 1075
Step 2: Based on the trait and the rubric provided in the 1076
pattern, how is the summary on the trait? 1077
Step 3 (final answer): Based on the rubric and your 1078
evaluations in step 2, what should be the score of the 1079
summary on the trait? 1080
You should be generous and not too strict when evaluating. 1081
Give your final evaluation score in the format of {Final 1082
score: [your score]}. 1083
Answer: 10841085

Example 5: Hypothesis-Guided Evaluation

A.2 Story Generation 1086

1087
Instruction Prompt 1088
You are a helpful assistant for predicting what score on 1089
<aspect>, between 1 to 5 (the higher the better), will a 1090
written story of a given prompt receive when judged by 1091
human experts. 1092
Given a set of stories and their prompts, we want to 1093
generate hypotheses that are useful for predicting what 1094
score on <aspect>, between 1 to 5 (the higher the better), 1095
will a written story of a given prompt receive when judged 1096
by human experts. 1097
The definition of <aspect> is given by: <definition> 1098

1099
Using the given examples and relevant literatures, please 1100
propose <num_hypotheses> possible hypotheses. 1101
These hypotheses should identify specific patterns that 1102
occur across the provided stories. 1103

1104
Each hypothesis should be about a specific trait or 1105
dimension that human experts considers when giving score on 1106
<aspect>. 1107

Each hypothesis should clearly state that based on the 1108
trait or dimension, what kind of story would be given a 1109
score of one, what kind of story a score of two, what kind 1110
of story a score of three, what kind of story a score of 1111
four, and what kind of story a score of five. 1112

1113
Generate them in the format of hypothesis1. [hypothesis], 1114
hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>. 1115
[hypothesis]. 1116

The hypotheses should analyze what are the traits of the 1117
stories human experts considers when giving a score of one, 1118
two, three, four, or five. 1119

Remember! when generating hypotheses, always put " 1120
hypothesis1.", "hypothesis2.", etc. as your index, do not 1121
just generate "1.", "2.", etc. 1122
User Prompt 1123
We have some key findings from a series of research papers 1124
that might be useful for generating hypotheses: 1125
<relevant_papers> 1126
We have seen some stories and their prompts, together with 1127
their scores on <aspect> given by human experts: 1128
<observations> 1129
Please generate hypotheses that are useful for predicting 1130
what score on <aspect>, between 1 to 5 (the higher the 1131
better), will a written story of a given prompt receive 1132
when judged by human experts. 1133
The definition of <aspect> is given by: <definition> 1134
Propose <num_hypotheses> possible hypotheses. Generate them 1135
in the format of hypothesis1. [hypothesis], hypothesis2. [ 1136

hypothesis], ... hypothesis <num_hypotheses>. [hypothesis]. 1137
Remember! when generating hypotheses, always put " 1138
hypothesis1.", "hypothesis2.", etc. as your index, do not 1139
just generate "1.", "2.", etc. 1140
Proposed hypotheses: 11411142

Example 6: Hypothesis Generation.

1143
Instruction Prompt 1144
You are a helpful assistant for predicting what score on 1145
<aspect>, between 1 to 5 (the higher the better), will a 1146
written story of a given prompt receive when judged by 1147
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human experts.1148
Given a set of stories and their prompts, we want to1149
generate hypotheses that are useful for predicting what1150
score on <aspect>, between 1 to 5 (the higher the better),1151
will a written story of a given prompt receive when judged1152
by human experts.1153
The definition of <aspect> is given by: <definition>1154

1155
Using the given examples, refine the hypotheses provided.1156
The desired hypotheses should identify specific patterns1157
that occur across the provided stories.1158

1159
Each hypothesis should be about a specific trait or1160
dimension that human experts considers when giving score on1161
<aspect>.1162

Each hypothesis should clearly state that based on the1163
trait or dimension, what kind of story would be given a1164
score of one, what kind of story a score of two, what kind1165
of story a score of three, what kind of story a score of1166
four, and what kind of story a score of five.1167

1168
Generate them in the format of hypothesis1. [hypothesis],1169
hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>.1170
[hypothesis].1171

The hypotheses should analyze what are the traits of the1172
stories human experts considers when giving a score of one,1173
two, three, four, or five.1174

Remember! when generating hypotheses, always put "1175
hypothesis1.", "hypothesis2.", etc. as your index, do not1176
just generate "1.", "2.", etc.1177
User Prompt1178
We have seen some stories and their prompts, together with1179
their scores on <aspect> given by human experts:1180
<observations>1181
We have some hypotheses need to be refined:1182
<hypotheses>1183
Please refine these hypotheses to make them more specific1184
and useful for predicting what score on <aspect>, between 11185
to 5 (the higher the better), will a written story of a1186

given prompt receive when judged by human experts.1187
When refining the hypotheses, feel free to change the key1188
information or topic of a hypothesis based on the provided1189
prevailing patterns in data if you think it is necessary.1190
Generate the refined hypotheses in the format of1191
hypothesis1. [hypothesis], hypothesis2. [hypothesis], ...1192
hypothesis <num_hypotheses>. [hypothesis].1193
The refined hypotheses should analyze what are the traits1194
of the stories human experts considers when giving a score1195
of one, two, three, four, or five.1196
Remember! when generating the refined hypotheses, always1197
put "hypothesis1.", "hypothesis2.", etc. as your index, do1198
not just generate "1.", "2.", etc.1199
Refined hypotheses:12001201

Example 7: Hypothesis Refine with Data.

1202
Instruction Prompt1203
You are a helpful assistant for predicting what score on1204
<aspect>, between 1 to 5 (the higher the better), will a1205
written story of a given prompt receive when judged by1206
human experts.1207
Given a set of stories and their prompts, we want to1208
generate hypotheses that are useful for predicting what1209
score on <aspect>, between 1 to 5 (the higher the better),1210
will a written story of a given prompt receive when judged1211
by human experts.1212
The definition of <aspect> is given by: <definition>1213

1214
Using the given relevant literatures, refine the hypotheses1215
provided.1216

The desired hypotheses should identify specific patterns1217
that occur across the provided stories.1218

1219
Each hypothesis should be about a specific trait or1220
dimension that human experts considers when giving score on1221
<aspect>.1222

Each hypothesis should clearly state that based on the1223
trait or dimension, what kind of story would be given a1224
score of one, what kind of story a score of two, what kind1225
of story a score of three, what kind of story a score of1226
four, and what kind of story a score of five.1227

1228
Generate them in the format of hypothesis1. [hypothesis],1229
hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>.1230
[hypothesis].1231

The hypotheses should analyze what are the traits of the1232

stories human experts considers when giving a score of one, 1233
two, three, four, or five. 1234

Remember! when generating hypotheses, always put " 1235
hypothesis1.", "hypothesis2.", etc. as your index, do not 1236
just generate "1.", "2.", etc. 1237
User Prompt 1238
We have some key findings from a series of research papers 1239
that might be useful for generating hypotheses: 1240
<relevant_papers> 1241
We have some hypotheses need to be refined: 1242
<hypotheses> 1243
Please refine these hypotheses to make them more specific 1244

and useful for predicting what score on <aspect>, between 1245
1 to 5 (the higher the better), will a written story of a 1246
given prompt receive when judged by human experts. 1247
When refining the hypotheses, feel free to change the key 1248

information or topic of a hypothesis based on the provided 1249
prevailing patterns in data if you think it is necessary. 1250
Generate the refined hypotheses in the format of 1251

hypothesis1. [hypothesis], hypothesis2. [hypothesis], ... 1252
hypothesis <num_hypotheses>. [hypothesis]. 1253
The refined hypotheses should analyze what are the traits 1254

of the stories human experts considers when giving a score 1255
of one, two, three, four, or five. 1256
Remember! when generating the refined hypotheses, always 1257

put "hypothesis1.", "hypothesis2.", etc. as your index, do 1258
not just generate "1.", "2.", etc. 1259
Refined hypotheses: 12601261

Example 8: Hypothesis Refine with Literature.

1262
Instruction Prompt 1263
You are a helpful assistant for predicting what score on 1264
<aspect>, between 1 to 5 (the higher the better), will a 1265
written story of a given prompt receive when judged by 1266
human experts. 1267
From past experiences, you learned two hypotheses that are 1268
useful for predicting what score on <aspect>, between 1 to 1269
5 (the higher the better), will a written story of a given 1270
prompt receive when judged by human experts. 1271
You need to determine if the two hypotheses are so similar 1272
to the level of "repeating hypotheses". 1273
Finally, answer "yes" if the two hypotheses are repetitive 1274
and "no" if they are not. 1275
Keep your answer short. 1276
Give your final answer in the format of "Final answer: [ 1277
answer]". 1278

1279
User Prompt 1280
We have two hypotheses that need you to determine if they 1281
are repetitive: 1282
<hypotheses> 1283
Are these two hypotheses so similar to the level that they 1284
are repetitive? If the both of them can provide 1285
significantly more information than only one of them could, 1286
and the information is important and useful for predicting 1287
what score on <aspect>, between 1 to 5 (the higher the 1288

better), will a written story of a given prompt receive 1289
when judged by human experts, they should not be considered 1290
repetitive. 1291

Note that adding specific examples does not count as " 1292
provide significantly more information". 1293
Give a short explanation of your decision. 1294
Then give your final answer in the format of "Final answer: 1295
[answer]". 1296

Your answer: 12971298

Example 9: Check Hypothesis Repetition (for removing
redundant hypotheses, we use this prompt for each pair
of hypotheses)

1299
Instruction Prompt 1300
You are a helpful assistant in answering questions about a 1301
written story of a given prompt. 1302
You will be given the prompt, the written story, and a 1303
pattern that talks about a specific trait to evaluate the 1304
<aspect> of the story. 1305
You should be generous and not too strict when evaluating. 1306
The definition of <aspect> is given by: <definition>. 1307
Prompt: [prompt] 1308
Story: [story] 1309
Pattern: [hypothesis] 1310

1311
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The pattern talks about a specific trait that is related to1312
the story's score on <aspect>.1313

You need to evaluate the story based on the trait and the1314
rubric that the pattern talks about.1315
You should give a score (ranging from 1 to 5) on that trait1316
according to the rubric.1317

Give your final evaluation score in the format of {Final1318
score: [your score]}.1319

1320
User Prompt1321
Given prompt, story, and pattern:1322
Prompt: <prompt>1323
Story: <story>1324
Pattern: <hypothesis>1325
Note: the story may have been abruptly cut in the middle of1326
a sentence. Please rate it as if they ended just before1327

the unfinished sentence.1328
The pattern talks about a specific trait that is related to1329
the story's score on <aspect>.1330

The definition of <aspect> is given by: <definition>1331
1332

You need to evaluate the story based on the trait and the1333
rubric that the pattern talks about.1334
You should give a score (ranging from 1 to 5) on that trait1335
according to the rubric.1336

1337
Follow the steps and provide reasoning when giving your1338
score.1339
Step 1: What is the trait that the pattern talks about?1340
Step 2: Based on the trait and the rubric provided in the1341
pattern, how is the story on the trait?1342
Step 3 (final answer): Based on the rubric and your1343
evaluations in step 2, what should be the score of the1344
story on the trait?1345
You should be generous and not too strict when evaluating.1346
Give your final evaluation score in the format of {Final1347
score: [your score]}.1348
Answer:13491350

Example 10: Hypothesis-Guided Evaluation

B Implementation Details1351

B.1 Implementation Details of HYPOEVAL1352

and Experiments1353

To collect relevant literature information L, we1354

first prompt Grok 3 with DeepSearch (xAI, 2025)1355

to search for relevant academic papers on the two1356

evaluation tasks (summarization and story gener-1357

ation) and retrieve 15 and 10 papers, respectively.1358

Then, we use S2ORC-doc2json (Lo et al., 2020)1359

to convert the raw PDF files to a set of JSON files1360

that contain the abstracts and main texts of the pa-1361

pers. Subsequently, the hypothesis generator model1362

MG is prompted to generate a summary for each1363

JSON file. The summaries are then concatenated1364

to get the relevant literature information L that is1365

later used for hypothesis generation with data and1366

literature.1367

Then in the hypothesis generation stage, we set1368

the size of Sinit to 5, |Hinit| = 5, k = 10, θ = 0.5,1369

α = 0.5, wmax = 10, Nrefine = 6, and Hmax = 20.1370

For the hyperparameters a, b of the reward, we let1371

a = 1, b = 1
16 to ensure that the exploitation term1372

is bounded in [0, 1].1373

For hypothesis-guided evaluation, we let Hev =1374

5. Following the implementation of PairS (Liu1375

et al., 2025b), we set Spearman or Pearson corre-1376

lation to 1 if the human annotation scores for all 1377

candidate responses of a source text or prompt are 1378

the same. 1379

For all experiments and additional studies, ex- 1380

cluding the prompt robustness study, we run all 1381

methods on all settings with 3 seeds: 42, 2, 114514. 1382

B.2 Implementation Details of Baselines 1383

For reference-based baselines, we implement 1384

ROUGE-L-F1, BERTScore-recall with default 1385

model choice for English language, UniEval, 1386

and the bart-score-cnn-src-hypo version of 1387

BARTScore. 1388

For fine-tuning LLAMA-3.1-8B-INSTRUCT, for 1389

FT-A, we use the same training set Str as HYPOE- 1390

VAL; for FT-B, we further sample 170 data points 1391

for SummEval, NewsRoom, and HANNA or 70 1392

data points for WritingPrompt-A from the remain- 1393

ing data points, excluding the test sets. We fine- 1394

tune the model for 20 epochs. 1395

For direct scoring and G-Eval, following the 1396

setup of the original G-Eval paper (Liu et al., 1397

2023a), we first let the evaluator model ME gener- 1398

ate chain-of-thought steps for evaluation, and then 1399

let ME give evaluation scores of given texts. To 1400

acquire the probabilities for G-Eval, we directly 1401

retrieve token probabilities for LLAMA-3.3-70B- 1402

INSTRUCT, and sample 20 times with temperature 1403

set to 1 for GPT-4O-MINI. 1404

For direct scoring with few-shot demonstrations, 1405

we set the number of demonstrations k = 3, and 1406

randomly sample annotated data points from Str. 1407

For PairS-beam, we use the same hyperpa- 1408

rameter setting across all settings, where we set 1409

beam_size = 1 and prob_gap = 0.1. 1410

B.3 Licensing Details 1411

For the datasets we use in this study, SummEval 1412

and HANNA are under MIT License. NewsRoom 1413

is licensed under the Dataset Usage Agreement 1414

with the Cornell Newsroom Summaries Team that 1415

allows for non-commercial research and educa- 1416

tional purposes. The human evaluation scores we 1417

used for WritingPrompt are under the Apache Li- 1418

cense 2.0. 1419

For the LLMs, GPT-4O-MINI is a proprietary 1420

and not released under any open-source license, 1421

while LLAMA-3.3-70B-INSTRUCT is released un- 1422

der the Llama 3.3 Community License Agreement. 1423

Throughout our study, we find that we are in 1424

compliance with the licensing agreements of all the 1425

datasets and LLMs used in this work. 1426
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SummEval NewsRoom

MG ME CH CON FLU RE CH INF FLU RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

GPT-MINI
GPT-MINI 0.58 0.58 0.51 0.63 0.40 0.45 0.54 0.58 0.64 0.69 0.62 0.75 0.67 0.69 0.60 0.78
LLAMA-70B 0.63 0.66 0.50 0.60 0.38 0.44 0.56 0.59 0.59 0.66 0.59 0.75 0.68 0.69 0.54 0.74

LLAMA-70B
LLAMA-70B 0.63 0.63 0.49 0.62 0.35 0.35 0.54 0.56 0.62 0.65 0.65 0.74 0.65 0.64 0.52 0.73
GPT-MINI 0.56 0.55 0.50 0.61 0.40 0.41 0.52 0.56 0.65 0.70 0.60 0.71 0.66 0.68 0.58 0.75

HANNA WritingPrompt-A

MG ME CH CX EM EG RE SU GRA COH LIK RE

ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ r

GPT-MINI
GPT-MINI 0.55 0.68 0.55 0.61 0.50 0.57 0.54 0.63 0.49 0.62 0.38 0.45 0.54 0.53 0.64 0.60 0.53 0.52 0.70 0.68
LLAMA-70B 0.48 0.65 0.54 0.65 0.50 0.57 0.53 0.61 0.53 0.65 0.41 0.49 0.42 0.39 0.60 0.58 0.56 0.54 0.65 0.65

LLAMA-70B
LLAMA-70B 0.54 0.67 0.56 0.66 0.47 0.54 0.52 0.60 0.51 0.63 0.40 0.50 0.44 0.41 0.63 0.62 0.53 0.51 0.69 0.69
GPT-MINI 0.56 0.69 0.54 0.61 0.49 0.57 0.54 0.62 0.49 0.60 0.40 0.49 0.51 0.50 0.62 0.59 0.54 0.53 0.71 0.71

Table 5: Results for cross-model study, where the hypotheses generated by one model are used for evaluation with
different evaluator models.

B.4 Estimated Cost1427

The cost of the hypothesis generation stage of our1428

framework with GPT-4O-MINI is around $0.1 for1429

one dataset-aspect configuration. For LLAMA-1430

3.3-70B-INSTRUCT, we run all experiments on1431

4 NVIDIA A100s with vLLM (Kwon et al., 2023)1432

as the backend. The hypothesis generation stage1433

takes less than 30 minutes.1434

For the hypothesis-guided evaluation stage, the1435

cost of running our pipeline is dependent on1436

the number of evaluated texts together with their1437

length.1438

C Example Hypotheses1439

We include full versions of more examples of1440

generated hypotheses for SummEval - coherence,1441

HANNA - engagement, and NewsRoom - relevance1442

in Table 8, Table 9, and Table 10.1443

D Additional Illustrations1444

To further show the exceptions discussed in Sec-1445

tion 4, we include the histograms of human anno-1446

tation score distribution for the consistency and1447

fluency aspects of SummEval in Fig. 3.1448
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Dataset - Aspect |Str| = 30 |Str| = 60 |Str| = 100

ρ r ρ r ρ r

SummEval - CH 0.58 0.58 0.60 0.61 0.61 0.62
HANNA - EG 0.54 0.63 0.57 0.65 0.58 0.66

Table 6: Evaluation results with increased number of human evaluation scores used for hypothesis generation. We
show that HYPOEVAL’s correlations with human scores steadily increase as we scale the number of human scores
used.

Dataset - Aspect HYPOEVAL Literature-only

ρ r ρ r

SummEval - CH 0.58 0.58 0.54 0.56
NewsRoom - RE 0.60 0.78 0.56 0.74
HANNA - CH 0.55 0.67 0.53 0.64
HANNA - EM 0.50 0.57 0.48 0.53
WritingPrompt - GRA 0.54 0.53 0.54 0.52

Table 7: Evaluation results of the additional ablation study using hypotheses generated solely from literature. We
observe performance drops compared to HYPOEVAL across all 5 tested dataset-aspect configurations.

Example Hypotheses on SummEval - Coherence

• The overall structure and organization of the summary play a vital role in determining coherence scores. Summaries that are
logically organized, with a clear introduction, body, and conclusion, will score higher (4 or 5), while those that lack a coherent
structure or appear haphazardly arranged will score lower (1 or 2). A well-structured summary that guides the reader through the
main points will likely receive a score of 5, while a disorganized summary will score a 1.
• Summaries that maintain a consistent tone and style throughout will be rated higher for coherence (4 or 5), as this consistency
aids in reader comprehension. In contrast, summaries that shift in tone or style abruptly, creating confusion or distraction for the
reader, will be rated lower (1 or 2), reflecting a lack of coherence and engagement.
• Summaries that are exceptionally coherent, well-structured, and articulate, effectively conveying the main ideas and integrating
them in a way that enhances understanding, will receive a score of five.
• Summaries that are poorly structured, lack logical flow, and fail to connect ideas will receive a score of one, as they may be
disjointed and confusing, making it difficult for readers to follow the main ideas.
• The thematic consistency of a summary is essential for achieving higher coherence scores. A summary that introduces multiple
unrelated themes or topics, resulting in confusion and lack of focus, would likely receive a score of one. A summary that partially
maintains a central theme but includes several irrelevant details or tangents that distract from the main point may receive a score
of two. A summary that presents a clear main theme but lacks depth or thorough development of supporting ideas, leading to a
somewhat superficial understanding, might score a three. A summary that effectively ties together related ideas around a central
theme, providing a coherent narrative with some depth and relevant context, would receive a score of four. Finally, a summary
that maintains a singular, well-developed theme throughout, seamlessly integrating all points and enhancing the overall message
with rich context and insights, would receive a score of five.

Table 8: Full version of additional example hypotheses generated by GPT-4O-MINI for the coherence aspect of
SummEval.
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Example Hypotheses on HANNA - Engagement

• The originality and creativity of the story’s premise and execution are crucial for engagement. A score of 1 is given to stories
that are entirely derivative, relying on predictable plots without any unique elements. A score of 2 may indicate a story that
includes a few original ideas but is largely uninspired and fails to captivate the reader. A score of 3 suggests a moderately creative
premise that engages the reader but lacks depth or surprising twists. A score of 4 reflects a highly original story that captivates
the audience with innovative concepts and engaging execution, while a score of 5 is reserved for stories that present unique,
unexpected twists and thought-provoking insights that challenge the reader’s expectations and provoke deeper reflection.
• The clarity and coherence of the narrative structure will significantly affect engagement scores. A score of 1 will be assigned
to stories that are chaotic and incoherent, making them nearly impossible to follow; a score of 2 for stories that have a basic
structure but are confusing or lack logical flow, resulting in a disjointed reading experience; a score of 3 for stories with a clear
but simplistic structure that conveys the plot adequately but lacks depth; a score of 4 for stories that are well-structured, logically
flowing, and maintain reader interest through effective transitions and a clear narrative arc; and a score of 5 for stories that exhibit
a sophisticated and intricate structure that enhances the narrative, captivates the reader, and seamlessly integrates various plot
elements, creating a compelling reading experience.
• Stories that are overly simplistic and fail to follow the prompt effectively will receive a score of 1, while those that showcase
original ideas and a compelling narrative voice will receive a score of 5.
• Emotional resonance and the ability to evoke feelings in the reader are key factors in engagement scoring. Stories that fail to
connect emotionally with the audience will likely receive a score of 1 or 2, while those that successfully elicit strong emotional
reactions, such as joy, sadness, or suspense, will score higher (4 or 5) due to their impactful storytelling.
• The richness of character development is a key factor in determining engagement. A score of 1 is assigned to stories featuring
flat, one-dimensional characters that fail to evoke any emotional connection or interest. A score of 2 may indicate characters
that are somewhat developed but lack complexity and relatability, making it hard for readers to connect. A score of 3 suggests
characters that are relatable but not fully fleshed out, leading to moderate engagement. A score of 4 reflects well-developed
characters that enhance the overall engagement of the story, showcasing growth, complexity, and emotional depth. Conversely,
stories with multi-dimensional, relatable characters that undergo meaningful development, face internal and external challenges,
and elicit empathy from the reader will score a 5.

Table 9: Full version of additional example hypotheses generated by GPT-4O-MINI for the engagement aspect of
HANNA.

Example Hypotheses on NewsRoom - Relevance

• A summary will receive a score of 1 if it contains information that directly contradicts the source text, a score of 2 if it contains
some information not present in the source text, a score of 3 if it contains a mix of information present and not present in the
source text, a score of 4 if it contains most information present in the source text, but lacks nuance or depth, and a score of 5 if it
only contains information present in the source text, has excellent coherence, clarity, and demonstrates a high level of depth and
insight, with effective use of transitional phrases and sentences to connect ideas, and the summary is accurate and reliable.
• A summary will receive a score of 1 if it is completely unrelated to the source text, a score of 2 if it is partially related but
contains significant inaccuracies, a score of 3 if it is partially related and contains some accurate information, but also some
inaccuracies, a score of 4 if it is mostly related and contains mostly accurate information, and has good coherence and clarity, but
misses some key points or lacks depth, and a score of 5 if it is entirely related to the source text, contains all accurate and key
information, and demonstrates a high level of coherence, clarity, and depth, with clear and concise language, and effective use of
rhetorical devices to engage the reader and convey complex ideas, and the summary is comprehensive and well-written.
• A summary will receive a score of 1 if it introduces a significant amount of new information not present in the source text, such
as external knowledge or opinions, that alters the meaning or tone of the original text, a score of 2 if it introduces some new
information but also includes some relevant details from the source text, a score of 3 if it includes a mix of relevant and irrelevant
details with some inconsistencies, such as including information from other sources, a score of 4 if it includes mostly relevant
details with minor errors or omissions, and a score of 5 if it only includes details that are present in the source text and are
relevant to the main points, without any external information or opinions that could change the original meaning, based on the
trait of relevance and presence of extraneous information, including the ability to distinguish between essential and non-essential
information.
• A summary will receive a score of 1 if it fails to capture any key concepts or relationships presented in the source text, a
score of 2 if it captures some key concepts but misses important relationships or nuances, a score of 3 if it captures most key
concepts and relationships but with some inaccuracies or inconsistencies, a score of 4 if it accurately captures most key concepts
and relationships with minor inaccuracies, and a score of 5 if it accurately and comprehensively captures all key concepts and
relationships presented in the source text, including underlying themes, motivations, and implications, based on the trait of depth
and quality of analysis, including the ability to identify and explain complex relationships, patterns, and concepts presented in
the source text.

Table 10: Full version of additional example hypotheses generated by LLAMA-3.3-70B-INSTRUCT for the relevance
aspect of NewsRoom.

18



1 2 3 4 5
Human Score

0

250

500

750

1000

1250

Fr
eq

ue
nc

y

SummEval - Coherence

1 2 3 4 5
Human Score

0

1000

2000

3000

4000

Fr
eq

ue
nc

y

SummEval - Consistency

1 2 3 4 5
Human Score

0

1000

2000

3000

4000

Fr
eq

ue
nc

y

SummEval - Fluency

1 2 3 4 5
Human Score

0

500

1000

1500

Fr
eq

ue
nc

y

SummEval - Relevance

Figure 3: Illustration of the distribution of human evaluation scores of SummEval. The scores for the consistency and
fluency aspects are highly skewed towards 5, which potentially leads to the decrease in performance of HYPOEVAL
on theses aspects.

Example of not-selected hypothesis from NewsRoom - CH
Failure Mode: The complexity of sentences does not necessarily influence coherence scores.

• A summary that uses varied sentence structures and vocabulary to enhance readability and engagement, while maintaining
coherence throughout, will receive a score of 5. A summary that primarily uses simple sentences but maintains coherence and
clarity will receive a score of 4. A summary that relies heavily on repetitive phrases or awkward constructions, leading to a
lack of engagement and clarity, will receive a score of 3. A summary that is poorly written, with frequent grammatical errors
or awkward phrasing that disrupts understanding, will receive a score of 2. A summary that is riddled with errors that make it
nearly impossible to understand, severely impacting coherence, will receive a score of 1.

Example of not-selected hypothesis from NewsRoom - FLU
Failure Mode: The hypothesis relies on irrelevant criteria (verbosity, informativeness rather than fluency).

• Summaries that are excessively verbose, contain irrelevant information, or fail to focus on the main ideas, making it hard for the
reader to grasp the essential points, will receive a score of 1. Summaries that are somewhat concise but still include unnecessary
details that detract from the main points and confuse the reader will receive a score of 2. Summaries that are mostly concise but
may have a few extraneous details that do not significantly impact clarity, allowing for some understanding of the main ideas,
will receive a score of 3. Summaries that are concise with only minor unnecessary details that do not detract from the overall
message and maintain focus on the key points will receive a score of 4. Summaries that are succinct, focused, and contain only
relevant information that enhances understanding and clarity will receive a score of 5.

Example of not-selected hypothesis from HANNA - EM
Failure Mode: The hypothesis does not provide a comprehensive criteria (e.g. only talks about criteria for a score of 2)

• Stories rated with a score of 2 demonstrate minimal emotional engagement, where characters may be somewhat relatable but
lack significant development or depth. The narrative may include basic emotional elements but fails to evoke strong feelings,
resulting in a weak empathetic response from readers.

Table 11: Examples of hypotheses that are not selected during the hypothesis selection stage of HYPOEVAL. We
also give failure modes describing why hypotheses are not selected.
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