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Abstract

Large language models (LLMs) have demon-
strated great potential for automating the evalu-
ation of natural language generation. Previous
frameworks of LLM-as-a-judge fall short in
two ways: they either use zero-shot setting
without consulting any human input, which
leads to low alignment, or fine-tune LLMs on
labeled data, which requires a non-trivial num-
ber of samples. Moreover, previous methods
often provide little reasoning behind automated
evaluations. In this paper, we propose HYPO-
EvAL, Hypothesis-guided Evaluation frame-
work, which first uses a small corpus of human
evaluations to generate more detailed rubrics
for human judgments and then incorporates
a checklist-like approach to combine LLM’s
assigned scores on each decomposed dimen-
sion to acquire overall scores '. With only 30
human evaluations, HypoEval achieves state-
of-the-art performance in alignment with both
human rankings (Spearman correlation) and
human scores (Pearson correlation), on aver-
age outperforming G-Eval by 11.86% and fine-
tuned LLAMA-3.1-8B-INSTRUCT with at least
3 times more human evaluations by 11.95%.
Furthermore, we conduct systematic studies
to assess the robustness of HYPOEVAL, high-
lighting its effectiveness as a reliable and inter-
pretable automated evaluation framework.

1 Introduction

Automated evaluation of natural language gener-
ation has been an important and challenging task
with the rapid development of automated systems
for summarization, translation, open-ended story
generation, and more (Fang et al., 2024; Yao et al.,
2024). Traditional lexical metrics such as BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004)
have been shown to have low agreement with hu-
man judgments (Krishna et al., 2021). With the

'In this study, the term "hypothesis", "checklist", "rubric",
and "decomposed dimension" are used interchangeably.

advancements of LLMs, recent research has exten-
sively focused on LLM-as-a-judge, or using LLMs
to perform reference-free automated evaluations of
natural language generation (Chen et al., 2023; Fu
et al., 2023; Gu et al., 2025).

Following Li et al. (2025), we broadly cat-
egorize existing LLM-based automated evalua-
tion frameworks into prompting-based and tuning-
based methods. On one hand, prompting-based
evaluation methods such as G-Eval (Liu et al.,
2023a) mostly use a zero-shot approach, which im-
poses a strict yet unnecessary restriction on the use
of human evaluations or groundings. As a result,
they lead to limited correlations with human anno-
tations and leave room for improvement (Bavaresco
et al., 2024; Krumdick et al., 2025). On the other
hand, tuning-based methods (Yue et al., 2023; Liu
et al., 2024a) require a large corpus of high-quality
training data, with performance constrained to the
specific dataset that they are trained on (Liu et al.,
2025b), and can be computationally expensive or
hard to apply to proprietary models. Furthermore,
both categories of methods often lack explainabil-
ity in their evaluation process. Although recent
works on checklist-based frameworks for evaluat-
ing instruction-following or factuality (Que et al.,
2024; Min et al., 2023; Tan et al., 2024) shed light
on providing reasoning behind evaluations, their
performance on evaluating other aspects of text
generation can be inferior to non-checklist frame-
works (Lee et al., 2024). This can be due to the
fundamental difficulty of decomposing subjective
aspects (e.g., engagement) of texts into atomic and
easy-to-verify checklists.

To address these limitations, we propose HYPO-
EVAL, the first LLM-based evaluation framework
that combines state-of-the-art hypothesis genera-
tion techniques to guide judge LL.Ms and improve
human alignment. HYPOEVAL consists of a light
training stage for hypothesis generation and then
uses hypotheses to provide evaluation scores. With



a small corpus of human evaluation scores (in our
implementation, we limit the number to 30), HY-
POEVAL first uses a hypothesis generation frame-
work to generate high-quality hypotheses, which
are framed as decomposed dimensions for evalu-
ation, from human evaluation results and existing
literature on evaluation. The decomposed dimen-
sions serve as rubrics and break down a subjective
aspect of evaluation into different attributes that
are easier for an LLM to understand. Then in the
evaluation stage, with each decomposed dimen-
sion formulated as a non-binary checklist (i.e., the
answer to the checklist can be a range of num-
bers on the Likert scale), HYPOEVAL combines
an evaluator LLLM’s assigned scores on each de-
composed dimension and gets an overall score for
an evaluated text. We show that with only small-
scale human evaluations and O (V) computational
complexity, HYPOEVAL is able to achieve state-
of-the-art performance on representative tasks: on
average outperforming G-Eval by 11.86% and fine-
tuned LLAMA-3.1-8B-INSTRUCT- with more than
3 times more human evaluation scores - by 11.95%.

To summarize, our main contributions are as
follows:

* We introduce HYPOEVAL, a tuning-free, sample-
efficient framework for evaluating natural lan-
guage generation.

* We demonstrate that HYPOEVAL achieves state-
of-the-art performance in terms of correlation
with human judgments across multiple datasets.

* With the generated hypotheses or decomposed
dimensions in HypoEval, we provide more inter-
pretable explanations in automated evaluations
than previous methods.

2 Methods

We first give a formulation of hypothesis-guided
text evaluation. In direct scoring, we evaluate on
an input-output pair (x, y), where z is the prompt
for generation (e.g. source text for summarization),
and y is the generated content (e.g. summary).
With an LLM M and an instruction prompt [ that
consists of task descriptions and definition of the
evaluated aspect (e.g. coherence of summaries), we
want to produce a score M (z,y, I) that matches
human score s well (usually measured in Pearson
or Spearman correlation).

In  hypothesis-guided  text  evaluation,
we first generate a  hypothesis  bank
H = {hi,he,...,hy,} from a training set

Str = {(xlyylasl)w"7(:Em,ymasm)} and a
corpus of summaries £ of relevant literature,

where z; and y; are inputs and outputs, and s; are
scores given by human experts on (x;,y;). Here,
each hypothesis is formulated as a rubric on a
decomposed dimension. Ideally, the hypothesis
bank H contains multiple decomposed dimensions
that human experts consider when giving the scores
in S Then, we use a checklist-like approach to
use the hypotheses to evaluate on unseen sample
(x,y) and give a score M(z,y,I,H).

Hypothesis Generation from Small-scale Data
and Literature Following HYPOGENIC (Zhou
et al., 2024b) and HYPOREFINE (Liu et al., 2025a),
we utilize both data-driven and literature-driven
hypothesis generation approaches to generate the
hypothesis bank 7. That is, with an LLM M and
hypothesis generation algorithm g, we have H =
am (S trs ‘C) :

Specifically, we build upon HYPOREFINE and
introduce extensions tailored for continuous value
prediction. Given a small-scale training set Sy =
{(z1,y1,51), -+ (Tm, Ym, Sm )} (for main exper-
iments, we set |Sy| = 30) and the corpus of
LLM-generated summaries of relevant literature
L (details of literature collection and summary gen-
eration in Appendix B.1), we first want to gen-
erate a hypothesis bank H. During the initial
stage, an LL.M-based hypothesis generation agent
M is prompted with a set of initial data points
Smit C Sy and L to generate an initial hypothe-
sis bank H™' = Mg (Sinit, £), and set HO = HNit,
Inspired by the Upper Confidence Bound algorithm
for strategic regression (Liu and Chen, 2016), for
each h € H°, we use an evaluator My to eval-
uate on all (z;,y;) in Sipir based on the detailed
rubric stated in & and give a score M g(z;, y;, I, h),
where [ is the instruction prompt. Then, we set the
reward for A by:

L(xj,yj, s5)

1
) =
" | Sinit| ( Z

T5,Y5,55) €St
N log | Sinit|
| Sinie|

L('r]aijsj) =a— b(sj - ME(xjaypIa h))2

where « is the reward coefficient that controls
the exploration term of the reward function, and
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Figure 1: A Comparison between previous methods and HypoEval. We achieve high-alignment and explainable

evaluation with only a few human labels per dataset.

a, b are coefficients that control the range of the
exploitation term.

In the update stage, we iterate over all data points
in Sypdae = Sir \ Sinit. For time ¢, we consider
the training sample (x¢, ¥z, 5¢) € Supdate- We first
choose the top k hypotheses H,,p With the highest
reward from #!~!. Then for each h € Hiop, We
update the reward with:

L(xj,y5,5;)

1
Th ::W Z

(24,95,85)€S],

log(t + |Sinit|)
S} ’

where Sfl is the set of training samples seen by
hypothesis & at time t.

For all hypotheses from H,p, if at least whyyp
predicted a score with |[M g (z¢, yt, I, h) — s¢| > 0,
where 6 is the threshold for identifying a wrong
prediction, the datapoint (x¢, y;, s¢) is added to a
wrong sample bank W. Once |[WW| > wmax, @ new
set of hypotheses Hyy is generated using VV and
L by an iterative refinement process using a refine-
ment model M g:

Hiy = Ma(W),
. i—1 i 5 _
Hip,i >0 = MR(le,E) 1 z mod 0
MR(/}_[L aW) if 2 mod 2 = 1.

The refinement finishes in N;qf,e rounds, and we
get Hyy = H{/V\}eﬁ“e. The wrong sample bank W is
then set to (). For H!, we choose Hp,x hypotheses
with the highest reward from Hop U Hyy.

Following (Liu et al., 2025a), to accommodate
for that literature-based hypotheses (potential hy-
potheses that are generated solely from summaries
of relevant literature) can be undervalued during the
update stage, we use a union approach to combine
hypotheses from literature only Hy; = Mg(L)

and H | Sopaacel, Specifically, for a final hypothesis
bank with size H,x, we first remove redundant
hypotheses from H, = Mq(L) and /Sl and
then randomly choose at most % from each of
them for the final hypothesis bank .

Hypothesis selection. Since that we are encour-
aging diverse and novel hypotheses in the hypoth-
esis generation process by both the exploration
term in reward and the incorporation of information
from literature, it is possible that we also include
some hypotheses that are interesting but are not
suitable for a specific evaluation task. To accom-
modate this, we perform hypothesis selection from
‘H based on the hypotheses’ performance on S;.

Specifically, we choose the top H., hypotheses
with the highest Pearson correlations with human
scores on Sy

Hey = arg max

T(h, Str)v
H’CH,‘HI‘:H&/

heH'

where r(h, Si) is the Pearson correlation between
the human scores and the scores given by the eval-
uator agent Mg based specifically on the decom-
posed dimension stated in h.

Hypothesis-guided text evaluation For each hy-
pothesis h, we first evaluate the text based solely on
the dimension entailed in & (e.g. logical structure
of events for evaluating coherence of summaries)
with chain-of-thought prompting (Wei et al., 2022).
The evaluator Mg is asked to give a score rating
between 1 and 5. Then, since different hypotheses
in H.y, often entail different decomposed dimen-
sions that are important for a holistic evaluation,
we combine the scores on all hypotheses to acquire
the final overall score for a sample:

1

ME($7y717HeV) == m

Z MEg(x,y,I,h).
]’LEHSV



For more detailed information of the implemen-
tation, please refer to Appendix B.1.

Efficiency Analysis The computational complex-
ity of HYPOEVAL can be separated into two parts:
a preparation stage of hypothesis generation and
selection, and an evaluation stage of hypothesis-
guided automated evaluation. Let IV be the total
number of texts to be evaluated. For the prepara-
tion stage, the complexity of hypothesis generation
can be expressed as O(Npaper + (K + Nrefine) | Str| +
HZ,..), where Npaper is the number of papers as rel-
evant literature, and the complexity of hypothesis
selection is O( Hpax|Sy|). For the evaluation stage,
computational complexity is O(Hey N'). Under our
setting where Sy, &, Niefine, NVpapers Hmax < 30 and
H., = 5, the total complexity of HYPOEVAL can
be expressed as O(NN) and is equivalent to other
pointwise evaluators.

3 Experiment Setup

To demonstrate the effectiveness of our hypothesis-
guided evaluation framework, we first compare our
method with baselines on two NLG tasks with four
datasets. We report both Spearman correlation and
Pearson correlation to account for both alignment
with human rankings and with human scores.

Tasks and datasets. We report two representa-
tive tasks, summarization and open-ended story
generation, to evaluate our framework.

For the summarization task, we choose Sum-
mEval (Fabbri et al., 2021) and NewsRoom
(Grusky et al., 2020) for our experiments. Sum-
mEval consists of 100 source texts, each with 16
summaries annotated on four aspects: coherence
(CH), consistency (CON), fluency (FLU), and rel-
evance (RE). We use the average of annotation
scores of 3 human experts. NewsRoom has 60
source texts and 7 summaries for each text, and
is annotated on four aspects: coherence (CH), in-
formativeness (INF), fluency (FLU), and relevance
(RE). For each dataset, we randomly sample 30
text-summary pairs and their human evaluation
scores as training data, and perform automated eval-
uation on summaries of 40 texts for SummEval and
summaries of 30 texts for NewsRoom, with a total
of 640 and 210 summaries, respectively. We report
summary-level Spearman and Pearson correlations.

For the open-ended story generation task, we
use HANNA (Chhun et al., 2022) and part of Writ-
ingPrompt (WritingPrompt-A) with human anno-

tations collected by (Chiang and yi Lee, 2023).
HANNA includes 96 writing prompts, each with
11 stories annotated on 6 aspects: coherence
(CH), complexity (CX), empathy (EM), engage-
ment (EG), relevance (RE), and surprise (SU).
WritingPrompt-A consists of 400 prompt-story
pairs, annotated on grammaticality (GRA), cohe-
siveness (COH), likability (LIK), and relevance
(RE). For both datasets, we choose 30 prompt-story
pairs for training. For HANNA, we randomly se-
lect 60 prompts for testing and report story-level
Spearman correlations and Pearson correlations.
For WritingPrompt-A, we choose 300 prompt-story
pairs for testing. Due to the lack of story batches
grouped by the same prompts, we report dataset-
level correlations.

Baselines and implementation. We largely char-
acterize baselines into two categories: zero-shot
evaluators that do not consult human evaluations,
and data-augmented evaluators that utilize specific
datasets or are trained on specific tasks.

For zero-shot evaluators, we include ROUGE-
L (Lin, 2004), BERTScore (Zhang et al., 2020),
G-Eval (Liu et al., 2023a) with probabilities and
automatically generated chain-of-thought (CoT)
prompting, and direct scoring (evaluator LLM as-
signs a score directly to a text) with CoT. We also
consider PairS-beam (Liu et al., 2025b), a pairwise
ranking evaluator, for comparison in Spearman cor-
relation. To compare with other checklist-based ap-
proaches, we implemented CheckEval, (Lee et al.,
2024) on own, because human-curated key com-
ponents for each aspect were used in the original
paper but not released. We leverage the LLM’s
prior knowledge to generate atomic checklists.

For data-augmented evaluators, we include
UniEval (Zhong et al., 2022) and BARTScore
(Yuan et al., 2021), which are task-specific eval-
uators trained with large corpora of data. We also
fine-tune LLAMA-3.1-8B-INSTRUCT on each as-
pect of each dataset with 30 (FT-A) and 200 (FT-B)
human-annotated data points. Due to the use of
significantly larger amount of training data than
HYPOEVAL, we regard UniEval, BARTScore, and
FT-B as strong but not directly comparable meth-
ods. Furthermore, we consider direct scoring with
few-shot demonstrations from human-annotated
data. For the WritingPrompt-A dataset, due to its
size (see Section 3) and the lack of references, we
implement FI-B with 100 human evaluations and
omit the performance of reference-based evaluators.



Implementation details of baselines are available
in Appendix B.2.

Our framework works for any LLM M. In the
experiments, we utilize two models, GPT-40-MINI
(OpenAl, 2023) and LLAMA-3.3-70B-INSTRUCT
(Dubey et al., 2024) to reflect a range of differ-
ent model sizes. We abbreviate GPT-40-MINI
as GPT-MINI and LLAMA-3.3-70B-INSTRUCT
as LLAMA-70B. For main experiments, we let
H., = 5, and use the same LLM backbone for
the evaluator model M g, the hypothesis generator
model M, and the refinement model M g.

4 Results

HYPOEVAL achieves highest correlations across
most dataset-aspect configurations. Table 1
presents the main results across a total of 18 aspect-
dataset settings. Comparing with baselines with-
out large-scale tuning, HYPOEVAL with GPT-40-
MINTI achieves state-of-the-art (SOTA) performance
on 15 settings with Spearman correlation and 16
settings with Pearson correlation, on average out-
performing G-Eval with CoT by 9.8% and 15.7%
respectively; HYPOEVAL with LLAMA-3.3-70B-
INSTRUCT achieves SOTA on 13 settings for Spear-
man correlation and 15 settings for Pearson corre-
lation, outperforming G-Eval by 9.9% and 11.8%.

Some exceptions, such as the consistency and
fluency aspects of SummEval, could be due to the
human scores being highly skewed towards 5, illus-
trated in Appendix D.

In addition, though HYPOEVAL is not explicitly
optimized for pairwise comparison, it still outper-
forms the ranking-based evaluator PairS-beam on
16/18 and 13/18 settings for GPT-40-MINI and
LLAMA-3.3-70B-INSTRUCT respectively.

Comparing with tuning-based evaluators that use
at least more than 3 times more annotated data
(FT-B, BARTScore, UniEval), HYPOEVAL still
demonstrates strong performance. For the story
generation task, HYPOEVAL with GPT-40-MINT
or LLAMA-3.3-70B-INSTRUCT outperforms FT-
B across all settings. For the summarization task,
HYPOEVAL on average outperforms BARTScore
by 18.66%; after excluding the exceptions of the
consistency and fluency aspects of SummEval, HY-
POEVAL on average outperforms FI-B by 4.8%.

To further illustrate our method, we include ex-
amples of hypotheses in Table 2. As demonstrated
by the coherence aspect of SummEval in the table,
these different hypotheses cover different decom-

posed dimensions of what a human would con-
sider. For example, the first hypothesis covers that
the answer should be "logically organized, with
a clear introduction, body, and conclusion"; the
second hypothesis highlights the "consistent tone
and style", and the third one contains that the an-
swer should not introduce "unrelated themes or
topics". We include full versions of more examples
in Appendix C, and examples of hypotheses that
are not selected together with their failure modes
in Table 11 in the appendix.

Ablation Studies To evaluate the effectiveness
of both the hypothesis generation stage and the
hypothesis-guided evaluation stage, we conduct
two ablation studies. We first study the perfor-
mance of HYPOEVAL when hypotheses are gen-
erated solely from an LLM’s prior knowledge.
Specifically, we consider O-shot hypothesis gen-
eration, where we directly prompt LLM M to
generate H., hypotheses for evaluating specific
aspects of a text generation task, and then perform
hypothesis-guided text evaluation.

We also study the effectiveness of the hypothesis-
guided evaluation stage that first uses different
hypotheses to generate scores and then combines
them with a checklist-like approach. Specifically,
we test against a pipeline similar to Liu et al.
(2023b), where we concatenated all H, hypothe-
ses after the hypothesis selection stage into one
single criterion and let the evaluator model directly
assign scores on a given text based on the criterion.

As shown in Table 3, we observe performance
drops in most settings when either the hypothesis
generation stage or the hypothesis-guided evalua-
tion stage is removed. On average across both mod-
els, all settings, and both correlations, replacing
the hypothesis generation stage by 0-shot gener-
ation drops performance by 7.25%, replacing the
hypothesis-guided evaluation stage with single cri-
terion drops the performance by 8.19%.

Additionally, we also conduct a smaller-scale
ablation study by deploying HYPOEVAL with hy-
potheses generated solely from the summaries of
relevant literature without the human evaluation
scores. As shown in Table 7, we observe perfor-
mance drops across 5 different dataset-aspect con-
figurations.

Out-of-distribution generalizability. In this sec-
tion, we will demonstrate the out-of-distribution
(OOD) generalizability of HYPOEVAL on differ-
ent datasets. We conducted a cross-dataset study



SummEval NewsRoom
Models Methods CH CON FLU RE CH INF FLU RE
P r P r P r P r P r p r p r p r
ROUGE-L 0.10 0.12 0.14 0.18 0.09 0.12 0.19 020 0.08 -0.11 0.08 -0.08 0.07 -0.10 0.08 -0.06
BERTScore 0.26 027 0.21 021 0.18 0.17 038 040 031 0.18 031 020 033 0.17 028 0.18
Other BARTScore 047 050 026 025 025 025 035 035 066 072 059 075 064 070 0.56 0.74
UniEval 0.56 0.51 047 0.63 039 047 043 042 - - - - - - - -
FT-A 047 048 038 040 031 039 040 040 050 051 053 056 058 059 048 0.56
FT-B 0.57 059 057 061 046 057 046 047 0.61 062 069 072 0.61 063 061 0.71
direct scoring 0.50 049 0.54 0.62 022 023 047 051 051 051 047 046 059 059 046 044
GPT-MINI few-shot scoring 0.37 038 047 049 033 035 042 044 060 0.61 057 062 0.65 067 053 0.60
G-Eval 0.54 054 051 0.65 031 030 047 055 059 053 058 052 063 062 051 044
PairS-beam 0.52 - 0.53 - 0.31 - 0.49 - 0.53 - 0.61 - 0.43 - 0.55 -
CheckEval 047 047 034 036 039 038 039 043 053 056 034 042 057 057 046 052
HYPOEVAL 0.58 0.58 051 0.63 040 045 054 058 0.64 0.69 062 0.75 0.67 0.69 0.60 0.78
direct scoring 0.56 0.57 056 0.64 033 034 047 050 051 048 046 051 058 053 043 048
LLAMA-70B few-shot scoring 0.45 0.45 0.61 0.67 040 047 047 048 059 0.60 0.63 068 0.60 062 051 0.69
G-Eval 0.61 057 051 0.68 041 048 052 049 053 057 057 059 054 055 051 0.65
PairS-beam 0.60 - 0.54 - 0.37 - 0.50 - 0.58 - 0.65 - 0.58 - 0.59 -
CheckEval 0.56 0.58 043 045 045 045 047 050 040 042 032 034 030 030 048 0.59
HYPOEVAL 0.63 0.63 049 0.62 035 035 054 056 0.62 0.65 065 0.74 0.65 0.64 052 0.73
HANNA WritingPrompt-A
Models Methods CH CX EM EG RE SU GRA COH LIK RE
P T P s 14 s P r P T P r P T P T P T P T
ROUGE-L 0.17 023 026 029 0.15 0.16 021 024 0.10 0.09 0.16 0.17 - - - - - - - -
BERTScore 030 036 042 048 028 031 034 039 0.17 0.18 0.26 0.26 - - - - - - - -
Oth BARTScore - - - - - - - - - - - - - - - - - - - -
er UniEval - - - - - - - - - - - - - - - - - - - -
FT-A 040 046 037 042 032 037 035 041 043 048 0.17 020 029 0.28 034 030 022 022 053 052
FT-B 040 045 052 058 038 043 044 051 046 052 033 039 037 036 051 049 036 036 059 058
direct scoring 047 059 051 054 035 041 049 056 048 059 037 045 047 040 056 051 041 038 0.63 0.63
GPT-MINI few-shot scoring 047 0.55 044 047 040 047 046 051 042 051 036 042 040 041 055 054 042 039 0.65 0.65
B G-Eval 048 0.62 053 056 041 047 046 055 049 061 038 048 053 048 0.58 0.55 043 040 0.66 0.66
PairS-beam 039 - 051 - 04 - 048 - 039 - 038 - 0200 - 057 - 048 - 0.09% -
CheckEval 046 0.55 040 041 037 040 046 050 052 057 026 027 017 0.17 058 059 029 030 0.67 0.67
HyPOEvAL 0.55 0.67 055 0.61 050 057 054 063 049 0.62 038 045 054 053 0.64 060 053 052 0.70 0.68
direct scoring 049 059 045 046 040 046 042 048 046 055 030 033 045 044 058 058 027 024 063 0.63
LLAMA-70B few-shot scoring  0.52 0.62 0.54 0.56 043 046 048 051 044 050 035 035 042 040 059 057 037 036 062 0.61
AMA- G-Eval 0.53 0.65 049 053 037 044 045 052 048 057 037 044 047 045 061 061 024 0.19 0.65 0.63
PairS-beam 0.47 - 055 - 0.46 - 0.46 - 0.46 - 0.42 - 0.26* - 0.57 - 0.49 - 0.04* -
CheckEval 0.38 0.51 040 039 045 048 038 047 048 057 024 023 041 037 0.63 0.62 050 048 0.66 0.66
HYPOEVAL 054 0.67 056 0.66 047 0.54 0.52 0.60 0.51 0.63 040 0.50 044 041 063 0.62 053 051 0.69 0.68

Table 1: Evaluation results of GPT-40-MINI and LLAMA-3.3-70B-INSTRUCT. We report Spearman correlation
(p) and Pearson correlation (r) for a total of 18 aspects of the 4 datasets. Some especially lower performance of
PairS-beam marked with * is due to that the model frequently failed to generate pairwise preferences.

that uses hypotheses generated from one dataset on
another (OOD) dataset of the same task.

Cross-model generalizability. To further assess
the generalizability of the hypotheses, we conduct
a cross-model study, where hypotheses generated
by one model M are used for evaluation by an-
other model M pg. Results are shown in Table 5
in the Appendix. On average, for hypotheses gen-
erated by GPT-40-MINI, changing the evaluator
model to LLAMA-3.3-70B-INSTRUCT leads to a
2.0% drop in performance, still outperforming the
baselines; for LLAMA-3.3-70B-INSTRUCT as the
generator model, changing the evaluator model

Specifically, for the summarization task, we use
hypotheses generated from SummEval to perform
hypothesis-guided evaluation for NewsRoom and
vice versa on 3 aspects: CH, FLU, and RE. For
the story generation task, we use hypotheses gen-
erated from HANNA to perform evaluation for
WritingPrompt-A and vice versa on CH or COH,
and RE. As shown in Table 4, the hypotheses gen-

erated from one dataset can be effectively used for
hypothesis-guided evaluation on an OOD dataset of
the same task, with an average performance change
of less than 1% for both models.

to GPT-40-MINI increases the performance by
1.37%. This shows that hypotheses can be effec-
tively transferred to different evaluator models.



Example Hypotheses (Decomposed Dimensions) on SummEval - CH

- The overall structure and organization of the summary play a vital role in determining coherence scores. Summaries that are
logically organized, with a clear introduction, body, and conclusion, will score higher (4 or 5), while those ...

- Summaries that maintain a consistent tone and style throughout will be rated higher for coherence (4 or 5), as this consistency
aids in reader comprehension. In contrast, ...

- The thematic consistency of a summary is essential for achieving higher coherence scores. A summary that introduces multiple
unrelated themes or topics, resulting in confusion and lack of focus, would likely receive a score of one. ...

Example Hypotheses (Decomposed Dimensions) on HANNA - EG

- The originality and creativity of the story’s premise and execution are crucial for engagement. A score of 1 is given to stories
that are entirely derivative, relying on clichés and predictable plots ...

- The clarity and coherence of the narrative structure will significantly affect engagement scores. A score of 1 will be assigned to
stories that are chaotic and incoherent . ..

- Stories that are overly simplistic and fail to follow the prompt effectively will receive a score of 1, while those that showcase
original ideas and a compelling narrative voice will receive a score of 5.

Table 2: Example hypotheses for the coherence (CH) aspect of SummEval and the engagement (EG) aspect
of HANNA, generated by GPT-40-MINI. Each hypothesis is formulated as an evaluation rubric on a specific

decomposed dimension for the aspect.

SummEval NewsRoom
Models Methods CH CON FLU RE CH INF FLU RE
p r p r p r p r p r p r p T p r
GPT-MINI HYPOEVAL 0.58 0.58 0.51 0.62 0.40 0.45 0.54 0.58 0.64 0.69 0.62 0.75 0.67 0.69 0.60 0.78
0-shot generation 0.55) 056, 049] 058] 037] 040] 054= 056] 059] 064, 0637 071, 058, 061, 057 072]
Single criterion 0521 0520 0500 054 032] 0350 0470 0501 061, 063, 0641 070, 0.60) 059 0621 0721
LLAMA-70B  HYPOEVAL 0.63 0.63 049 0.62 0.35 0.35 0.54 0.56 0.62 0.65 0.65 0.74 0.65 0.64 0.52 0.73
0-shot generation  0.62 1 0.647 0511 0671 024) 024] 0471 050, 060) 065— 063, 0757 0511 050) 050, 073—
Single criterion 050, 051 048] 053] 0371 0.411 046 048, 057) 0587 060 067] 061) 061) 0537 0.65 |
HANNA WritingPrompt-A
Models Methods CH cx EM EG RE sU GRA COH LIK RE
P r P " » r o r o r P r P r o r P r P r
GPTMING -y poRvAL 055 068 055 061 050 057 054 063 049 062 038 045 054 053 064 060 053 052 070 068
O-shot generation 0.46 | 0.55] 0461 041, 047 0401 051) 050, 058+ 057) 0411 027, 054= 0541 062, 057, 045, 043] 0711 070
Single criterion 049 | 0.59] 056+ 0637 044 049 050, 057) 048] 057 042+ 0467 044] 042] 057, 054] 050 048] 065, 0651
LLAMA-TOB by b oRvAL 054 067 056 066 047 054 052 060 051 063 040 050 044 041 063 062 053 051 069 068
O-shot generation 0.52 065, 0501 056, 045 051] 050, 057, 0587 0681 035, 038, 0467 0431 061, 059, 037, 036, 0701 070"
Single criterion 049 | 060, 054) 063] 043 051] 0470 055) 050) 060 042+ 051+ 039 035] 059, 058, 051 050, 0661 066.

Table 3: Evaluation results of the ablation studies. We use | and | to indicate performance changes relative to
HYPOEVAL, where 1 denotes an increase and | a decrease, or = for no significant change.

Prompt robustness. As LLM-as-a-judge meth-
ods often exhibit high prompt sensitivity (Zhou
et al., 2024a; Sclar et al., 2024), we analyze the
robustness of HYPOEVAL to variations in evalua-
tion instructions and compare it with direct scoring
with automatic chain-of-thought prompting. We
use GPT-40 (OpenAl, 2023) to generate 10 varia-
tions of the initial evaluation prompt in the main ex-
periments for both HYPOEVAL and direct scoring.
We then perform evaluation with GPT-40-MINI
on SummkEval-CH and HANNA-EG to showcase
prompt robustness for the two tasks (Fig. 2). HY-
POEVAL shows significantly lower sensitivity to
evaluation prompt variations on both settings and
both meta-evaluation metrics, on average reducing
the spread of Spearman correlation and Pearson
correlation by 47.5% and 29.2%.

Scaling human data. We also conduct a prelimi-
nary investigation into the performance of HYPO-

EVAL with increased numbers of human scores
on SummEval-CH and HANNA-EG. As shown in
Table 6, we observe a stable increase in correla-
tion numbers as we add more human scores for
hypothesis generation and selection.

5 Related Work

LLMs as evaluators. Our work follows the ex-
tensive research line on utilizing language models
to automatically evaluate natural language gener-
ations (Liu et al., 2023a; Fu et al., 2023; Chen
et al., 2023; Chiang and yi Lee, 2023; Li et al.,
2025). LLM evaluators are usually cheaper than
human evaluations and have better alignment with
human judgments than lexical metrics. GPTScore
(Fu et al., 2023) utilizes generated pre-trained mod-
els and formulates automatic evaluation as a con-
ditional generation task. G-Eval (Liu et al., 2023a)
similarly uses pre-trained models but adopts a



SummEval

NewsRoom HANNA ‘WritingPrompt-A

Models Methods CH FLU RE CH FLU RE CH/COH RE CH/COH RE
P T P T P r P r P T p T P T p T p T p r
GPT-MINI IND HYPOEVAL ~ 0.58 0.58 040 045 054 058 064 069 0.67 069 0.60 078 055 068 049 0.62 064 060 0.70 0.68
- OOD HYPOEVAL 0.59 0.61 042 044 053 056 063 068 070 073 060 077 056 0.68 054 065 064 059 0.68 0.66
LLAMA-70B IND HYpOEvAL ~ 0.63 0.63 035 035 054 056 062 065 0.65 064 052 073 054 067 051 063 063 062 0.69 0.68

OOD HYPOEVAL 0.62 0.63 031 036 051 053 062

0.65

0.67 0.66 053 069 053 066 054 065 061 060 070 0.70

Table 4: Results for OOD generalizability study, where columns are the settings that HYPOEVAL evaluates on. IND
HYPOEVAL refers to hypothesis generation using in-distribution (IND) training data, while OOD HYPOEVAL refers

to using OOD data.
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Figure 2: Results of prompt robustness study comparing HYPOEVAL with direct scoring, where each dot in the
box plots refers to a specific prompt variation. HYPOEVAL shows significantly stronger robustness to evaluation

prompts on representative evaluation settings.

prompt-based scoring approach. Liu et al. (2024b);
Li et al. (20244a,b) consider calibration methods to
mitigate the inference bias when using LLMs to as-
sign scores. Specifically, Liu et al. (2024b) utilizes
an approach similar to ours by prompting LLMs
to generate scoring criteria from Monte-Carlo sam-
ples. However, their framework requires a much
larger corpus of ground-truth samples (e.g. up to
188 samples for summarization) and there is no
publicly available code. Alternatively, a significant
amount of research has focused on automatic eval-
uation as a pairwise ranking problem (Qin et al.,
2024b; Liusie et al., 2024). Liu et al. (2025b) de-
velops an uncertainty-guided search method for
ranking text generations, but is limited to an offline
evaluation setting. Zhou et al. (2024a) introduces
a prompt optimization framework that elicits both
fairer preferences and better alignment with hu-
mans. However, pairwise ranking evaluation can
face problems in terms of scalability, online evalu-
ation, and cost or efficiency issues.

Checklist-based evaluation. Similar to our
hypothesis-guided evaluation, where we aggregate
scores from each decomposed dimension to acquire
an overall score, there has also been previous re-
search on aggregating evaluation results on atomic
checklists for better correlation with human judg-

ments. However, the checklist line of work mainly
focuses on binary checklists where the answer is
restricted to YES or NO. Tan et al. (2024); Que
et al. (2024); Zhou et al. (2023); Qin et al. (2024a)
use human-curated proxy questions, checklists, or
"verifiable instructions" to benchmark LLMs’ long-
form text generation or instruction-following ca-
pabilities. Cook et al. (2024) explores automatic
checklist generation by prompting with few-shot
templates and shows effectiveness in evaluating
instruction-following. Lee et al. (2024) and Pereira
et al. (2024) further utilize the binary checklist
method, but on average it does not yield better re-
sults than non-checklist methods like G-Eval.

6 Conclusion

We propose HYPOEVAL, a tuning-free and sample-
efficient automated evaluation framework for natu-
ral language generation that achieves state-of-the-
art performance in alignment with human evalua-
tion rankings and scores. The generated hypotheses
serve as decomposed dimensions of desiderate and
provide interpretable explanations of the automated
evaluation process. Through systematic studies, we
show the robustness of HYPOEVAL to OOD data,
prompt variations, and different evaluator models.



7 Limitations

To demonstrate the effectiveness of HYPOEVAL as
an automated evaluation framework, we conducted
experiments on four datasets of general natural lan-
guage generation tasks with GPT-40-MINT and
LLAMA-3.3-70B-INSTRUCT. However, we did
not further test our framework on more domain-
specific natural language generation tasks, such
as legal summarization or clinical note generation,
which could be addressed in future work. Also,
though our model selection covers both big and
small LLM sizes, we were unable to run our main
experiments on models like GPT-4.1 or Claude
Sonnet 4 due to budget limits.

Additionally, though we have already achieved
satisfactory performance with HYPOEVAL using
the same set of hyperparameters across both LLMs
and the 4 datasets as stated in Appendix B, we did
not conduct an exhaustive hyperparameter search,
which could potentially further enhance the perfor-
mance of our framework.

Moreover, we drew on both relevant literature
and human-provided scores to generate our hy-
potheses. The primary focus of this work is to intro-
duce the first hypothesis-guided automated evalua-
tion framework, and our sampled human scores and
selected literature served this purpose effectively.
However, we did not conduct a comprehensive anal-
ysis of how the quality of the human scores or the
literature might impact the generated hypotheses.
We believe that future work exploring these influ-
ences could provide valuable insights for further
improving the robustness of our framework.
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A Prompts

We include some example prompts for both the
hypothesis generation and the hypothesis-guided
evaluation stages of HYPOEVAL.

A.1 Summarization

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
summary of a passage receive when judged by human experts.
Given a set of summaries and their source texts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a summary of a passage receive when judged by human
experts.
The definition of <aspect> is given by: <definition>

Using the given examples and relevant literatures, please
propose <num_hypotheses> possible hypotheses.

These hypotheses should identify specific patterns that
occur across the provided summaries.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.

Each hypothesis should clearly state that based on the
trait or dimension, what kind of summary would be given a
score of one, what kind of summary a score of two, what
kind of summary a score of three, what kind of summary a
score of four, and what kind of summary a score of five.

Generate them in the format of hypothesisl1. [hypothesis],

hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>.
[hypothesis].

The hypotheses should analyze what are the traits of the

summaries human experts considers when giving a score of

one, two, three, four, or five.

Remember! when generating hypotheses, always put "

hypothesis1.”, "hypothesis2.”, etc. as your index, do not

just generate "1.", "2.", etc.

We have seen some summaries and their source texts,
together with their scores on <aspect> given by human
experts:

<observations>

Please generate hypotheses that are useful for predicting

what score on <aspect>, between 1 to 5 (the higher the
better), will a summary of a passage receive when judged by
human experts.

The definition of <aspect> is given by: <definition>
Propose <num_hypotheses> possible hypotheses. Generate them
in the format of hypothesis1. [hypothesis], hypothesis2. [

hypothesis], ... hypothesis <num_hypotheses>. [hypothesis].
Remember! when generating hypotheses, always put "
hypothesis1."”, "hypothesis2."”, etc. as your index, do not
just generate "1.", "2.", etc.

Proposed hypotheses:

Example 1: Hypothesis Generation.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
summary of a passage receive when judged by human experts.
Given a set of summaries and their source texts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a summary of a passage receive when judged by human
experts.

The definition of <aspect> is given by: <definition>

Using the given examples, refine the hypotheses provided.
The desired hypotheses should identify specific patterns
that occur across the provided summaries.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.
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Each hypothesis should clearly state that based on the
trait or dimension, what kind of summary would be given a
score of one, what kind of summary a score of two, what
kind of summary a score of three, what kind of summary a
score of four, and what kind of summary a score of five.

Generate them in the format of hypothesis1. [hypothesis],
hypothesis2. [hypothesis], ... <num_hypotheses>. [
hypothesis].

The hypotheses should analyze what are the traits of the
summaries human experts considers when giving a score of
one, two, three, four, or five.

Remember! when generating hypotheses, always put
hypothesis1.”, "hypothesis2.”, etc. as your index, do not
just generate "1.", "2.", etc.

We have seen some summaries and their source texts,
together with their scores on <aspect> given by human

experts:

<observations>

We have some hypotheses need to be refined:

<hypotheses>

Please refine these hypotheses to make them more specific

and useful for predicting what score on <aspect>, between 1
to 5 (the higher the better), will a summary of a passage
receive when judged by human experts.

When refining the hypotheses, feel free to change the key
information or topic of a hypothesis based on the provided

prevailing patterns in data if you think it is necessary.

Generate the refined hypotheses in the format of

hypothesis1. [hypothesis], hypothesis2. [hypothesis],

hypothesis <num_hypotheses>. [hypothesis].

The refined hypotheses should analyze what are the traits

of the summaries human experts considers when giving a

score of one, two, three, four, or five.

Remember! when generating the refined hypotheses, always

put "hypothesis1.”, "hypothesis2.”, etc. as your index, do

not just generate "1.", "2.", etc.

Refined hypotheses:

Example 2: Hypothesis Refine with Data.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
summary of a passage receive when judged by human experts.
Given a set of summaries and their source texts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a summary of a passage receive when judged by human
experts.

The definition of <aspect> is given by: <definition>

Using the given relevant literatures, refine the hypotheses
provided.

The desired hypotheses should identify specific patterns
that occur across the provided summaries.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.

Each hypothesis should clearly state that based on the
trait or dimension, what kind of summary would be given a
score of one, what kind of summary a score of two, what
kind of summary a score of three, what kind of summary a
score of four, and what kind of summary a score of five.

Generate them in the format of hypothesis1. [hypothesis],

hypothesis2. [hypothesis], ... hypothesis <num_hypotheses>.
[hypothesis].

The hypotheses should analyze what are the traits of the

summaries human experts considers when giving a score of

one, two, three, four, or five.

Remember! when generating hypotheses, always put "

hypothesis1.”, "hypothesis2.”, etc. as your index, do not

just generate "1.", "2.", etc.

We have some key findings from a series of research papers

that might be useful for generating hypotheses:

<relevant_papers>

We have some hypotheses need to be refined:

<hypotheses>

Please refine these hypotheses to make them more specific

and useful for predicting what score on <aspect>, between 1
to 5 (the higher the better), will a summary of a passage
receive when judged by human experts.



When refining the hypotheses, feel free to change the key
information or topic of a hypothesis based on the provided
prevailing patterns in data if you think it is necessary.
Generate the refined hypotheses in the format of
hypothesis1. [hypothesis], hypothesis2. [hypothesis],
hypothesis <num_hypotheses>. [hypothesis].

The refined hypotheses should analyze what are the traits
of the summaries human experts considers when giving a
score of one, two, three, four, or five.

Remember! when generating the refined hypotheses, always
put "hypothesisl1.”, "hypothesis2."”, etc. as your index, do
not just generate "1.", "2.", etc.

Refined hypotheses:

Example 3: Hypothesis Refine with Literature.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
summary of a passage receive when judged by human experts.

From past experiences, you learned two hypotheses that are
useful for predicting what score on <aspect>, between 1 to
5 (the higher the better), will a summary of a passage
receive when judged by human experts.

You need to determine if the two hypotheses are so similar
to the level of "repeating hypotheses”.

Finally, answer "yes"” if the two hypotheses are repetitive
and "no" if they are not.

Keep your answer short.

Give your final answer in the format of "Final answer: [
answer]”.

We have two hypotheses that need you to determine if they
are repetitive:

<hypotheses>

Are these two hypotheses so similar to the level that they
are repetitive? If the both of them can provide
significantly more information than only one of them could,
and the information is important and useful for predicting
what score on <aspect>, between 1 to 5 (the higher the
better), will a summary of a passage receive when judged by
human experts, they should not be considered repetitive.
Note that adding specific examples does not count as "
provide significantly more information”.

Give a short explanation of your decision.

Then give your final answer in the format of "Final answer:
[answer]"”.

Your answer:

Example 4: Check Hypothesis Repetition

You are a helpful assistant in answering questions about a
summary of a story.

You will be given the story, the summary, and a pattern
that talks about a specific trait to evaluate the <aspect>

of the summary.

You should be generous and not too strict when evaluating.

The definition of <aspect> is given by: <definition>.
Story: [story]

Summary: [summary]

Pattern: [hypothesis]

The pattern talks about a specific trait that is related to
the summary's score on <aspect>.

You need to evaluate the summary based on the trait and the
rubric that the pattern talks about.

You should give a score (ranging from 1 to 5) on that trait
according to the rubric.

Give your final evaluation score in the format of {Final

score: [your scorel}.

Given story, summary, and pattern:

Story: <story>

Summary: <summary>

Pattern: <hypothesis>

The pattern talks about a specific trait that is related to
the summary's score on <aspect>.
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The definition of <aspect> is given by: <definition>

You need to evaluate the summary based on the trait and the
rubric that the pattern talks about.

You should give a score (ranging from 1 to 5) on that trait
according to the rubric.

Follow the steps and provide reasoning when giving your
score.

Step 1: What is the trait that the pattern talks about?
Step 2: Based on the trait and the rubric provided in the

pattern, how is the summary on the trait?

Step 3 (final answer): Based on the rubric and your

evaluations in step 2, what should be the score of the

summary on the trait?

You should be generous and not too strict when evaluating.

Give your final evaluation score in the format of {Final

score: [your scorel}.

Answer:

Example 5: Hypothesis-Guided Evaluation

A.2 Story Generation

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
written story of a given prompt receive when judged by
human experts.

Given a set of stories and their prompts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a written story of a given prompt receive when judged
by human experts.

The definition of <aspect> is given by: <definition>

Using the given examples and relevant literatures, please
propose <num_hypotheses> possible hypotheses.

These hypotheses should identify specific patterns that
occur across the provided stories.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.

Each hypothesis should clearly state that based on the
trait or dimension, what kind of story would be given a
score of one, what kind of story a score of two, what kind
of story a score of three, what kind of story a score of
four, and what kind of story a score of five.

Generate them in the format of hypothesis1. [hypothesis],

hypothesis2. [hypothesis], . hypothesis <num_hypotheses>.
[hypothesis].

The hypotheses should analyze what are the traits of the

stories human experts considers when giving a score of one,
two, three, four, or five.

Remember! when generating hypotheses, always put

hypothesis1.”, "hypothesis2.”, etc. as your index, do not

just generate "1.", "2.", etc.

We have some key findings from a series of research papers
that might be useful for generating hypotheses:
<relevant_papers>
We have seen some stories and their prompts, together with
their scores on <aspect> given by human experts:
<observations>
Please generate hypotheses that are useful for predicting
what score on <aspect>, between 1 to 5 (the higher the
better), will a written story of a given prompt receive
when judged by human experts.
The definition of <aspect> is given by: <definition>
Propose <num_hypotheses> possible hypotheses. Generate them
in the format of hypothesis1. [hypothesis], hypothesis2. [
hypothesis], . hypothesis <num_hypotheses>. [hypothesis].
Remember! when generating hypotheses, always put "
hypothesis1.”, "hypothesis2.”, etc. as your index, do not
just generate "1.", "2.", etc.
Proposed hypotheses:

Example 6: Hypothesis Generation.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
written story of a given prompt receive when judged by



human experts.

Given a set of stories and their prompts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a written story of a given prompt receive when judged
by human experts.

The definition of <aspect> is given by: <definition>

Using the given examples, refine the hypotheses provided.
The desired hypotheses should identify specific patterns
that occur across the provided stories.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.
Each hypothesis should clearly state that based on the
trait or dimension, what kind of story would be given a
score of one, what kind of story a score of two, what kind
of story a score of three, what kind of story a score of
four, and what kind of story a score of five.

Generate them in the format of hypothesis1. [hypothesis],
hypothesis2. [hypothesis], . hypothesis <num_hypotheses>.
[hypothesis].

The hypotheses should analyze what are the traits of the
stories human experts considers when giving a score of one,
two, three, four, or five.

Remember! when generating hypotheses, always put "
hypothesisl1.”, "hypothesis2."”, etc. as your index, do not
just generate "1.", "2.", etc.

We have seen some stories and their prompts, together with

their scores on <aspect> given by human experts:

<observations>

We have some hypotheses need to be refined:

<hypotheses>

Please refine these hypotheses to make them more specific

and useful for predicting what score on <aspect>, between 1
to 5 (the higher the better), will a written story of a

given prompt receive when judged by human experts.

When refining the hypotheses, feel free to change the key
information or topic of a hypothesis based on the provided

prevailing patterns in data if you think it is necessary.

Generate the refined hypotheses in the format of

hypothesisl1. [hypothesis], hypothesis2. [hypothesis],

hypothesis <num_hypotheses>. [hypothesis]

The refined hypotheses should analyze what are the traits

of the stories human experts considers when giving a score

of one, two, three, four, or five.

Remember! when generating the refined hypotheses, always

put "hypothesisl1.”, "hypothesis2."”, etc. as your index, do

not just generate "1.", "2.", etc.

Refined hypotheses:

Example 7: Hypothesis Refine with Data.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
written story of a given prompt receive when judged by
human experts.

Given a set of stories and their prompts, we want to
generate hypotheses that are useful for predicting what
score on <aspect>, between 1 to 5 (the higher the better),
will a written story of a given prompt receive when judged
by human experts.

The definition of <aspect> is given by: <definition>

Using the given relevant literatures, refine the hypotheses
provided.

The desired hypotheses should identify specific patterns
that occur across the provided stories.

Each hypothesis should be about a specific trait or
dimension that human experts considers when giving score on
<aspect>.

Each hypothesis should clearly state that based on the
trait or dimension, what kind of story would be given a
score of one, what kind of story a score of two, what kind
of story a score of three, what kind of story a score of
four, and what kind of story a score of five.

Generate them in the format of hypothesisl1. [hypothesis],

hypothesis2. [hypothesis], . hypothesis <num_hypotheses>.
[hypothesis].

The hypotheses should analyze what are the traits of the

14

stories human experts considers when giving a score of one,
two, three, four, or five.

Remember! when generating hypotheses, always put
hypothesis1.”, "hypothesis2.”, etc. as your index, do not
just generate "1.", "2.", etc.

We have some key findings from a series of research papers
that might be useful for generating hypotheses:
<relevant_papers>

We have some hypotheses need to be refined:

<hypotheses>

Please refine these hypotheses to make them more specific
and useful for predicting what score on <aspect>, between

1 to 5 (the higher the better), will a written story of a
given prompt receive when judged by human experts.

When refining the hypotheses, feel free to change the key
information or topic of a hypothesis based on the provided
prevailing patterns in data if you think it is necessary.

Generate the refined hypotheses in the format of
hypothesis1. [hypothesis], hypothesis2. [hypothesis],
hypothesis <num_hypotheses>. [hypothesis].

The refined hypotheses should analyze what are the traits
of the stories human experts considers when giving a score
of one, two, three, four, or five.

Remember! when generating the refined hypotheses, always
put "hypothesis1.”, "hypothesis2.”, etc. as your index, do
not just generate "1.", "2.", etc.

Refined hypotheses:

Example 8: Hypothesis Refine with Literature.

You are a helpful assistant for predicting what score on
<aspect>, between 1 to 5 (the higher the better), will a
written story of a given prompt receive when judged by
human experts.

From past experiences, you learned two hypotheses that are
useful for predicting what score on <aspect>, between 1 to
5 (the higher the better), will a written story of a given
prompt receive when judged by human experts.

You need to determine if the two hypotheses are so similar
to the level of "repeating hypotheses”.

Finally, answer "yes” if the two hypotheses are repetitive
and "no" if they are not.

Keep your answer short.

Give your final answer in the format of "Final answer: [
answer]”.

We have two hypotheses that need you to determine if they

are repetitive:

<hypotheses>

Are these two hypotheses so similar to the level that they

are repetitive? If the both of them can provide

significantly more information than only one of them could,
and the information is important and useful for predicting
what score on <aspect>, between 1 to 5 (the higher the

better), will a written story of a given prompt receive

when judged by human experts, they should not be considered
repetitive.

Note that adding specific examples does not count as

provide significantly more information”.

Give a short explanation of your decision.

Then give your final answer in the format of "Final answer:
[answer]"”.

Your answer:

Example 9: Check Hypothesis Repetition (for removing
redundant hypotheses, we use this prompt for each pair
of hypotheses)

You are a helpful assistant in answering questions about a
written story of a given prompt.

You will be given the prompt, the written story, and a
pattern that talks about a specific trait to evaluate the
<aspect> of the story.

You should be generous and not too strict when evaluating.
The definition of <aspect> is given by: <definition>.
Prompt: [prompt]

Story: [story]

Pattern: [hypothesis]



The pattern talks about a specific trait that is related to
the story's score on <aspect>.

You need to evaluate the story based on the trait and the
rubric that the pattern talks about.

You should give a score (ranging from 1 to 5) on that trait
according to the rubric.

Give your final evaluation score in the format of {Final
score: [your scorel}.

Given prompt, story, and pattern:

Prompt: <prompt>

Story: <story>

Pattern: <hypothesis>

Note: the story may have been abruptly cut in the middle of
a sentence. Please rate it as if they ended just before
the unfinished sentence.

The pattern talks about a specific trait that is related to
the story's score on <aspect>.

The definition of <aspect> is given by: <definition>

You need to evaluate the story based on the trait and the
rubric that the pattern talks about.

You should give a score (ranging from 1 to 5) on that trait
according to the rubric.

Follow the steps and provide reasoning when giving your
score.

Step 1: What is the trait that the pattern talks about?
Step 2: Based on the trait and the rubric provided in the
pattern, how is the story on the trait?

Step 3 (final answer): Based on the rubric and your
evaluations in step 2, what should be the score of the
story on the trait?

You should be generous and not too strict when evaluating.
Give your final evaluation score in the format of {Final
score: [your scorel}.

Answer:

Example 10: Hypothesis-Guided Evaluation

B Implementation Details

B.1 Implementation Details of HYPOEVAL
and Experiments

To collect relevant literature information £, we
first prompt Grok 3 with DeepSearch (xAl, 2025)
to search for relevant academic papers on the two
evaluation tasks (summarization and story gener-
ation) and retrieve 15 and 10 papers, respectively.
Then, we use S20RC-doc2json (Lo et al., 2020)
to convert the raw PDF files to a set of JSON files
that contain the abstracts and main texts of the pa-
pers. Subsequently, the hypothesis generator model
M is prompted to generate a summary for each
JSON file. The summaries are then concatenated
to get the relevant literature information £ that is
later used for hypothesis generation with data and
literature.

Then in the hypothesis generation stage, we set
the size of Sy to 5, |[H™| = 5, k = 10, 6 = 0.5,
a = 0.5, Wmax = 10, Niefine = 6, and Hyax = 20.
For the hyperparameters a, b of the reward, we let
a=1,b= 1—16 to ensure that the exploitation term
is bounded in [0, 1].

For hypothesis-guided evaluation, we let He, =
5. Following the implementation of PairS (Liu
et al., 2025b), we set Spearman or Pearson corre-
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lation to 1 if the human annotation scores for all
candidate responses of a source text or prompt are
the same.

For all experiments and additional studies, ex-
cluding the prompt robustness study, we run all
methods on all settings with 3 seeds: 42, 2, 114514.

B.2 Implementation Details of Baselines

For reference-based baselines, we implement
ROUGE-L-F1, BERTScore-recall with default
model choice for English language, UniEval,
and the bart-score-cnn-src-hypo version of
BARTScore.

For fine-tuning LLAMA-3.1-8B-INSTRUCT, for
FT-A, we use the same training set Sy as HYPOE-
VAL; for FT-B, we further sample 170 data points
for SummEval, NewsRoom, and HANNA or 70
data points for WritingPrompt-A from the remain-
ing data points, excluding the test sets. We fine-
tune the model for 20 epochs.

For direct scoring and G-Eval, following the
setup of the original G-Eval paper (Liu et al.,
2023a), we first let the evaluator model M g gener-
ate chain-of-thought steps for evaluation, and then
let M g give evaluation scores of given texts. To
acquire the probabilities for G-Eval, we directly
retrieve token probabilities for LLAMA-3.3-70B-
INSTRUCT, and sample 20 times with temperature
set to 1 for GPT-40-MINTI.

For direct scoring with few-shot demonstrations,
we set the number of demonstrations £ = 3, and
randomly sample annotated data points from Si;.

For PairS-beam, we use the same hyperpa-
rameter setting across all settings, where we set
beam_size = 1 and prob_gap = 0.1.

B.3 Licensing Details

For the datasets we use in this study, SummEval
and HANNA are under MIT License. NewsRoom
is licensed under the Dataset Usage Agreement
with the Cornell Newsroom Summaries Team that
allows for non-commercial research and educa-
tional purposes. The human evaluation scores we
used for WritingPrompt are under the Apache Li-
cense 2.0.

For the LLLMs, GPT-40-MINI is a proprietary
and not released under any open-source license,
while LLAMA-3.3-70B-INSTRUCT is released un-
der the Llama 3.3 Community License Agreement.

Throughout our study, we find that we are in
compliance with the licensing agreements of all the
datasets and LLMs used in this work.



SummEval NewsRoom

Ma Mg CH CON FLU RE CH INF FLU RE

P r p r p r p r p r p r P r p r

GPT-MINL  Gprvint 058 058 051 063 040 045 0.54 058 064 069 062 075 067 069 060 078
LLAMA-70B  0.63 0.66 0.50 0.60 038 044 056 059 059 0.66 059 075 0.68 069 054 0.74
LLAMA-T0B || \MA-70B 0.63 063 049 062 035 035 054 056 062 065 065 074 065 0.64 052 073
GPT-MINI 056 055 050 061 040 041 052 056 065 070 060 071 0.66 068 058 075
HANNA WritingPrompt-A
Mg Mg CH CX EM EG RE SU GRA COH LIK RE
p r P r P r P r P r p r p r p r p r p r
GPT-MINT GPT-MINI 0.55 0.68 055 061 050 057 054 063 049 062 038 045 054 053 064 060 053 052 070 0.68
LLAMA-70B 048 0.65 0.54 0.65 050 0.57 053 061 053 065 041 049 042 039 060 058 056 054 0.65 0.65
LLAMA-70B

LLAMA-70B  0.54 0.67 0.56 066 047 054 052 060 051 063 040 050 044 041 063 0.62 053 051 069 0.69
GPT-MINIL 056 0.69 054 061 049 057 054 0.62 049 060 040 049 0.51 050 062 059 054 053 071 0.71

Table 5: Results for cross-model study, where the hypotheses generated by one model are used for evaluation with
different evaluator models.

B.4 Estimated Cost

The cost of the hypothesis generation stage of our
framework with GPT-40-MINTI is around $0.1 for
one dataset-aspect configuration. For LLAMA-
3.3-70B-INSTRUCT, we run all experiments on
4 NVIDIA A100s with vLLM (Kwon et al., 2023)
as the backend. The hypothesis generation stage
takes less than 30 minutes.

For the hypothesis-guided evaluation stage, the
cost of running our pipeline is dependent on
the number of evaluated texts together with their
length.

C Example Hypotheses

We include full versions of more examples of
generated hypotheses for SummEval - coherence,
HANNA - engagement, and NewsRoom - relevance
in Table 8, Table 9, and Table 10.

D Additional Illustrations

To further show the exceptions discussed in Sec-
tion 4, we include the histograms of human anno-
tation score distribution for the consistency and
fluency aspects of SummEval in Fig. 3.
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Dataset - Aspect  |Sy| =30  |Su| =60 |Sy| = 100

P r p r P r

SummEval -CH 0.58 0.58 0.60 0.61 0.61 0.62
HANNA - EG 054 0.63 057 0.65 0.58 0.66

Table 6: Evaluation results with increased number of human evaluation scores used for hypothesis generation. We
show that HYPOEVAL’s correlations with human scores steadily increase as we scale the number of human scores
used.

Dataset - Aspect HYPOEVAL Literature-only
o r P r
SummEval - CH 0.58 0.58 0.54 0.56
NewsRoom - RE 0.60 0.78 0.56 0.74
HANNA - CH 0.55 0.67 0.53 0.64
HANNA - EM 0.50 057 048 0.53

WritingPrompt - GRA  0.54 0.53  0.54 0.52

Table 7: Evaluation results of the additional ablation study using hypotheses generated solely from literature. We
observe performance drops compared to HYPOEVAL across all 5 tested dataset-aspect configurations.

Example Hypotheses on SummEval - Coherence

* The overall structure and organization of the summary play a vital role in determining coherence scores. Summaries that are
logically organized, with a clear introduction, body, and conclusion, will score higher (4 or 5), while those that lack a coherent
structure or appear haphazardly arranged will score lower (1 or 2). A well-structured summary that guides the reader through the
main points will likely receive a score of 5, while a disorganized summary will score a 1.

» Summaries that maintain a consistent tone and style throughout will be rated higher for coherence (4 or 5), as this consistency
aids in reader comprehension. In contrast, summaries that shift in tone or style abruptly, creating confusion or distraction for the
reader, will be rated lower (1 or 2), reflecting a lack of coherence and engagement.

* Summaries that are exceptionally coherent, well-structured, and articulate, effectively conveying the main ideas and integrating
them in a way that enhances understanding, will receive a score of five.

» Summaries that are poorly structured, lack logical flow, and fail to connect ideas will receive a score of one, as they may be
disjointed and confusing, making it difficult for readers to follow the main ideas.

* The thematic consistency of a summary is essential for achieving higher coherence scores. A summary that introduces multiple
unrelated themes or topics, resulting in confusion and lack of focus, would likely receive a score of one. A summary that partially
maintains a central theme but includes several irrelevant details or tangents that distract from the main point may receive a score
of two. A summary that presents a clear main theme but lacks depth or thorough development of supporting ideas, leading to a
somewhat superficial understanding, might score a three. A summary that effectively ties together related ideas around a central
theme, providing a coherent narrative with some depth and relevant context, would receive a score of four. Finally, a summary
that maintains a singular, well-developed theme throughout, seamlessly integrating all points and enhancing the overall message
with rich context and insights, would receive a score of five.

Table 8: Full version of additional example hypotheses generated by GPT-40-MINI for the coherence aspect of
SummEval.
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Example Hypotheses on HANNA - Engagement

* The originality and creativity of the story’s premise and execution are crucial for engagement. A score of 1 is given to stories
that are entirely derivative, relying on predictable plots without any unique elements. A score of 2 may indicate a story that
includes a few original ideas but is largely uninspired and fails to captivate the reader. A score of 3 suggests a moderately creative
premise that engages the reader but lacks depth or surprising twists. A score of 4 reflects a highly original story that captivates
the audience with innovative concepts and engaging execution, while a score of 5 is reserved for stories that present unique,
unexpected twists and thought-provoking insights that challenge the reader’s expectations and provoke deeper reflection.

* The clarity and coherence of the narrative structure will significantly affect engagement scores. A score of 1 will be assigned
to stories that are chaotic and incoherent, making them nearly impossible to follow; a score of 2 for stories that have a basic
structure but are confusing or lack logical flow, resulting in a disjointed reading experience; a score of 3 for stories with a clear
but simplistic structure that conveys the plot adequately but lacks depth; a score of 4 for stories that are well-structured, logically
flowing, and maintain reader interest through effective transitions and a clear narrative arc; and a score of 5 for stories that exhibit
a sophisticated and intricate structure that enhances the narrative, captivates the reader, and seamlessly integrates various plot
elements, creating a compelling reading experience.

* Stories that are overly simplistic and fail to follow the prompt effectively will receive a score of 1, while those that showcase
original ideas and a compelling narrative voice will receive a score of 5.

* Emotional resonance and the ability to evoke feelings in the reader are key factors in engagement scoring. Stories that fail to
connect emotionally with the audience will likely receive a score of 1 or 2, while those that successfully elicit strong emotional
reactions, such as joy, sadness, or suspense, will score higher (4 or 5) due to their impactful storytelling.

* The richness of character development is a key factor in determining engagement. A score of 1 is assigned to stories featuring
flat, one-dimensional characters that fail to evoke any emotional connection or interest. A score of 2 may indicate characters
that are somewhat developed but lack complexity and relatability, making it hard for readers to connect. A score of 3 suggests
characters that are relatable but not fully fleshed out, leading to moderate engagement. A score of 4 reflects well-developed
characters that enhance the overall engagement of the story, showcasing growth, complexity, and emotional depth. Conversely,
stories with multi-dimensional, relatable characters that undergo meaningful development, face internal and external challenges,
and elicit empathy from the reader will score a 5.

Table 9: Full version of additional example hypotheses generated by GPT-40-MINI for the engagement aspect of
HANNA.

Example Hypotheses on NewsRoom - Relevance

* A summary will receive a score of 1 if it contains information that directly contradicts the source text, a score of 2 if it contains
some information not present in the source text, a score of 3 if it contains a mix of information present and not present in the
source text, a score of 4 if it contains most information present in the source text, but lacks nuance or depth, and a score of 5 if it
only contains information present in the source text, has excellent coherence, clarity, and demonstrates a high level of depth and
insight, with effective use of transitional phrases and sentences to connect ideas, and the summary is accurate and reliable.

* A summary will receive a score of 1 if it is completely unrelated to the source text, a score of 2 if it is partially related but
contains significant inaccuracies, a score of 3 if it is partially related and contains some accurate information, but also some
inaccuracies, a score of 4 if it is mostly related and contains mostly accurate information, and has good coherence and clarity, but
misses some key points or lacks depth, and a score of 5 if it is entirely related to the source text, contains all accurate and key
information, and demonstrates a high level of coherence, clarity, and depth, with clear and concise language, and effective use of
rhetorical devices to engage the reader and convey complex ideas, and the summary is comprehensive and well-written.

* A summary will receive a score of 1 if it introduces a significant amount of new information not present in the source text, such
as external knowledge or opinions, that alters the meaning or tone of the original text, a score of 2 if it introduces some new
information but also includes some relevant details from the source text, a score of 3 if it includes a mix of relevant and irrelevant
details with some inconsistencies, such as including information from other sources, a score of 4 if it includes mostly relevant
details with minor errors or omissions, and a score of 5 if it only includes details that are present in the source text and are
relevant to the main points, without any external information or opinions that could change the original meaning, based on the
trait of relevance and presence of extraneous information, including the ability to distinguish between essential and non-essential
information.

* A summary will receive a score of 1 if it fails to capture any key concepts or relationships presented in the source text, a
score of 2 if it captures some key concepts but misses important relationships or nuances, a score of 3 if it captures most key
concepts and relationships but with some inaccuracies or inconsistencies, a score of 4 if it accurately captures most key concepts
and relationships with minor inaccuracies, and a score of 5 if it accurately and comprehensively captures all key concepts and
relationships presented in the source text, including underlying themes, motivations, and implications, based on the trait of depth
and quality of analysis, including the ability to identify and explain complex relationships, patterns, and concepts presented in
the source text.

Table 10: Full version of additional example hypotheses generated by LLAMA-3.3-70B-INSTRUCT for the relevance
aspect of NewsRoom.
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Figure 3: Illustration of the distribution of human evaluation scores of SummEval. The scores for the consistency and
fluency aspects are highly skewed towards 5, which potentially leads to the decrease in performance of HYPOEVAL
on theses aspects.

Example of not-selected hypothesis from NewsRoom - CH
Failure Mode: The complexity of sentences does not necessarily influence coherence scores.

* A summary that uses varied sentence structures and vocabulary to enhance readability and engagement, while maintaining
coherence throughout, will receive a score of 5. A summary that primarily uses simple sentences but maintains coherence and
clarity will receive a score of 4. A summary that relies heavily on repetitive phrases or awkward constructions, leading to a
lack of engagement and clarity, will receive a score of 3. A summary that is poorly written, with frequent grammatical errors
or awkward phrasing that disrupts understanding, will receive a score of 2. A summary that is riddled with errors that make it
nearly impossible to understand, severely impacting coherence, will receive a score of 1.

Example of not-selected hypothesis from NewsRoom - FLU
Failure Mode: The hypothesis relies on irrelevant criteria (verbosity, informativeness rather than fluency).

* Summaries that are excessively verbose, contain irrelevant information, or fail to focus on the main ideas, making it hard for the
reader to grasp the essential points, will receive a score of 1. Summaries that are somewhat concise but still include unnecessary
details that detract from the main points and confuse the reader will receive a score of 2. Summaries that are mostly concise but
may have a few extraneous details that do not significantly impact clarity, allowing for some understanding of the main ideas,
will receive a score of 3. Summaries that are concise with only minor unnecessary details that do not detract from the overall
message and maintain focus on the key points will receive a score of 4. Summaries that are succinct, focused, and contain only
relevant information that enhances understanding and clarity will receive a score of 5.

Example of not-selected hypothesis from HANNA - EM
Failure Mode: The hypothesis does not provide a comprehensive criteria (e.g. only talks about criteria for a score of 2)

* Stories rated with a score of 2 demonstrate minimal emotional engagement, where characters may be somewhat relatable but
lack significant development or depth. The narrative may include basic emotional elements but fails to evoke strong feelings,
resulting in a weak empathetic response from readers.

Table 11: Examples of hypotheses that are not selected during the hypothesis selection stage of HYPOEVAL. We
also give failure modes describing why hypotheses are not selected.
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