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Abstract

Tables play a crucial role in conveying infor-
mation in various domains, serving as indis-
pensable tools for organizing and presenting
data in a structured manner. We propose a
Plan-then-Reason framework to answer differ-
ent types of user queries over tables with sen-
tence context. The framework first plans the
reasoning paths over the context, then assigns
each step to program-based or textual reason-
ing to reach the final answer. We construct an
instruction tuning set TrixInstruct follow-
ing the framework. Our dataset cover queries
that are program-unsolvable or need combin-
ing information from tables and sentences to
obtain planning and reasoning abilities. We
present PROTRIX by finetuning Llama-2-7B
on TrixInstruct. Our experiments show that
PROTRIX generalizes to diverse tabular tasks
and achieves comparable performance to GPT-
3.5-turbo. We further demonstrate that PRO-
TRIX can generate accurate and faithful ex-
planations to answer complex free-form ques-
tions. Our work underscores the importance of
the planning and reasoning abilities towards a
model over tabular tasks with generalizability
and interpretability. We will release our dataset
and model to the research community.

1 Introduction

Tables, serve as a fundamental tool for organiz-
ing and presenting information across various do-
mains. Whether in business reports, or scientific
publications, tables are commonly employed to
convey complex data effectively. Despite their
widespread utility, the process of human beings
answering questions involving tables appears to
be time-consuming, given the often substantial
amount of content involved. Recognizing this chal-
lenge, there arises a need to leverage the capabili-
ties of Large Language Models (LLMs) to under-
stand and respond to user query automatically.
Figure 1 demonstrates three kinds of user queries
for a table from Wikipedia. In the first example,

Athletics at the 2001 Goodwill Games 3000 meters

Rank Name Nationality Time
1 Brahim Boulami Morocco 8:17.73
2 Reuben Kosgei Kenya 8:18.63
3 Stephen Cherono Kenya 8:19.98
4 Bouabdellah Tahri France 8:20.25
5 Tim Broe United States 8:20.75
6 Luis Miguel Martin Spain 8:24.03
7 Raymond Yator Kenya 8:27.19
8 Thomas Chorny United States 9:24.26

Sentence Context

Brahim Boulami (born April 20, 1972 in Safi) is a Moroccan athlete who
set two world records in the 3,000 meter steeplechase.

Reuben Seroney Kosgei (born 2 August 1979 in Kapcherop, Kenya),
is a middle and long distance athlete mostly famous for 3000 m
steeplechase in which he became the youngest ever winner of an
Olympic gold medal.

Saif Saaeed Shaheen formerly Stephen Cherono (born 15
October 1982), is a steeplechase runner.

How many medals were won by Kenya?

Is this claim true or false?
The silver medalist of the 3,000 meters steeplechase at
2001 Goodwill Games has never won a Olympic gold medal.

How successful is Kenya in the 3000 meters
steeplechase at 2001 Goodwill Games?

Figure 1: Demonstrations of user queries to a table in
Wikipedia. The table is extracted from the Wikipedia
page Athletics at the 2001 Goodwill Games. Some of
the sentences with hyperlinks to the table are presented
as sentence context.

the user query is How many medals were won by
Kenya?. This question is annotated as a program-
unsolvable question by SQL experts (Shi et al.,
2020) attributed to the absence of an explicit col-
umn for medals in the table. To resolve this, the
model must fill the gap between the query and
the table by recalling the common knowledge that
only the top three players can win medals. The



Term Description Temperature Range Rank Name Nationality Time
Extra-rare or Blue very red and cold 115-120 °F o Brahim Boulami Morocco 8:17.73
Reuben K i K 8:18.6:
Rare cold red center; soft 125-130 °F 2 euben Rosgel enya 1853
3 Stephen Cherono Kenya 8:19.98
Medium Rare warm red center; firmer 130-140 °F
4 Bouabdellah Tahri France 8:20.25
Medium pink and firm 140-150 °F N -
5 Tim Broe United States 8:20.75
Medium well small amount of pink in the center 150-155 °F 6 Luis Miguel Martin Spain 8:24.03
Well done gray-brown throughout; firm 160-212 °F 7 Raymond Yator Kenya 8:27.19
Overcooked Blacken throughout; hard >212 °F 8 Thomas Chorny [ United States [ 9:24.26

Is medium well more or less red than well done?

SELECT
CASE

WHEN cma."Description" = cm2."Description" THEN ‘the same description.'

WHEN cma."Description" < cm2."Description” THEN ‘Less Red'
ELSE ‘More Red'
END AS comparison_result...

Program-based Reasoning

X

How many unique nationalities are featured
in the leaderboard for athletics?

Textual Reasoning
There are four unique nationalities...
The nationalities are: 1. Morocco 2. Kenya
3. France 4. United States X

Figure 2: Demonstration of disadvantages of program-based and textual reasoning on tabular tasks. program-based
reasoning fails to answer the query since it tries to compare general concepts with a math operator. The textual
reasoning fails on a program-solvable query that needs to count distinct countries in the table.

second query delves into a multi-hop scenario ask-
ing whether the silver medalist at the 2001 Good-
will Games has ever won an Olympic gold medal.
Addressing such queries raises two challenges (1)
Decompose the query into sub-tasks. Such as the
model plans to derive the silver medalists first and
then verify their record of Olympic medals. (2)
Combining structured and unstructured context.
The model must extract the athletic name from
the table and derive the information from the sen-
tence context that Kosgei has won an Olympic gold
medal since he is the youngest ever winner of an
Olympic gold medal. The last query also requires
the model to recall common knowledge to decide
which contextual information can be used as evi-
dence to judge if Kenya is successful at the 2001
Goodwill Games. Subsequently, the model must
generate explanations to arrive at certain conclu-
sions. The first two queries mainly require the
model to fill the information gap in the query with
a short-form answer while the third query seeks
for information on a more general concept how
successful is Kenya. It underscores the importance
of the planning and reasoning abilities to connect
the general concept with the actual information
in the context and generate faithful and accurate
explanations for the conclusions.

Various pre-trained models are proposed for tab-
ular tasks (Yin et al., 2020; Wang et al., 2021; lida
et al., 2021; Deng et al., 2022; Yang et al., 2022;
Jiang et al., 2022; Liu et al., 2021). But they are

often limited to specific query types and could not
generalize well to unseen tasks. Regarding models
fine-tuned with respect to general tabular querying
tasks (Xie et al., 2022; Liu et al., 2023a; Zhang
et al., 2023a), they are expected to generate the an-
swers directly, which inevitably lacks interpretabil-
ity. Previous methods are not specifically designed
for enhancing the planning and reasoning abili-
ties of models while these abilities are crucial for
building a tabular model with generalizability and
interpretability.

In this paper, we propose a Plan-then-Reason
that plans upon various types of user queries and
then reasons to reach the final answer. We leverage
this framework to fine-tune models to enhance plan-
ning and reasoning abilities. Recent base models
are pre-trained with a large amount of corpora thus
obtaining intrinsic common knowledge (Touvron
et al., 2023; Roziere et al., 2023). These models
suit as the backbone for our models that can fill the
gap between queries and tables, understand general
concepts, and plan the reasoning paths.

There are generally two ways to enhance reason-
ing ability. One is textual reasoning which prompts
the model to answer questions step-by-step (Wei
et al., 2022). The other one is program-based rea-
soning, prompting the model to write code to an-
swer the questions. Each of the reasoning meth-
ods has its disadvantages as shown in Figure 2.
The textual reasoning method such as Chain-of-
Thought (Wei et al., 2022) can be used to enhance



the tabular reasoning ability but often lacks preci-
sion in tabular operations such as sorting, count-
ing and filtering, and may not generalize well to
large tables (Chen et al., 2019). The program-based
reasoning method writes SQL or Python code to
answer users’ query (Chen et al., 2022). The left
example in Figure 2 queries the color comparison
between steaks with different cooking methods.
Therefore, it raises a need to integrate the advan-
tages of program-based and textual reasoning. The
model could write code to extract necessary infor-
mation from the table or perform specific opera-
tions with high precision, which would help the
model generalize to unseen or larger tables. And
the model could leverage textual reasoning to main-
tain understanding of general concepts and com-
bine information from table and sentence context
to reach final answers or conclusions.

To enhance the planning and reasoning abilities
mentioned above, we construct an instruction tun-
ing dataset TrixInstruct based on benchmarks
with queries that are program-unsolvable or need
combining information from table and sentence
context. We finetune Llama-2-7B (Touvron et al.,
2023) with TrixInstruct. The resulting model
PROTRIX! is designed to Plan and Reason On
TabulaR tasks with integration of code executlon
and teXtual reasoning. Our experiments show that
models trained with Plan-then-Reason framework
can generalize to unseen tabular tasks in different
domains with only a handful of training examples
and give accurate and faithful explanations even
for complex how and why queries.

In summary, our contributions are listed as:

e We propose a Plan-then-Reason framework to
answer user queries on tabular tasks with sentence
context. The framework first plans the reasoning
pathways by ingesting the query and the context,
and assigns each step to textual and program-based
reasoning to arrive at the final answer.

e We construct TrixInstruct, an instruction-
tuning set to build models with generalizability
and interpretability over tables with sentence con-
text. To obtain the required planning and reason-
ing abilities, we include queries that are program-
unsolvable or need combining tables and sentences
in our instruction-tuning dataset.

e We will open-source our model PROTRIX, ca-
pable of planning and reasoning on tabular tasks

"Protrix originally means a chemical reactor for small-
scale production with compatibility and process control.

with sentence context. PROTRIX can generalize to
unseen tasks and achieves comparable performance
with GPT-3.5-turbo.

2  Our Method

2.1 Problem Formulation

This study centers on tabular tasks with sentence
context. Each instance is structured as (Q, 7', S, A),
where () represents users’ query. 1" denotes a singu-
lar table, while S denotes the sentence context. The
sentence context usually is passages linked to the
table or retrieved from a knowledge base. Finally
A stands for the predicted answer. The answer
could be short-form for answering questions like
hom many... or is this true or false.... For how and
why questions, the answer is generally one or more
sentences which is defined as free-form answers.

2.2 Plan-then-Reason Framework

We propose a Plan-then-Reason framework to
build a generalist model that can answer different
types of queries over tables and texts. The frame-
work first ingests the query and the context by re-
calling common knowledge and general concepts.
Then it begins to design the model’s reasoning path-
way, planning the utilization of program-based and
textual reasoning to arrive at conclusions.

Planning The model first analyzes the query and
fills the potential gap between the query and the
context. Consider the first query in Figure 3, there
is no explicit column of color in the table. The
model recalls commonsense that pink, gray-brown
and other colors in the description column can be
used to answer the question. Similarly, in the sec-
ond query, the model recalls that only top 3 athletes
can win medals.

Then the model adaptively plans the reasoning
path with program-based and textual reasoning to
address the limitations of each method. For the
first query, the model plans to use SQL to extract
relevant information from the table and make com-
parisons of concepts through textual reasoning. For
the second query, the model decomposes the task
into a multi-hop reasoning chain. It uses SQL to
extract the silver medalist from the table and uses
sentence context to verify his Olympic record.

Reasoning The reasoning phase initiates with
program-based reasoning, writing SQL queries to
extract relevant cells or perform operations such
as counting and ordering. After running SQL on



Queries

Is medium well more or less red than well done?

Well done 160-212 °F

gray-brown throughout

Is this claim true or false?
The silver medalist of the 3,000 meters steeplechase at 2001
Goodwill Games has never won a Olympic gold medal.

Planning

No column named color or red

Term Description Temperature
P T D ipti
Query the description column em escription
C Medium well ...,pink in the center
Medium well ..,pink in the center 150-155 °F Write SQL to extract description Overcooked gray-brown throughout

C Compare color by textual reasoning

Recall silver medalist ranks 2nd.

Reasoning

SELECT Term, Description FROM Table WHERE Term ==
‘Medium well* or ‘Overcooked’;

Pink has more redness compared to gray-brown
The final answer is more red.

1. Find the name of the silver medalist

SELECT Name FROM Table WHERE Rank = 2;

Rank Name Nationality Time Rank Name
1 Brahim Boulami Morocco 8:17.73 Write SQL to extract silver medalist 2 Reuben Kosgei
2 Reuben Kosgei Kenya 8:18.63 2. Check his Olympic medals
The execution result shows the silver medalist is Reuben Kosgei.
The table is irrelevant to Olympic Sentence context confirms he is the youngest Olympic gold
Reuben Seroney Kosgei ... famous for 3000 m steeplechase in which he medalist in 3000m steeplechase.
The final answer is False

became the youngest ever winner of an Olympic gold medal.

Verify the claim with sentences

Figure 3: Illustration of our framework. The figure shows the process of our framework to answer a question. The
framework first performs strategical planning, decomposing questions into reasoning chains to be solved by either
table or sentence context, then perform reasoning based on symbolic programs or natural language to reach answer.

a code interpreter, the results are fed back into the
model’s ongoing reasoning process. Subsequently,
during textual reasoning, the model selects relevant
sentences from a pool of retrieved information to
complement the table context. Reuben Kosgei...
youngest ever winner of an Olympic gold medal
suggests that he has won a gold medal in his career.
At last, the model summarizes insights from the
program-based and textual reasoning to reach the
answer.

2.3 Instruction Tuning

Based on the analysis in §1, we highlight the abil-
ities Plan-then-Reason framework possesses to-
wards tabular tasks with sentence context. (1) Un-
derstanding user’s query: use parametric knowl-
edge of commonsense insights and general con-
cepts to analyze the relationship between the query
and the context; (2) Adaptive planning: decom-
pose a query into sub-questions and plan to answer
these sub-questions with different types of context
or design multi-hop reasoning paths for the query,
and (3) Blending program-based and textual rea-
soning: synthesize the strength of each method to
maximize performance.

To train our model with such abilities, we con-
struct an instruction tuning set TrixInstruct
based on two tasks i.e., WikiTQ (WikiTableQues-
tions) (Pasupat and Liang, 2015) and FEVER-
OUS (Aly et al., 2021). WikiTQ involves a table
question-answering task based on a single provided
table, requiring multi-step reasoning and perform-

ing diverse data operations such as comparison,
aggregation, and arithmetic computation. WikiTQ
also contains cases that can not be solved by SQL
programming (Shi et al., 2020) solely which need
to be solved with textual reasoning as the case
shown in Figure 2.

On the other hand, FEVEROUS presents an
open-domain fact verification challenge spanning
both sentences and tables. We select samples con-
taining precisely one table in their gold evidence
set. Each case is presented with the corresponding
table along with 5 sentences as contextual infor-
mation. To introduce variability to the sentence
context, we ensure the inclusion of gold sentence
evidence and augment the context with noisy sen-
tences retrieved from Wikipedia by a dense re-
triever (Hu et al., 2023). Training examples on
claim verification from FEVEROUS impart the
ability to decompose claims and reason on each
sub-claim with a specific table or sentence context.

For each task, we sampled 4,000 instances from
the training datasets. We employ GPT-4 (Achiam
et al., 2023) to generate responses according to
the Plan-then-Reason framework following the
prompts detailed in Table 8 and Table 9 in Ap-
pendix. We filter out instances that GPT-4 pre-
dicts answers inconsistent with the original dataset
annotations. This results in a training set com-
prising 3,517 cases from FEVEROUS and 2,866
cases from WikiTQ. We train our model based on
Llama-2-7B (Touvron et al., 2023) and CodeLlama-
7B (Roziere et al., 2023).



WikiTQ WikiSQL TabFact SCITAB FEVEROUS HybridQA TATQA

Closed-Source Model

GPT-3.5-turbo 51.8 55.0 68.8 453 61.0 45.7 59.1
Finetuned SOTA 63.3" 89.2" 90.8 1 73.1F 75.91 61.0f 74.5%
7B Parameter Model

Llama-2 21.4 17.4 48.6 27.2 47.1 27.6 28.7

CodeLlama 13.1 17.3 495 37.1 43.0 28.5 28.4

TableLlama 31.6 417 82.61 29.2 56.8 30.7 36.1

PROTRIX 56.21 54.0 71.6 45.0 75.61 37.1 39.6

PROTRIX-CODER  57.8f 60.0 70.6 412 71.4% 39.3 413

Table 1: Experimental results on short question answering and fact verification tasks. Most results are zero-shot
performance. T The model is trained on the benchmark.

3 Experiments

3.1 Benchmarks for Evaluation

We use existing tabular benchmarks with differ-
ent input and output configurations to evaluate the
performance of our model on queries with short-
form or free-form answers. We further divide ex-
isting benchmarks on short-form answer tasks into
short-form question answering and fact verification
following the category in Figure 1.

Short-form Question Answering WikiSQL and
WikiTQ are question answering benchmarks on
tables from Wikipedia without sentence con-
text (Zhong et al., 2017; Pasupat and Liang, 2015).
HybridQA (Chen et al., 2020) requires models to
answer questions based on both tables and sen-
tences. We use retrieved sentences, admittedly
noisy, from Chen et al. (2020) as the sentence con-
text. TATQA (Zhu et al., 2021) is focused on tables
with sentence context from financial reports.

Fact Verification We use fact verification bench-
marks to evaluate the performance of answering
questions: is this true or false. We follow our
method in §2.3 to construct the evaluation dataset
for FEVEROUS (Aly et al., 2021). TabFact (Chen
etal., 2019) verifies claims based on tables from the
Wikipedia. SCITAB (Lu et al., 2023) focuses on
tables from scientific papers. This benchmark re-
quires compositional reasoning and commonsense
knowledge.

Free-form Question Answering FetaQA con-
tains what questions with multiple answers and
how and why questions that requires model to gen-
erate explanations (Nan et al., 2022). The original
FetaQA dataset has annotated highlighted cells, we
turn to a more challenging and realistic scenario
where the highlighted cells are not provided as

input and the model will answer the question di-
rectly based on the complete table context. Since
our model is only finetuned on short-form answer
tasks, FetaQA can be utilized to further evaluate the
interpretability and generalizability of our model.

3.2 Short-form Answer Tasks

Baselines We choose the following baselines: (1)
Closed-source model: We use the zero-shot end-
to-end QA performance on GPT-3.5-turbo as base-
line. (2) Finetuned SOTA: We select the fine-tuned
SOTA for each task as baselines. We use Om-
niTab (Jiang et al., 2022) for WikiTQ, TAPEX (Liu
et al., 2021) for WikiSQL, PASTA(Gu et al., 2022)
for TabFact, finetuned BERT for SCITAB (Luetal.,
2023), SPHQA (Lei et al., 2023) for HybridQA
and APOLLO (Sun et al., 2022) for TATQA . For
FEVEROUS, we run DCUF (Hu et al., 2022) on
our training and development set of FEVEROUS
and obtain an accuracy of 75.9%. Notice that
S3HQA uses a more precise sentence retriever com-
pared to ours. And DCUF leverages an additional
retriever to select 25 table cells as input. (3) 7B
parameter model: We first compare our model
with the zero-shot performance of base models,
Llama-2-7B (Touvron et al., 2023) and CodeLlama
7B (Roziere et al., 2023). Then we compare with
TableLLlama, which is the most similar baseline
to our model. TableLlama is a generalist model
trained on Tablelnstruct (Zhang et al., 2023a), a
large-scale training set with approximately 260k
training examples.

Evaluation Metrics Our model is trained to
reach a final answer after a phrase the answer is.
During the evaluation of question answering and
fact verification tasks, we match the gold answer
after the answer is phrase. If the answer is phrase



is not found in the response, we consider the an-
swer as wrong. We report three-class F1 score for
SCITAB and accuracy for the other datasets.

Main Results The experimental result in Table 1
shows that our model generalizes to diverse tab-
ular tasks with only 6k training instances. Our
model PROTRIX has comparable performance to
the closed-source model GPT-3.5-turbo. Compared
with the backbone model Llama-2-7B, the perfor-
mance gain on in-domain benchmarks is 34.8%
on WikiTQ and 28.7% on FEVEROUS. And the
performance gain on out-of-domain benchmarks is
19.0% on average. Comparing the out-of-domain
performance with TableLlama, PROTRIX surpasses
Tablellama by 14.2% on WikiSQL, 6.4% on Hy-
bridQA, 13.3% on SCITAB and 3.5% on TATQA.
The overall performance gain on out-of-domain
benchmarks demonstrates the planning and reason-
ing abilities obtained from TrixInstruct is not
restricted to in-domain queries. The model adap-
tatively generalizes to queries with different input
and output configurations and can even be applied
to specific domains such as science and finance.

Comparison Between Base Models We experi-
ment with two different backbone models Llama-
2-7B (Touvron et al., 2023) and Codellama-
7B (Roziere et al., 2023) with two resulting models
PROTRIX and PROTRIX-CODER. From Table 1,
we can observe that PROTRIX-CODER achieves
higher accuracy on question answering tasks while
PROTRIX has better performance on fact verifi-
cation tasks. PROTRIX-CODER benefits on the
reasoning ability from the base model CodeLlama
which is continually trained on code but falls short
on the planning ability for verification.

Training Cost TableLlama (Zhang et al., 2023a)
is the most similar to our model as a generalist
model for tabular tasks. Notably, TableLlama takes
9 days to train on a 48 80*A100 cluster while our
model is trained on 4 Nvidia A40 GPUs(48GB) for
only 5 hours.

3.3 Free-form Answer Tasks

Baselines We run GPT-3.5-turbo and TableL-
lama (Zhang et al., 2023a) as our baselines. The
prompt for each model is shown in Table 10 in
Appendix. We also use the result of fine-tuning
method using T5-large, and human performance
from Nan et al. (2022) as baselines. Notably, the
results from Nan et al. (2022) are evaluated with

Models Fluency Correct Adequate Faithful
T5-large™ 94.6 54.8 50.4 50.4
GPT-3.5-turbo 99.0 83.0 85.0 96.0
TableLlama 63.0 67.0 55.0 82.0
PROTRIX 96.0 71.0 71.0 91.0
Human performance™  95.0 924 95.6 95.6

Table 2: Human evaluation results on FetaQA. *: results
reported by Nan et al. (2022)

the original setting where the highlighted cells are
provided.

Evaluation Metrics Since the response of our
model contains step-by-step reasoning over sym-
bolic code and natural language, BLEU (Papineni
et al., 2002) would underestimate the performance
of our model. BLEU also can not be used to evalu-
ate the correctness and faithfulness of the responses.
We sample 100 cases from the dataset to perform
human evaluation following Nan et al. (2022). The
evaluation is based on four criteria: (1) fluency if an
answer is natural and grammatical; (2) correctness
if an answer is correct; (3) adequacy if an answer
contains all the information that is asked by the
question; (4) faithfulness if an answer is faithful
and grounded to the contents of the table.

Results From Table 2, we can observe that our
model exclusively trained on short-form answer
tasks can adaptively generalize to give accurate
and faithful explanations for complex free-form
questions. Our model achieves a fluency score of
96.0, closely following the human performance at
95.0, indicating its natural and coherent responses.

ProTrix surpasses TableLlama by 33% on flu-
ency. TableLlama is observed to lose fluency in
some cases where it generates a float number like
2008.0 to answer what year or a list of structured
<entity_name> which is used to answer entity link-
ing questions from its training set.

Our model achieves correct score of 77.0 and
faithful score of 91.0 which are comparable to GPT-
3.5-turbo. Although our model is only trained on
short-form answer tasks, the learned planning and
reasoning abilities can be utilized to answer com-
plex how and why questions. PROTRIX can analyze
a general concept with actual information in the
context to reach final conclusions. We present an
example of the responses in Table 11 in Appendix.



Models

WikiTQ WikiSQL Tabfact SCITAB FEVEROUS HybridQA TATQA

PROTRIX 53.7 55.9
w/o Planning 43.7 45.3
w/o Reasoning 41.4 44.0
w/o Planning and Reasoning  36.3 39.0

734 45.0 75.6 37.1 39.6
66.4 31.8 66.8 33.0 38.5
65.4 334 70.4 31.9 27.6
59.0 29.4 64.8 27.7 25.5

Table 3: Ablation study

4 Ablation study

We perform the following ablation studies to evalu-
ate the effectiveness of our Plan-the-Reason frame-
work (1) w/o Planning: we split each instance in
TrixInstruct into planning and reasoning parts.
We train our model with only the reasoning part of
the training instances. (2) w/o Reasoning: Similar
to (1), we finetune the model with only the plan-
ning part of the training instances. (3) w/o Planning
and Reasoning: We finetune the model to perform
end-to-end QA that generates answers directly.

The result of ablation study is presented in Ta-
ble 3. Both planning and reasoning contribute
significantly to the overall generalizability and in-
terpreterbility of our model. Excluding planning or
reasoning would cause the average performance
to decrease by 7.8% or 9.6%, respectively. In
w/o planning setting, the performance on SCITAB
and FEVEROUS drops significantly by 13.2% and
8.8%, respectively. It suggests the importance of
planning ability in utilizing commonsense knowl-
edge and decomposing the query into reasoning
chains over tables and sentences. The w/o plan-
ning and reasoning setting is similar as previous
methods that train the model to answer queries
directly (Xie et al., 2022; Zhang et al., 2023a).
The performance of in-domain and out-of-domain
benchmarks drops by 14.1% and 13.7% on aver-
age, emphasizing the effectiveness of the Plan-then-
Reason framework in promoting generalizability
across diverse tabular tasks.

5 Analysis

5.1 Program-Unsolvable Queries

To analyze the performance on queries that
need commonsense knowledge or textual rea-
soning. We decompose the original develop-
ment set of WikiTQ into program-solvable and
program-unsolvable parts following Shi et al.
(2020). We compare the performance of PROTRIX
and PROTRIX-CODER with Binder (Cheng et al.,
2022b),UnifiedSKG (Xie et al., 2022), TAPEX (Liu
et al., 2021), TaCube (Zhou et al., 2022). Notably,

our models are only trained with less than 3k exam-
ples from WikiTQ while TAPEX and TaCube are
trained on the original training set which contains
over 11k examples. UnifiedSKG is trained on 21
tasks involving WikiTQ. Binder prompts Codex to
write code with LLMs as APIs. We do not compare
with TableLlama since it is not trained on WikiTQ.

From Table 4, we can observe that PROTRIX-
CODER achieves the highest accuracy on program-
unsolvable queries compared with fine-tuned meth-
ods. It suggests TrixInstruct can teach a model
to understand commonsense and general concepts
in the query and adaptatively plan to reason with
programs or languages. PROTRIX-CODER still
falls behind TAPEX and TaCube on the program-
solvable subset. But these models require table
pretraining which is computationally expensive.
PROTRIX-CODER surpasses the previous general-
ist model by 1.5% and 4.7% on program unsolvable
and solvable subsets, indicating the effectiveness
of the proposed Plan-then-Reason framework.

Models P-Unsolvable P-Solvable Overall
Closed-source Models

Codex 40.3 534 50.5
Binder 41.3 71.8 65.0
Finetuning Methods

UnifiedSKG 37.6 56.0 51.9
TAPEX* 33.6 68.0 60.4
TaCube* 34.9 68.5 61.1
PROTRIX 35.0 59.1 53.8
PROTRIX-CODER 38.9 60.7 55.7

Table 4: Breakdown performance on the development
set of WikiTQ. P-(un)solvable: program-(un)solvable
subset. *: with table pretraining.

5.2 Combining Tables and Sentences

We break down the performance on FEVEROUS
into subsets following Aly et al. (2021). We choose
subsets that are related to the planning and rea-
soning abilities to analyze our model as shown in
Table 5. We use GPT-3.5-turbo and DCUF (Hu
et al., 2022) as baselines. Notably, our reproduc-
tion of DCUF leverages an additional module (Wu



et al., 2023) to select top 25 cells from the table
to control input context length. GPT-3.5-turbo and
our models use the whole table as input.

From Table 5, we can observe that PROTRIX has
comparable performance with GPT-3.5-turbo and
DCUF on combining tables and texts and multi-
hop reasoning. It suggests that our model can learn
to plan the reasoning steps and assign them to pro-
grams or languages by training on TrixInstruct.
PROTRIX surpasses GPT-3.5-turbo and DCUF by
25.5% and 5.4%, respectively, on the numerical
reasoning subset. It underscores that symbolic pro-
gramming can achieve high-precision performance.

Models Table+Text Multi-hop Numerical
Closed-source Models

GPT-3.5-turbo 81.3 79.2 48.6
Finetuning Methods

DCUF! 83.4 77.8 68.7
PROTRIX 81.8 73.9 74.1
PROTRIX-CODER 78.1 68.8 73.1

Table 5: Breakdown performance on our development
set of FEVEROUS. Table+Text: combining tables and
texts. Multi-hop: multi-hop reasoning. Numerical: Nu-
merical reasoning. T: select top 25 cells from the table
as input following Wu et al. (2023).

6 Related Work

Prompting Methods for LLMs Large language
models can be guided to solve tasks in a step-by-
step manner (Wei et al., 2022; Hao et al., 2023).
Chen (2023) first utilized Chain-of-Thought (Wei
et al., 2022) to enhance the reasoning of LLMs
on tabular tasks and points out that textual reason-
ing can not generalize to large tables directly. Re-
searchers prompt the model to select relevant rows
and columns as one step in the chain of reasoning
to enable LLM to focus on the following reason-
ing step (Jiang et al., 2023; Ye et al., 2023; Wang
et al., 2024). Chen et al. (2022) proposes Program-
of-Thought (PoT) that answers a question in pure
programming language. Compared with textual
reasoning, program-based reasoning is executed by
a code interpreter, achieving high-precision reason-
ing in complex tabular or mathematical questions.
LEVER (Ni et al., 2023) writes code to solve tabu-
lar tasks with the additional verification step. Re-
AcTable(Zhang et al., 2023b) prompts the model
to choose to use SQL or Python tools to answer the
questions in multiple turns. Binder (Cheng et al.,

2022b) binds LLMs as API calls within a Python or
SQL program to address the program-unsolvable
aspect of the queries. Liu et al. (2023b) proposes
mix self-consistency that combines the potential of
both textual and program-based reasoning.

Finetuned Models Various pre-trained models
are proposed for tabular tasks (Yin et al., 2020;
Wang et al., 2021; Iida et al., 2021; Deng et al.,
2022; Yang et al., 2022; Jiang et al., 2022; Liu et al.,
2021). But they often are limited to one specific
downstream fine-tuning task. As for models with
generalizability, Liu et al. (2023a) mix symbolic
SQL execution task with FLAN task to further fine-
tune FLAN-TS to improve zero-shot tabular ques-
tion answering performance. Li et al. (2023) fine-
tunes models with a large synthesized dataset of
table manipulation and data augmentation to serve
as a table-foundation model that understands table
structures. Zhang et al. (2023a) collects an instruct-
ing tuning set that covers diverse tables and tasks
and finetune Llama to obtain a generalist model
without table pretrainning. Compared with exist-
ing generalist models that are expected to generate
answers directly, PROTRIX is interpretable by gen-
erating the process of planning and reasoning.
TaCo (Zheng et al., 2023) is finetuned with step-
by-step solutions of math problems over tabular
data. However, it is only limited to mathematical ta-
ble reasoning and can not generalize to other types
of tabular tasks. Our instruction set constructed fol-
lowing Plan-then-Reason framework can be lever-
aged to train generalist models over tables with
sentence context while maintaining interpretability.

7 Conclusions

In this paper, we propose Plan-then-Reason frame-
work to answer different types of user queries
over tables with sentence context. It understands
the commonsense and concepts in the query and
plans the reasoning steps over programs and lan-
guages. We construct an instruction tuning set
TrixInstruct to finetune models to obtain such
planning and reasoning abilities with only 6k exam-
ples. The experiments show that our resulting mod-
els PROTRIX and PROTRIX-CODER generalize to
unseen tabular tasks with sentence context and pro-
duce accurate and faithful explanations. Our work
highlights the required abilities for generalist mod-
els over tabular tasks with sentence context, and
paves the way for future research directions.



Limitations

TrixInstruct only contain relational tables. It
currently does not contain complex tables with
hierarchical headers (Cheng et al., 2022a). And
TrixInstruct is restricted to queries over one ta-
ble. It can not be directly applied to tabular tasks
over multiple tables or retrieved top k tables that
are noisy in context. But as to our knowledge, we
are the first to study the generalist model over ta-
bles with noisy sentence context while maintaining
interpretability. We plan to extend TrixInstruct
to cover more realistic scenarios in future work.
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A Implementation Details

We fully fine-tune Llama-2 7B (Touvron et al.,
2023) and Codellama-7B (Roziere et al., 2023)
with our instruction tuning set with the context
of length 4096. We set the learning rate as Se-
6 and the batch size as 32. The training process
uses a cosine scheduler with a 3% period for 3
epochs. We utilize DeepSpeed training with ZeRO-
3 stage (Rasley et al., 2020). Our model is trained
with 4 NVIDIA A40 GPUs (48GB) and the whole
training process takes about 5 hours. During infer-
ence, we set the output length as 1024 and truncate
large tables to fit in context length. Then we prompt
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the model to generate a response for the query, if
there is a SQL in the response, we replace the ex-
ecution result with an output of the actual SQL
execution tool and ask model to generate the rest
of the response. We stop when there is no SQL
in the generated response. If the SQL can not be
executed, we fall back to the execution result the
model generates.

B Training Dataset Analysis

Our instruction tuning dataset is extracted from
GPT-4 responses. We filter out the responses that
have inconsistent final answers with the original
dataset annotations, but the reasoning process of
the responses in the training set has not been fully
validated. We perform a quality analysis of our
training dataset. We categorize the cases into the
following types: (1) Planning error: the response
fails to generate a correct plan to answer the ques-
tion, (2) SQL error: The response generates SQL
containing columns that do not exist at all or the
SQL simply can not be executed. (3) Execution
error: the execution result given by GPT-4 is wrong
and (4) Reasoning error: the model achieves a cor-
rect answer with wrong reasoning. We demonstrate
examples for each error type in Table 7. We sam-
ple 50 cases with sentence context and 50 cases
without sentence context from TrixInstruct to
perform manual evaluation.

w/o Sentence  w/ Sentence Overall
Planning Error 4% 10% 7%
SQL Error 10% 8% 9%
Execution Error 2% 2% 2%
Reasoning Error 2% 6% 4%
Accurate 82% 74% 78%

Table 6: Quality analysis of TrixInstruct. w/(w/o)
Sentence: subset of queries over tables with(without)
sentence context.

The analysis of the instruction tuning set reveals
distinct error patterns in responses generated for
queries over tables with or without sentence con-
text. In the subset without sentence context, the
most prevalent error type is SQL errors, indicating
issues with SQL query generation for some com-
plex questions, including referencing non-existent
columns or generating unexecutable queries. As for
the subset with sentence context, the most prevalent
error type is planning errors. The response fails to
decompose the claim into sub-claims or generates
wrong plans to query the tables. Notably, both sub-
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sets showcase minimal execution errors, suggest-
ing the proficiency of GPT-4 in providing accurate
execution results. Reasoning errors are more com-
mon in the subset with sentence error with an error
rate of 6%. We observe that the reasoning process
generated by GPT-4 can not always follow the rea-
soning chains designed during planning. Overall,
the manual analysis of TrixInstruct indicates a
combined 7% planning error rate, a 9% SQL error
rate, a 2% execution error rate and a 4% reasoning
error rate. 78% of instances reach correct answers
with accurate planning and reasoning process.

We have checked all the instances in
TrixInstruct and make sure they do not
contain any private information or offensive
content.
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Error Type

Claim

Response

Planning Error

McCord Museum is a history museum containing
1,440,000 objects, images and manuscripts.

- To verify the claim, we need to check the col-
lection size of the McCord Museum. This infor-
mation can be found in the table context under
the "Collection size" column. - We do not need
to use the sentence context for this claim as the
table provides the exact information needed.

SQL Error

Georgia Southern did not make Athlon’s list of pre-
season top 25 of 2011 NCAA Division I FCS football
rankings. (column O is a column for rankings)

SELECT column0 FROM w WHERE column0 =
’Georgia Southern’

Execution Error

In 1949, the Chicago Cardinals season played twelve
matches, resulting to ten losses and two tied matches.

SELECT COUNT(*) as Losses FROM w
WHERE Result LIKE L%’ Result: 4

Reasoning Error

In Southern Peninsular Malaysian Hokkien phonology,
there are three front vowels, two central vowels and two
back vowels.

- The claim states that in Southern Peninsular
Malaysian Hokkien phonology, there are three
front vowels two central vowels, and four back
vowels. ... Therefore, the answer is REFUTES.

Table 7: Types of errors in Plan-then-Reason framework. For each response, we only demonstrate the part of the
response where the error first occurs. The error is highlighted in red. In planning error, the model response fails to
list all the information that needs to be checked apart from collection size. In SQL error, the SQL can not be used to
extract the ranking of Georgia Southern. As for reasoning error, the model fails to summarize the whole planning
and reasoning because of the hallucination of the original claim.
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This is a table question answering task. You will answer the question based on the given context.

## Question
How many medals were won by Kenya?

## Table Context

| Rank | Name | Nationality | Time |

| 1 | Brahim Boulami | Morocco | 8:17.73 |

| 2 | Reuben Kosgei | Kenya | 8:18.63 |

| 3 | Stephen Cherono | Kenya | 8:19.98 |

| 4 | Bouabdellah Tahri | France | 8:20.25 |

|'5 | Tim Broe | United States | 8:20.75 |

| 6 | Luis Miguel Martinl Spain | 8:24.03 |

| 7 | Raymond Yator | Kenya | 8:27.19 |

| 8 | Thomas Chorny | United States | 9:24.26 |

## Task

You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.

1. Analyze the question and the given context. Make up a plan to answer the question.

2. Write one or more SQL to query the table for necessary information and output expected execution result.

3. Reason step-by-step to reach the final answer.

## Answer

Let’s answer in three steps. 1. Plan for answering the question

- The question focus on the medals won by Kenya. According to common sense, only top 3 players can win medals.

- So we write a SQL to select the top three players. Then we count the numbers of medals won by Kenya based on the
output of SQL.

2. Write SQL and execute SQL

SQL:

SELECT Name, Nationality FROM Table WHERE Rank <=3

Executed result:

| Name | Nationality |

| Reuben Kosgei | Kenya |

| Stephen Cherono | Kenya |

3. Step-by-Step Reasoning:

- The question is asking about the number of medals won by Kenya.

- Based on the execution result of SQL query, only two of the players that win medals are from Kenya.
- Therefore, the total number of medals won by Kenya is 2.

The final answer is 2.

Table 8: Prompt for generating responses for queries from WikiTQ.
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This is a fact verification task. You are asked to check the veracity of the claim. Both table and sentence context are provided
but you are not required to use both of them. You can use either of them or both of them.

## Claim
Sony Dwi Kuncoro, born on July 7, 1984, was the champion of the Men’s singles event of the 2009 Indonesia National
Badminton Championship with a score of 21-17, 22-20.

## Table Context

Page Title: 2009 Indonesia National Badminton Championship

Caption:

Category | Winners | Runners-up | Score

Men’s singles | Sony Dwi Kuncoro | Andre Kurniawan Tedjono | 21-17, 22-20

Women'’s singles | Maria Kristin Yulianti | Maria Febe Kusumastuti | 21-17, 17-21, 23-21

Men’s doubles | Hendra Setiawan | Rian Sukmawan , Yonathan Suryatama Dasuki | 21-9, 21-13

Women'’s doubles | Meiliana Jauhari , Greysia Polii | Liliyana Natsir , Shendy Puspa Irawati | 21-19, 18-21, 21-17
Mixed doubles | Tontowi Ahmad , Greysia Polii | Muhammad Rijal , Debby Susanto | 21-11, 21-19".

## Sentence Context

Sony Dwi Kuncoro (1): Sony Dwi Kuncoro (born 7 July 1984) is a badminton singles player from Indonesia.

Sony Dwi Kuncore (2): He reached a career high as world number 3 on 7 October 2004.

Sony Dwi Kuncore (3): In 2009, his best performance in Superseries was semifinalist in Indonesia Open, beaten by Taufik
Hidayat, 17-21, 14-21 and in Denmark Open beaten by Marc Zwiebler of Germany in three tough games.

#i# Task

You will predict the claim’s label based on the given claim and context. There are 3 possible labels: SUPPORTS, REFUTES,
and NOT ENOUGH INFO. SUPPORTS means the claim is supported by the context. REFUTES means the claim is refuted
by the context. NOT ENOUGH INFO means the context does not provide enough information to make the support or refute
the claim. You are asked to check the claim in three steps.

1. Analyze the question and the given context. Make up a plan to verify the claim.

2. Write one or more SQL to query the table for necessary information and output expected execution result.

3. Reason step-by-step to reach the final answer.

## Answer:
Let’s check the claim in 3 steps.

1. Plan for verify the claim

- Based on the claim and the given context. The information for winner of Men’s singles can be obtained from the table. We
could write a SQL to query the name of the winner and the score of the final for Men’s singles.

- The claim also states that Sony Dwi Kuncoro is born on July 7, 1984. We will use the sentences to check this part of claim.

2. Write SQL and execute SQL
SQL:
SELECT Winners FROM Table WHERE Category = Men’s singles

Executed result:
Category | Winners | Score
Men’s singles | Sony Dwi Kuncoro | 21-17, 22-20

3. Step-by-step Reasoning

- The claim states Sony Dwi Kuncoro, born on July 7, 1984, was the champion of the Men’s singles event of the 2009
Indonesia National Badminton Championship with a score of 21-17, 22-20.

- The SQL query result supports the claim. Sony Dwi Kuncoro was the champion of the Men’s singles event of the 2009
Indonesia National Badminton Championship with a score of 21-17, 22-20.

- The sentence evidence Sony Dwi Kuncoro (1) supports that he was indeed born on July 7, 1984.

Therefore, the answer is SUPPORTS

Table 9: Prompt for generating responses for queries from FEVEROUS
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TableLlama & GPT-3.5-turbo
Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a free-form table question answering task. The goal for this task is to answer the given question based on the given
table.

### Input:
[TLE] The Wikipedia page title of this table is page title. The Wikipedia section title of this table is section title.
[TAB] table

### Question:
question

### Response:

Our model
## Question
question

#i# Table Context

Page title: page title
Section title:section title
table

## Task

You will answer the question based on the given context. You should reach a free-form answer after reasoning. You are
asked to answer the question in three steps.

1. Analyze the question and the given context. Make up a plan to answer the question.

2. Write one or more SQL to query the table for necessary information and output expected execution result.

3. Reason step-by-step to reach the final answer.

##Answer:

Table 10: Prompt for evaluation on FetaQA
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## Question
How well did Peralta play at the 2015 CONCACAF Gold Cup?

## Table Context

Page Title: Oribe Peralta

Caption: International goals

| Goal | Date | Venue | Opponent | Score | Result | Competition

...17 rows with goals in 2014 FIFA World Cup qualification

[18. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 1-016-0 | 2015 CONCACAF Gold Cup

[19. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 3-0 1 6-0 | 2015 CONCACAF Gold Cup

120. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 5-016-0 | 2015 CONCACAF Gold Cup

[21. 126 July 2015 | Lincoln Financial Field, Philadelphia, United States | Jamaica | 3-0 | 3-1 1 2015 CONCACAF Gold Cup
...5 rows with goals in 2015 CONCACAF Cup, 2017 FIFA Confederations Cup

Gold answer
Peralta played at the 2015 CONCACAF Gold Cup and scored a 6-0 defeat of Cuba in Chicago, as well as a 3-1 win against
Jamaica in Philadelphia.

GPT-3.5-turbo response
Peralta played very well at the 2015 CONCACAF Gold Cup, scoring a total of 8 goals in the tournament. X

TableLlama
Peralta scored twice in a 6-0 win over Cuba. X

Our model
1. Plan for answering the question

- The question asks for an assessment of Peralta’s performance at the 2015 CONCACAF Gold Cup.

- To answer this, we need to filter the table for entries that are related to the 2015 CONCACAF Gold Cup and then
analyze the results to determine if Peralta played well or not.

2. Write SQL and execute SQL

SQL

SELECT Goal, Date, Venue, Opponent, Score, Result, Competition FROM International_Goals WHERE Competition =
’2015 CONCACAF Gold Cup’

Executed result:

Goal | Date | Venue | Opponent | Score | Result | Competition

18. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 1-016-0 | 2015 CONCACAF Gold Cup

19. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 3-0 | 6-0 | 2015 CONCACAF Gold Cup

20. 19 July 2015 | Soldier Field, Chicago, United States | Cuba | 5-0 1 6-0 | 2015 CONCACAF Gold Cup

21. 126 July 2015 | Lincoln Financial Field, Philadelphia, United States | Jamaica | 3-0 | 3-1 1 2015 CONCACAF Gold Cup

3. Step-by-Step Reasoning:

e The SQL query filters the table to show only the goals scored by Peralta during the 2015 CONCACAF Gold Cup.

e From the execution result, we can see that Peralta scored three goals on 9 July 2015 against Cuba at Soldier Field,
Chicago, United States and one goal on 26 July 2015 against Jamaica on 26 July 2015 at Lincoln Financial Field, Philadel-
phia, United States v/

eThe results were 6-0 and 3-1, respectively, which indicates a dominant performance by Peralta and his team.

o Therefore, Peralta played very well at the 2015 CONCACAF Gold Cup.

The final answer is that Peralta played very well at the 2015 CONCACAF Gold Cup. ¢/

Table 11: An example of the responses of models to FetaQA
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