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Abstract

Recent advances in adversarial robustness rely on
an abundant set of training data, where using exter-
nal or additional datasets has become a common
setting. However, in real life, the training data
is often kept private for security and privacy is-
sues, while only the pretrained weight is available
to the public. In such scenarios, existing meth-
ods that assume accessibility to the original data
become inapplicable. Thus we investigate the piv-
otal problem of data-free adversarial robustness,
where we try to achieve adversarial robustness
without accessing any real data. Through a pre-
liminary study, we highlight the severity of the
problem by showing that robustness without the
original dataset is difficult to achieve, even with
similar domain datasets. To address this issue,
we propose DataFreeShield, which tackles the
problem from two perspectives: surrogate dataset
generation and adversarial training using the gen-
erated data. Through extensive validation, we
show that DataFreeShield outperforms baselines,
demonstrating that the proposed method sets the
first entirely data-free solution for the adversarial
robustness problem.

1. Introduction

Since the discovery of the adversarial examples (Goodfellow
etal., 2015; Szegedy et al., 2014) and their ability to success-
fully fool well-trained classifiers, training a robust classifier
has become an important topic of research (Schmidt et al.,
2018; Athalye et al., 2018). If not properly circumvented,
adversarial attacks can be a great threat to real-life applica-
tions such as self-driving automobiles and face recognition
when intentionally abused.
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Among many efforts made over the past few years, adver-
sarial training (AT) (Madry et al., 2018) has become the de
facto standard approach to training a robust model. AT uses
adversarially perturbed examples as part of training data so
that models can learn to correctly classify them. Due to its
success, many variants of AT have been proposed to further
improve its effectiveness (Zhang et al., 2019; Wang et al.,
2019; Zhu et al., 2022). For AT and its variants, it is com-
monly assumed that the original data is available for training.
Going a step further, many approaches import external data
from the same or similar domains to add diversity to the
training samples (e.g., adding Tiny-ImageNet to CIFAR-10),
such that the trained model can have better generalization
ability (Rebuffi et al., 2021; Carmon et al., 2019).

Unfortunately, the original training dataset is often not
available in many real-world scenarios (Liu et al., 2021a;
Hathaliya & Tanwar, 2020). While there are some public
datasets available for certain domains (e.g., image classifi-
cation), many real-world data are publicly unavailable due
to privacy, security, or proprietary issues, with only the pre-
trained models available (Patashnik et al., 2021; Saharia
et al., 2022; Ramesh et al., 2021). The problem becomes
even more severe when it comes to specific domains that
are privacy-sensitive (e.g., biometric, medical, etc.) where
alternative datasets for training are difficult to find in the
public. Therefore, if a user wants a pretrained model to
become robust against adversarial attacks, there is currently
no clear method to do so without the original training data.

In such circumstances, we study the problem of adversar-
ial robustness under a more realistic and practical setting
of data-free adversarial robustness, where a non-robustly
pretrained model is given and its robust version should be
learned without access to the original training data. To
address the problem, we propose DataFreeShield, a novel
method thoroughly designed to achieve robustness without
any real data. Specifically, we propose a synthetic sample
diversification method with dynamic synthetic loss modula-
tion to maximize the diversity of the synthetic dataset. More-
over, we propose a gradient refinement method GradRefine
to obtain a smoother loss surface, to minimize the impact of
the distribution gap between synthetic and real data. Along
with a soft guided training loss designed to maximize the
transferability of robustness, DataFreeShield achieves sig-
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nificantly better robustness over prior art. To the best of our
knowledge, this is the first work to faithfully address the
definition of data-free adversarial robustness, and suggest
an effective solution without relying on any real data.

Opverall, our contributions are summarized as follows:

¢ For the first time, we properly address the robustness
problem in an entirely data-free manner, which gives ad-
versarial robustness to non-robustly pretrained models
without the original datasets.

To tackle the challenge of limited diversity in synthetic
datasets, we devise diversified sample synthesis, a novel
technique for generating synthetic samples.

* We propose a gradient refinement method with a soft-
guidance based training loss to minimize the impact of
distribution shift incurred from synthetic data training.

* We propose DataFreeShield, a completely data-free
approach that can effectively convert a pretrained
model to an adversarially robust one and show that
DataFreeShield achieves significantly better robustness
on various datasets over the baselines.

2. Background
2.1. Adversarial Robustness

Among many defense techniques for making DNN mod-
els robust against adversarial attacks, adversarial train-
ing (Madry et al., 2018) (AT) has been the most successful
method, formulated as:
in — ﬁ / y Y1)
M 2 (fo(23), i) "
where X = {z}| ||z} — z;||, < €},

where L is the loss function for classification (e.g., cross-
entropy), n is the number of training samples, and € is the
maximum perturbation limit. 2’ is an arbitrary adversarial
sample that is generated based on x to deceive the original
decision, where p = oo is a popular choice. In practice,
finding the optimal solution for the inner maximization is
intractable, such that known adversarial attack methods are
often used. For example, PGD (Madry et al., 2018) is a
widely-used method, such that

o' =T (z" +a - sign (Vo L(fo(z'71),9)), ()

where ¢ is the number of iteration steps. For each step, the
image is updated to maximize the target loss, then projected
onto the epsilon ball, denoted by II..

2.2. Similar Approaches to Data-Free Robustness

One related approach to data-free robustness is test-time de-
fense techniques (Nayak et al., 2022; Nie et al., 2022; Pérez

et al., 2021) that do not train the target model but use sepa-
rate modules for attack detection or purification. However,
we find that those methods often rely on the availability of
other data, or have limited applicability when used on their
own. For instance, DAD (Nayak et al., 2022) uses the test
set data for calibration, which could be regarded as a data
leak. DiffPure (Nie et al., 2022) relies on diffusion models
that are pretrained on a superset of the target dataset domain,
restricting its use against unseen domains. TTE (Pérez
et al., 2021) provides defense from augmentations agnostic
to datasets. However, it is mainly used to enhance defense
on models already adversarially trained, and its effect on
non-robust models is marginal. Thus existing methods do
not truthfully address the problem of data-free adversarial
robustness, leaving vulnerability in data-absent situations.

2.3. Dataset Generation for Data-free Learning

When a model needs to be trained without the training data
(i.e., data-free learning), a dominant approach is to generate
a surrogate dataset, commonly adopted in data-free adap-
tations of knowledge distillation (Lopes et al., 2017; Fang
etal., 2019), quantization (Xu et al., 2020; Choi et al., 2021),
model extraction (Truong et al., 2021), or domain adapta-
tion (Kurmi et al., 2021). Given only a pretrained model,
the common choice for synthesis loss in the literature (Wang
et al., 2021; Yin et al., 2020) are as follows:

C
»Cclass = - Z gclo.g(ft‘)(i')c)v (3)
L
Cpuature = 36T = w3 + o7 = 12 @
=1

2, (5

Loprior = Z 241 — &ijll5 + |1 Zit1 — % j
i3

where L 455 1S the cross-entropy loss with artificial la-
bel g among C' classes with the output of the model fy,
L feature regularizes the samples’ layer-wise distributions
(i, o) to follow the saved statistics in the batch normaliza-
tion (MT,UT) over L layers, and Ly,.;o, penalizes the total
variance of the samples in pixel level. These losses are
jointly used to train a generator (Liu et al., 2021c; Xu et al.,
2020; Choi et al., 2021) or to directly optimize samples
from noise (Wang et al., 2021; Yin et al., 2020; Ghiasi et al.,
2022), with fixed hyperparameters c;:

£Synth = alﬁclass + a2£feature + aSEp'rior- (6)

3. Data-free Adversarial Robustness Problem
3.1. Problem Definition

In the problem of learning data-free adversarial robustness,
the objective is to obtain a robust model S(-) from a pre-
trained original model T'(-), without access to its original
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training data (z, y). Hereafter, we will denote 7'(-) and S(+)
as teacher and student, respectively.

In the problem, the typical AT formulation of Equation (1)
cannot be directly applied because none of z or y is available
for training or fine-tuning. Instead, following the common
choice of data-free learning (Xu et al., 2020; Choi et al.,
2022; Lopes et al., 2017), we choose to use a surrogate train-
ing dataset (&, ¢) to train S(-), which allows us to use the
de facto standard method for adversarial robustness: adver-
sarial training. With the given notations, we can reformulate
the objective in Equation (1) as:

1 n
min — Y max £(Sy(2}), i),

where X = {#/| |2} — &il, < €}.

However, it remains to be answered how to create good
surrogate training samples (Z, 4), and what loss function £
can best generalize the learned robustness to defend against
attacks on real data.

3.2. Motivational Study

Here, we demonstrate the difficulty of the problem by an-
swering one naturally arising question: Can we just use
another real dataset? A relevant prior art is test-time de-
fense such as DiffPure (Nie et al., 2022), or DAD (Nayak
et al., 2022) which uses auxiliary models trained on large
datasets (e.g., ImageNet) to improve defense on CIFAR-10.
However, they strongly rely on the datasets from the same
domain. In practice, there is no guarantee on such similarity,
especially on tasks with specific domains (e.g., biomedical).

Figure la denotes the overall design of the motivational
experiment, using biomedical image datasets from Yang
et al. (2023). Assuming the absence of the dataset used for
pretraining a given model, we use another dataset in the col-
lection for additional adversarial training steps (Madry et al.,
2018). Due to the different label spaces, we use teacher
outputs as soft labels (i.e., KL(S(z")||T(x))). Figure 1b
shows the PGD-10 (I, ¢ = 8/255) evaluation results using
ResNet-18. Each row represents the dataset used for (non-
robustly) pretraining a model, and each column represents
the dataset used for additional adversarial training steps.

It is clear that models adversarially trained using alternative
datasets show poor robustness compared to those trained us-
ing the original dataset (the diagonal cells). Although there
exist a few combinations that obtain minor robustness from
other datasets (e.g., Path — Tissue), they still suffer from
large degradation compared to that of AT using the original
dataset. Moreover, using a publicly available general do-
main dataset (CIFAR-10) also performs poorly, indicating
that adversarial robustness is difficult to obtain from other
datasets without access to the data in the same domain.
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Figure 1. Motivational experiment using biomedical datasets (Yang
et al., 2023). (a) demonstrates the problem scenario where adver-
sarial threat prevails for models pretrained with private datasets.
(b) plots the results when adversarial training is done with a similar
or public dataset.

4. DataFreeShield: Learning Data-free
Adversarial Robustness

To tackle the data-free adversarial robustness problem, we
propose DataFreeShield, an effective solution to improve
the robustness of the target model without any real data.
First, we generate a synthetic surrogate dataset using the
information of the pretrained model 7T (Figure 2(a)). Then,
we use the synthetic dataset to adversarially train Sy ini-
tialized with Ty (Figure 2(b)). For generation, we propose
diversified sample synthesis for dataset diversity (§4.2). For
training, we propose a gradient refinement (§4.3) method
and a soft-label guided objective function (§4.4).

4.1. Key Challenges

Although AT using a synthetic dataset seems like a promis-
ing approach, naively conducting the plan yields poor per-
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Figure 2. Procedure of the proposed method. (a) denotes synthetic data generation using the proposed DSS. (b) shows adversarial training
of target model Sy using £ prshieia and GradRefine. The pseudo-code is provided in Appendix B.

formance. We identify the following challenges to achieve
high adversarial robustness.

Challenge 1: Limited Diversity of Synthetic Samples.
Robust training of DNNs is known to require higher sam-
ple complexity (Khim & Loh, 2018; Yin et al., 2019) and
substantially more data (Schmidt et al., 2018) than stan-
dard training. Recent findings (Rebuffi et al., 2021; Li &
Spratling, 2022) appoint diversity as the key contributing
factor to adversarial robustness, and (Sehwag et al., 2021)
showed that enlarging train set is helpful only if it adds to
the diversity of the data. Unfortunately, diversity is par-
ticularly hard to achieve in data-free methods, as they do
not have direct access to training data distributions. While
there exists a few data-free diversification techniques (Choi
etal., 2021; Zhong et al., 2022; Han et al., 2021), they show
negligible improvement in diversity, and often come at the
price of low fidelity and quality. More importantly, none of
these works contribute to enhancing adversarial robustness
(See Section 5.4).

Challenge 2: Poor Generalization to Real Adversarial
Samples. The ultimate goal of AT is to learn robustness
that can be generalized to unseen adversaries. However,
AT is known to be highly prone to robust overfitting (Rice
et al., 2020; Stutz et al., 2021; Wu et al., 2020; Liu et al.,
2020), where the model often fails to generalize the learned
robustness to unseen data. Unfortunately, such difficulty is
more severe in our problem. While the conventional overfit-
ting problem is caused by the distributional gap between the
training and test data, synthetic data will undergo a more
drastic shift from the training data, further widening the gap.
As illustrated in Figure 4a, this double gap causes a large
degradation in the test robustness. Many data-free learning
methods study this distributional gap between synthetic and
real data (Yin et al., 2020; Li et al., 2022; Choi et al., 2022),
but none of them have addressed the problem under the light
of adversarial robustness.

4.2. Diversified Sample Synthesis

To address the first key challenge of generating diverse
samples, we propose a novel diversifying technique called
diversified sample synthesis (DSS). We choose to directly
optimize each sample one by one from a normal distribution
N(0, 1) through backpropagation using an objective func-
tion (Lsynen) (Yin et al., 2020; Cai et al., 2020; Zhong et al.,
2022). In DSS, we leverage its characteristic to enhance the
diversity of the samples, where we dynamically modulate
the synthesis loss Lgynin. We first formulate Lgypnep, as
a weighted sum of multiple losses. Then the weights are
randomly set for every batch, giving each batch a distinct dis-
tribution. Given a set $ = {Lsynth, » LSynths » ---» LSynth,, }»
the conventional approaches use their weighted sum with
fixed hyperparameters as in Equation (6). On the other hand,
we use coefficients «; differently sampled for every batch
from a continuous space:

5
£Synth = § ai£Synth,7

i=1

a; ~U0,1).  (8)

For the set 8, we use the three terms from Equation (6). The
sampling of coefficients can follow any arbitrary distribu-
tion, where we choose a uniform distribution.

A Toy Experiment. To demonstrate the effectiveness DSS
has on sample diversity, we conducted an empirical study
on a toy experiment. Figure 3 displays the simplified exper-
iment using 2-d data. The real data distribution is depicted
in Figure 3a. Using the real data, we train a 4-layer network
with batch normalization. Figure 3b demonstrates the results
from conventional approaches (fixed coefficients following
(Yin et al., 2020)). Although the data generally follows class
information, they are highly clustered with small variance.
On the other hand, Figure 3c shows the data generated using
DSS, which are highly diverse and exhibit coverage much
closer to that of the real data distribution. In addition, we
observe noisy samples in both Figure 3b and Figure 3c. This
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Figure 3. Comparison of synthesis methods using the same number of 2-d data. The conventional fixed coefficient setting leads to limited

diversity, while DSS generates diverse samples.
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Figure 4. (a) demonstrates a conceptual image of generalization gap between synthetic and real data. (b)-(e) shows loss surface visualization
on ResNet-20 with CIFAR-10 showing that GradRefine achieves flatter loss surfaces. Each figure represents different training losses with
or without GradRefine. We use normalized random direction for z,y axis, following Li et al. (2018).

is due to the nature of the synthetic data generation process,
which uses artificial labels to guide synthetic samples to-
wards given arbitrary classes. As these noisy samples may
harm the training, we address this problem in Section 4.4.

4.3. Gradient Refinement for Smoother Loss Surface

As discussed in Section 4.1, the large distributional gap
between synthetic and test data causes performance degra-
dation. In such a case, searching for a flatter minima is a
better strategy than searching for a low, but sharp minima
as illustrated in Figure 4a. For this, we devise a novel gra-
dient refinement technique GradRefine. Inspired by a few
techniques from domain generalization and federated learn-
ing (Tenison et al., 2022; Mansilla et al., 2021), GradRefine
regularizes the influence of rapidly changing gradients dur-
ing training. After computing gradients g from B mini-
batches, we calculate the agreement score Ay, for each pa-
rameter k as:

B
1 .
Ap = B Z szgn(g,(cb)). ©)
b=1

Intuitively, A denotes the amount which one sign dominates
the other. A is bounded by [-1,1], where A = 0 means
equal distribution in both signs (maximum disagreement),
and A = +1 means one sign completely dominates the
other (maximum agreement). Using A, we compute the

final gradient g; that will be used for parameter k update:

B
* b
PERTTR) SE PP
b=t (10)
1, if |[Ag| >
a(ay) = ¢ T =T
0, otherwise,

where 1(-) is the indicator function, and ® is a masking
function. We use 7 value of 0.5, which indicates that one
should dominate the other for more than half its entirety.
This allows high-fluctuating parameters to be ignored by &,
and we further pursue alignment via selective use of agree-
ing gradient elements. Figure 4 (b)-(e) visualizes the effect
of GradRefine on the loss surface. In both TRADES (Zhang
et al., 2019) and L prshicia (§4.4), GradRefine yields a flat-
ter loss surface, contributing towards better performance.
Please refer to Appendix H for the full set of visualization.

4.4. Training Objective Function

There exist several objective functions for adversarial train-
ing (Zhang et al., 2019; Wang et al., 2019; Goldblum et al.,
2020; Zi et al., 2021). However, those objective functions
mostly rely on the hard label y of the dataset. For synthetic
data, the assigned artificial labels are not ground truths, but
simply target for optimization using cross-entropy loss. In
such circumstances, relying on these artificial labels could
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Table 1. Performance on medical datasets with [, perturbation budget.

Model Method Tissue Blood Path OrganC
AC’lcan -APGD AAA -AC'lcan -APGD AAA AC’lcan -APGD AAA -AClcan -APGD AAA
Public 22.04 0.02 0.00 9.09f 9.09  0.00 13.30 0.00 0.00 7941 40.10 36.53
DaST 23.27 7.01 598 1692 6.75 482 749 336 1.20 83.13 2791 2449
RN-18 DFME 7.01 433 417 46.59 0.20 0.03 7643 0.50 038 79.73 19.27 17.19
AIT 15.62 11.64 9.72 1824 10.55 1.64 1666 1024 389 5685 18.02 16.67
DFARD 9.31 8.48 1.87 22,60 10.17 9.70 11.59 493 3.18 8197 21.71 19.50
Ours 32.07 31.63 31.57 59.89 21.72 19.29 33.06 29.78 2538 83.35 47.01 42.56
Public 27.84 10.11  8.64 9.097 9.09 000 754 121 037 8441 46.12 4344
DaST 4.73 136 005 9.12 877 816 825 692 212 21.03 9.18 836
RN-50 DFME 7.13 6.55 476 17.16 336  3.19 80.10 228 201 27776 2200 21.78
AIT 32.08 475 0.74 1947 1248 994 1429 10.00 221 1534 890  6.02
DFARD 23.69 1299 7.01 26.63 9.21 0.00 14.04 244 077 8099 1193 8.13
Ours 3191 2715 26.68 7463 36.07 30.17 4163 1535 12.28 86.56 62.60 59.86

convey incorrect guidance. As such, we devise a new ob-
jective function £ ppgpierq that does not rely on the hard
label, but only utilizes the soft guidance from T'() using
KL-divergence.

(a) clean accuracy
—N—
L Train = LpFshicia = KL(S(%),T(Z))
+ A\ KL(S(@), T(2)) +X2 KL(S(#), S(#)).

(b) robustness training

Y

(c) smoothness term

The first term (a) optimizes the accuracy on clean samples,
and can be thought as a replacement for the common cross-
entropy loss. The second term (b) serves the purpose of
learning adversarial robustness similar to the cross-entropy
loss in standard AT (Equation (1)). Adversarial samples
exist because classifiers tend to rapidly change their deci-
sions (Yang et al., 2020), due to failing to learn general
features and instead relying on trivial features. To mitigate
this, we add a smoothness term (c) which penalizes rapid
changes in the model’s output. This regularizes the model’s
sensitivity to small variations in the input, helping to train
the target model to be stable under small perturbations.

5. Evaluation

5.1. Experimental Setup

We use total of four datasets: MedMNIST-v2 as medical
datasets (Yang et al., 2023), SVHN (Netzer et al., 2011),
CIFAR-10, and CIFAR-100 (Krizhevsky et al., 2009). For
medical datasets, we use ResNet-18 and ResNet-50 as pre-

Table 2. Loss functions of baseline approaches.

Baselines ESynth Et'ra'm

DaST —Lor(S(2),y) Lee(S(@'),y)
DFME  —YT(x)— S|  YIT(x)— S|
AIT Lfeature + Loe(T(x),y) LTRADES
DFARD  —Lyr(S(x),T(x),7) Lxp(S("),T(x),7)

TDid not converge

trained networks, and [, € = 8/255 for perturbation bud-
get. For CIFAR and SVHN datasets, we chose three pre-
trained models from PyTorchCV (pyt) library: ResNet-20,
ResNet-56 (He et al., 2016), and WRN-28-10 (Zagoruyko &
Komodakis, 2016). We use [, € = 4/255 perturbation bud-
get for SVHN, CIFAR-10, and CIFAR-100, and additionally
examine [y, € = 128/255 setting. For results on extensive
perturbation settings, please refer to Appendix E. For evalu-
ation, AutoAttack (Croce & Hein, 2020) accuracy (denoted
Aaa) is generally perceived as the standard metric (Croce
et al., 2020). While we regard A A as the primary interest,
we also report the clean accuracy (Ac¢ieqrn) and PGD-10
accuracy (Apgp) for interested readers. Further details of
experimental settings can be found in Appendix A.

5.2. Baselines

Since our work tackles a less-studied problem of data-free
adversarial robustness with no known clear solution, it is
important to set an adequate baseline for comparison. We
choose four of the most relevant works of other data-free
learning tasks that generate synthetic samples to replace
the original: DaST (Zhou et al., 2020) from a black-box
attack method, DFME (Truong et al., 2021) from data-free
model extraction, AIT (Choi et al., 2022) from data-free
quantization, and DFARD (Wang et al., 2023b) from data-
free robust distillation. Since these four methods are not
designed specifically for the data-free adversarial robustness
problem, we adapt the training objective, summarized in Ta-
ble 2. We also compare our method against test-time defense
methods, including DAD (Nayak et al., 2022), TTE (Pérez
et al., 2021), and DiffPure (Nie et al., 2022) on medical
datasets. For details on the implementations, please refer to
the experimental settings in Appendix A.4.

5.3. Performance Comparison

Privacy Sensitive Dataset. Table 1 shows experimental
results for medical datasets, compared against the base-
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Table 3. Performance on medical datasets with [, perturbation

budget using test-time defense methods.

Table 4. Performance on SVHN, CIFAR-10, and CIFAR-100 with
o perturbation budget.

ResNet-18 ResNet-50
Dataset Method Aciean Apep Aaa Acican ApcDp Aaa
DAD 55.86 2290 438 59.72 31.59 3.49
Tiss DiffPure 26.17 22.85 9.06 27.73 27.54 1.81
18su€ TR 56.60  0.00 0.00 6201  0.00 0.00
Ours 32.07 31.63 31.57 3191 27.15 26.68
DAD 91.96 17.25 0.00 8346 3443 0.00
Blood DiffPure 49.02  29.10 8.71 51.17 3691 13.77
TTE 9.09f 9.09 8.92 16.84 0.03 0.00
Ours 59.89 21.72 19.29 74.63 36.07 30.17
DAD 91.28 1554 021 81.50 12.79 1.38
Path DiffPure  19.73 18.95 8.91 14.65 1426 13.79
TTE 76.56 0.64 036 75.08 4.23 1.88
Ours 33.06 29.78 25.38 41.63 1535 12.28
DAD 80.19 31.22 1257 87.54 25.46 7.84
OreanC DiffPure 69.73 57.03 19.00 58.20 51.76 34.38
& TTE 61.03 2290 1598 56.54 2582 18.63
Ours 83.35 47.01 42.56 86.56 62.60 59.86

ResNet-20 ResNet-56 WRN-28-10
SVHN Aciean Apep Aaa Acican Apap Aaa Acican Apap Aaa
DaST 20.66 1390 7.06 10.55 0.25 0.00 20.15 19.17 14.57
DFME 11.32 2,59 0.84 2020 19.22 427 694 531 0.28
AIT 91.45 37.87 2474 86.65 4545 38.96 83.89 40.45 33.06
DFARD 25.62 18.65 0.19 19.58 1543 0.00 92.32 13.08 0.01
Ours 91.83 54.82 47.55 88.66 62.05 57.54 94.14 69.60 62.66
CIFAR-10  Acican ApcD AAA Acican APcD Aaa Acican ApGD Aaa
DaST 10.00F  9.89 8.62 12.06 7.68 5.32 10.00" 9.65 2.85
DFME 14.36 5.23 0.08 13.81 3.92  0.03 10.00f  9.98 0.05
AIT 32.89 1193 10.67 3847 1229 11.36 3492 1090 947
DFARD 12.28 5.33 0.00 10.84 893 0.00 9.82 12.01 0.02
Ours 7479  29.29 22.65 8130 35.55 30.51 86.74 51.13 43.73
CIFAR-100 Aciean Apep AaA Aciean ApcD Aaa Acican ApgD Aaa
DaST 1.01" 099 095 1.13 072 034 139 0.66 0.18
DFME 1.86 0.53 024 24.16 098 0.25 6630 0.67 0.00
AIT 7.92 251 139 9.68 297 204 2221 311 1.28
DFARD 66.59 0.02 0.00 69.20 026 0.00 82.03 1.10  0.00
Ours 41.67 1041 597 3929 1323 9.49 6135 23.22 16.44

TDid not converge

line methods (§5.2). The experiments represent a scenario
close to real life where classification models are used for
specific domains in the absence of public datasets from the
same/similar domains. In all cases, DataFreeShield achieves
the best results under A 4 4 evaluation. The baselines often
perform worse than simply using public datasets of different
domains. For example, in OrganC, using CIFAR-10 leads to
some meaningful robustness. This could be because those
datasets share similar features with CIFAR-10. Nonetheless,
DataFreeShield performs significantly better in all cases.

We also show the limited applicability of existing test-time
defense techniques in Table 3. Although they work rela-
tively well on general domain data, they perform poorly on
privacy-sensitive datasets with a large distributional gap to
general ones. For example, DiffPure, which is known to
show superior performance to AT methods, fails to show
practical performance in most cases. Similarly, DAD per-
forms poorly against AutoAttack, and TTE shows close-to-
zero robustness in ResNet-50 in most settings.

General Domain Datasets. In Table 4, the performance of
DataFreeShield is compared against the baselines on more
general domain datasets: SVHN, CIFAR-10, and CIFAR-
100. DataFreeShield outperforms the baselines by a huge
margin. The improvements reach up to 23.19%p in A4 4,
revealing the effectiveness of DataFreeShield and that the re-
sult is not from gradient obfuscation (Croce & Hein, 2020).
Aligned with previous findings (Schmidt et al., 2018; Huang
et al., 2022), models with larger capacity (ResNet-20 —
ResNet-56 — WRN-28-10) tend to have significantly better
robust accuracy of up to 21.08%p difference under AutoAt-
tack. However, the baselines were often unable to exploit
the model capacity (e.g., 19.65% — 14.57% in ResNet-56
— WRN-28-10 with DaST on SVHN), we believe this is

Did not converge

Table 5. Performance on SVHN, CIFAR-10, and CIFAR-100 with

l2 perturbation budget.

ResNet-20 ResNet-56 ‘WRN-28-10
SVHN Acican Apep Aaa Acican Apap Aaa Acican Apcp Aaa
AIT 92.34  40.19 26.63 86.83 36.44 2831 8256 20.17 11.59
Ours 92.15 51.86 42.67 89.06 5898 53.45 9420 66.28 56.94
CIFAR-10  Aciean ApcgD Aaa Acican ApgD Aaa Acican APcD Aaa
AIT 24.49 7.85 268 4798 1269 049 5785 13.78 10.66
Ours 7427 31.68 2546 8333 38.15 32.34 88.54 50.53 42.09
CIFAR-100 Acican Apgp Aaa Acican Apap Aaa Acican Apcp Aaa
AIT 35.63 0.33  0.01 42.89 1.05 0.19 31.84 0.79  0.00
Ours 43.57 1211 7.60 4328 1542 11.32 6434 2492 17.14

due to the limited diversity of their synthetic samples. A
similar trend can be found from the experiments with /5 per-
turbation budgets shown in Table 5, where we compare with
the best-performing baseline AIT from Table 4. Extended
results using different budgets are presented in Appendix E.

5.4. In-depth Study on DataFreeShield

We perform an in-depth study on DataFreeShield, and ana-
lyze the efficacy of each component. WRN-28-10 is mainly
used, and more experiments can be found in the Appendix.

Dataset Diversification. Table 6 compares DSS with other
existing methods for dataset diversification. On the one
hand, we choose three data-free synthesis baselines for com-
parison: Qimera (Choi et al., 2021), IntraQ (Zhong et al.,
2022), and RDSKD (Han et al., 2021). We additionally test
three image augmentation methods, Mixup (Huang et al.,
2020), Cutout (DeVries & Taylor, 2017), and CutMix (Yun
et al., 2019) on top of direct sample optimization (Yin et al.,
2020), and for training we used Lprgsnieiq for all cases.
In terms of robustness, it is clear that DSS outperforms all
other diversification methods in terms of A 4 4.
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Table 6. Comparison of dataset diversification methods.

Table 8. Ablation study of DataFreeShield on CIFAR-10 dataset.

CIFAR-10 Accuracy Diversity Metric Model Lprshicia DSS GradRefine Aciean Aaa
Method Aciean Apgp Aaa Recall T Coverage + NDB | JSD | X X X 86.42  2.03
Qimera  76.88 18.90 10.68 0.000  0.002 99 0514 ResNet-20 j ‘)/‘ ; %gg }g'gé Ei}%gg;
RDSKD 10.00f 10.00 10.00 0.000  0.001 98 0.658 : . :
IntraQ 1377 36.13 1246 0.308 0.087 88 0275 v 4 v 7479 22.65 (+20.62)
Lsynth 9146  43.66 3634 0535  0.101 91 0253 X X X 78.22  24.34
+Mixup 90.61 48.16 3643 0.641  0.084 94 0322 ResNet-56 v X X 83.72 2742 (+3.08)
+Cutout 9259 39.84 3439 0535  0.034 95 0.443 v v X 83.67 27.69 (+3.35)
+CutMix 91.90 4279 3479 0.845  0.084 93 0.328 v v v 81.30 30.51 (+6.17)
+DSS  88.16 50.13 4140 0830  0.163 88 0.211 X x X 8029 37.96
TDid not converge Hg. v X X 91.46 36.34 (-1.62)
£ WRN-28-10 v X 88.16 41.40 (+3.44)
Table 7. Comparison of L7rqin on WRN-28-10. v v v 86.74 43.73 (+5.77)

SVHN CIFAR-10
£T7'(Li7L AClean APGD AAA AClean APGD AAA
STD 93.71 69.32 62.58 81.63 48.03 38.94
TRADES 94.12 69.10 61.75 79.61 45.86 37.08
MART 35.94 255 1.09 13.69 6.74  0.09
ARD 96.29 61.11 52.56 9095 36.61 31.16
RSLAD 96.03 64.59 57.04 90.25 39.30 31.16
LDFshield 94.87 69.67 65.66 88.16 50.13 41.40

For further investigation, we measure several well-known
diversity metrics often used in evaluating generative models:
recall, coverage (Naeem et al., 2020), number of statistically-
different bins (NDB) (Richardson & Weiss, 2018), and
Jensen-Shannon divergence (JSD). In almost all metrics,
DSS shows the highest diversity, explaining its performance
benefits. Although CutMix (Yun et al., 2019) shows slightly
better recall than DSS, the difference is negligible and the
coverage metric is generally perceived as a more exact mea-
sure of distributional diversity (Naeem et al., 2020). Mea-
sures on other datasets and models are in Appendix F.

Training Loss. Table 7 compares our proposed train loss
against state-of-the-art ones used in adversarial training.
STD (Madry et al., 2018), TRADES (Zhang et al., 2019),
and MART (Wang et al., 2019) are from general adversarial
training literature, while ARD (Goldblum et al., 2020) and
RSLAD (Zi et al., 2021) are from robust distillation meth-
ods. Diversified sample synthesis was used for all cases
for fair comparison. Interestingly, MART provides almost
no robustness in our problem. MART encourages learning
from misclassified samples, which may lead the model to
overfit on synthetic samples. On the other hand, £prshicia
achieves the best results under both PGD-10 and AutoAt-
tack in both datasets. The trend is consistent across different
datasets and models, which we include in Appendix F.

Ablation Study. Table 8 shows an ablation study of
DataFreeShield. The baseline where none of our methods
are applied denotes using the exact same set of synthesis
loss functions without DSS, and adversarial training is done
via TRADES. Across all models, there is a consistent gain
on Ay 4. Applying Lprshieid, seems to slightly degrade

Table 9. Evaluation on gradient-free and adaptive attacks.

Gradient-free Adaptive

SVHN Clean GenAtt. BDRY SPSA AA A® Automated
RN20 91.83 90.28 91.77 60.99 47.55 47.25 47.52
RN56 88.66 87.05 88.60 67.65 57.54 57.28 57.54
WRN28 94.14 9344 91.77 70.01 62.66 62.97 62.75
CIFAR-10 Clean GenAtt. BDRY SPSA AA A? Automated
RN20 7479 7292 7473 34.58 22.65 22.62 22.65
RN56 81.30 79.10 81.27 43.65 30.51 30.48 30.50
WRN28 86.74 85.15 86.66 55.12 43.73 43.66  43.72

A 44 on WRN-28-10, but when combined with the other
techniques, it results in better performance as shown in Ta-
ble 7. This is due to L p psniciq effectively reducing the gap
between relatively weaker and stronger attacks. GradRefine
adds a similar improvement, resulting in 6.17%p to 20.62%p
gain altogether under AutoAttack.

5.5. Obfuscated Gradients

Gradient obfuscation (Athalye et al., 2018) refers to a case
where a model either intentionally or unintentionally masks
the gradient path that is necessary for optimization-based at-
tacks. While these models seem robust against optimization
attacks, they are easily attacked by gradient-free methods,
demonstrating a false sense of robustness. Thus we conduct
a series of experiments to validate that models trained using
DataFreeShield do not fall into such case.

Table 10. Performance comparison using different iterations and
unbounded attack.

Single Iterative Attack Unbound

SVHN Clean PGD1 PGD2 PGD5 PGDlD PGD]O[) PGD%OO

RN20 91.83 85.86 78.02 57.57 54.82 53.81 0.00
RN56 88.66 83.69 77.99 6401 62.05 61.06 0.00
WRN28 94.14 90.74 85.77 7137 69.60 68.76 0.00

CIFAR-10 Clean PGDl PGDZ PGD5 PGDlO PGDlOO PGD%OO

RN20 7479 63.34 5238 31.05 2929  28.62 0.00
RN56 81.30 71.47 5998 38.02 3555 34.30 0.00
WRN28 86.74 80.16 7220 5326 51.13 50.32 0.00
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First, we use 3 gradient-free attacks: GenAttack (Alzan-
tot et al., 2019), Boundary attack (Brendel et al., 2018),
SPSA (Uesato et al., 2018), and 2 adaptive attacks: A% (Liu
et al., 2022) and Automated (Yao et al., 2021) for evalua-
tion. In Table 9, gradient-free attacks all fail to show higher
attack success rate than optimization-based attacks (PGD
and AutoAttack), meaning our method does not leverage
gradient masking to circumvent optimization-based attacks.
Also, in adaptive attacks, both A3 and Automated show
less than 1% degradation to the AutoAttack accuracy. Such
consistent robustness across stronger adaptive attacks en-
sures that the evaluated robustness of DataFreeShield is not
overestimated.

To further eliminate the possibility of gradient obfuscation,
we observe DataFreeShield under increasing number of
PGD iterations, including an unbounded attack (e = o0),
shown in Table 10. According to Athalye et al. (2018),
common signs of obfuscated gradients include single-step
attack performing better than iterative attacks, unbounded
attacks not reaching 100% attack success rate, and black-
box attacks performing better than white-box attacks. In
Table 9 and Table 10, we observe that DataFreeShield does
not fall into any of these cases. Rather, we observe that
increasing the number of iterations leads to better attack
performance, and unbounded attacks reach 100% success
rate in all cases. Note that GenAttack and Boundary attack
are black-box attacks and their performance do not exceed
other white-box attacks.

6. Related Work

Adversarial Defense. Existing defense methods train ro-
bust models by finetuning with adversarially perturbed data.
Popular approaches include designing loss functions as vari-
ants of STD (Madry et al., 2018), such as TRADES (Zhang
et al., 2019) or MART (Wang et al., 2019). While there
exists other techniques for achieving robustness such as
random smoothing (Szegedy et al., 2016), adversarial pu-
rification (Nie et al., 2022), or distillation (Zi et al., 2021;
Goldblum et al., 2020), adversarial training and its variants
are shown to be effective in most cases. A recent trend is
to enhance the performance of adverarial training by im-
porting extra data from other datasets (Carmon et al., 2019;
Rebuffi et al., 2021), or generated under the supervision of
real data (Rebuffi et al., 2021; Sehwag et al., 2021). How-
ever, such rich datasets are not easy to obtain in practice,
sometimes none available in our setting.

Data-free Learning. Training or fine-tuning an existing
model in absence of data has been studied to some degree.
However, most are related to, or confined to only compres-
sion tasks, some of which are knowledge distillation (Fang
et al., 2019; Lopes et al., 2017), pruning (Srinivas & Babu,
2015), and quantization (Nagel et al., 2019; Cai et al., 2020;

Xu et al., 2020; Liu et al., 2021c; Choi et al., 2021; 2022;
Zhu et al., 2021). A concurrent work DFARD (Wang et al.,
2023b) sets a similar but different problem where a robust
model already exists, and the objective is to distill it to a
lighter network. Without the existence of a robust model,
the effectiveness of DFARD is significantly reduced.

Gradient Refining Techniques. Adjusting gradients is a
popular approach for diverse objectives. Yu et al. (2020)
directly projects gradients with opposing directionality to
dominant task gradients before model update. Liu et al.
(2021Db) selectively uses gradients that can best aid the worst
performing task, and Fernando et al. (2022) estimates un-
biased approximations of gradients to ensure convergence.
Eshratifar et al. (2018) also utilizes gradients to maximize
generalization ability to unseen data. Similar to ours, Man-
silla et al. (2021) and Tenison et al. (2022) update the model
based on sign agreement of gradients across domains or
clients. Shi et al. (2022), Wang et al. (2023a), and Dandi
et al. (2022) maximize gradient inner product between dif-
ferent domains or loss terms. While being effective, none
target adversarial robustness, especially in data-free settings.

Loss Surface Smoothness and Generalization. Smooth-
ness of loss surface is often associated with the model’s
generalization ability. Keskar et al. (2017), Jiang et al.
(2019), and Izmailov et al. (2018) have shown correlation
between smoothness and generalization, using quantita-
tive measures such as eigenvalues of the loss curvature.
Sharpness-aware minimization methods (Foret et al., 2020;
Wang et al., 2023a) leverage this knowledge to reduce the
train-test generalization gap by explicitly regularizing the
sharpness of the loss surface. Other methods (Terjék, 2019;
Qin et al., 2019; Moosavi-Dezfooli et al., 2019) also implic-
itly regularize the model towards smoother minima. No-
tably, in the field where the generalization gap is more severe
(e.g. domain generalization or federated learning), methods
penalize gradients that hinder the smoothness of the land-
scape (Zhao et al., 2022), or regularize the model to have
flatter landscapes across different domains of the dataset
(Cha et al., 2021; Caldarola et al., 2022; Phan et al., 2022).

7. Conclusion

In this work, we study the problem of learning data-free
adversarial robustness under the absence of real data. We
propose DataFreeShield, an effective method for instilling
robustness to a given model using synthetic data. We ap-
proach the problem from perspectives of generating diverse
synthetic datasets and training with flatter loss surfaces. Fur-
ther, we propose a new training loss function most suitable
for our problem, and provide analysis on its effectiveness.
Experimental results show that DataFreeShield significantly
outperforms baseline approaches, demonstrating that it suc-
cessfully achieves robustness without the original datasets.
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Appendix

We provide a more extensive set of experimental results with some analyses that we could not include in the main body due
to space constraints. The contents of this material are as below:

* Detailed Experimental Settings (Appendix A): We provide detailed information of our experiments.

e Overall Procedure of DataFreeShield (Appendix B): We provide pseudo-code of the overall procedure of
DataFreeShield.

e Number of Synthetic Samples (Appendix C): We study the effect of using different numbers of synthetic samples.
¢ Extended Set of Experiments on medical dataset (Appendix D): Extended results on medical dataset are reported.
* Extended Set of Experiments on e-bounds (Appendix E): Extended results on diverse attack distance are presented.

¢ Detailed Study on DataFreeShield (Appendix F): Extended results of detailed study of DataFreeShield on sample
diversity and comparison against different training loss functions.

* Evaluation under Modified Attacks (Appendix G: We evaluate robustness of DataFreeShield under modified attacks.

¢ Further Visualization of Loss Surface (Appendix H): We provide further analysis on £ ppgsnierq and its effect on the
loss surface.

* Sensitivity Study on the Number of Aggregated Batches (Appendix I): We conduct sensitivity study on the number
of aggregated batches.

¢ Sensitivity Study on 7 (Appendix J): We conduct sensitivity study on the threshold value 7 used in GradRefine.

¢ Sensitivity Study on \; and \; (Appendix K): We conduct sensitivity study on the hyperparameters of L prshieid,
)\1 and AQ.

* Visualization of DSS using PCA (Appendix L): We provide PCA visualizations of different synthetic datasets to
study the effect of DSS on diversity.

* Generated Synthetic Data (Appendix M): Selected examples of synthetic data are presented.

A. Detailed Experimental Settings

In this section, we provide details on experimental settings for both synthetic data generation and robust training. For
baseline implementation of DaST (Zhou et al., 2020), DFME (Truong et al., 2021), and AIT (Choi et al., 2022), we used the
original code from the authors, except for the modifications we specified in Appendix A.4. For DFARD (Wang et al., 2023b)
we followed the description in the publication since the original implementation is not available, and used ACGAN (Odena
et al., 2017) due to missing details of a generator architecture in the original publication. All experiments have been
conducted using PyTorch 1.9.1 and Python 3.8.0 running on Ubuntu 20.04.3 LTS with CUDA version 11.1 using RTX3090
and A6000 GPUs.

A.l1. Code

The code used for the experiment is included in a zip archive in the supplementary material, along with the script for
reproduction. The code is under Nvidia Source Code License-NC and GNU General Public License v3.0.

A.2. Data Generation

When optimizing gaussian noise, we use Adam optimizer with learning rate = 0.1 with batch size of 200, which we optimize
for 1000 iterations on medical datasets and 2000 on general domain datasets. For diversified sample synthesis, we set the
range [0,1] for the sampling distribution of coefficients, and use uniform distribution. Code implementation for diversified
sample synthesis builds upon a prior work (Yin et al., 2020). For medical datasets results, we generated 10,000 samples for
training, and for the other datasets we used 60,000 samples. To accelerate data generation, we use multiple GPUs in parallel
where 10,000 samples are generated with each. With batch size of 200, generating 10,000 samples of size 28 X28 using
ResNet-18 takes 0.7 hours on RTX 3090. For 32x32 sized samples, ResNet-20 takes 0.6 hours, ResNet-56 2.6 hours, and
WRN-28-10 3.6 hours.

For medical datasets, we trained two network architectures ResNet-18 and ResNet-50 used in the original paper (Yang
et al., 2023). We report the pretraining results in Table 11.
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Table 11. Performance of pretrained teachers on medical datasets.
Dataset ResNet-18 ResNet-50
Tissue 67.62 68.29
Blood 95.53 95.00
Derma 74.61 73.92
Path 92.19 91.41
OCT 80.60 84.90
OrganA  93.75 94.04
OrganC  90.74 91.06
OrganS  78.75 78.37

A.3. Adversarial Training

For adversarial training, we used SGD optimizer with learning rate=1e-4, momentum=0.9, and batch size of 200 for 100
epochs, and 200 epochs for ResNet-20 and ResNet-18. All adversarial perturbations were created using PGD-10 (Madry
et al., 2018) with the specified e-bounds. Following the convention, l5-norm attacks are bounded by ¢ = 128/255 with step
size of 15/255. l-norm attacks are evaluated under a diverse set of distances € = {8/255,6/255,4/255,2/255}, which
all use step size= €/4. For Lppghield, we simply use A; = 1 and A\ = 1, which we found to best balance the learning
from three different objective terms. For GradRefine, we use B = {10, 20} for all settings, which we found to perform
generally well across different datasets and models. When using GradRefine, we increment the learning rate linearly with B
to take into consideration the increased effective batch size. We use 7 = 0.5 for all our experiments with GradRefine.

A.4. Adaptation of the Baselines

In this section, we describe how we adapted the baselines (Table 2) to the problem of data-free adversarial robustness.
DaST (Zhou et al., 2020) is a black-box attack method with no access to the original data. DaST trains a substitute model
using samples from a generative model (Goodfellow et al., 2014) to synthesize samples for querying the victim model. To
adapt DaST to our problem, we keep the overall framework but modify the training loss, substituting clean samples with
perturbed ones. This makes it possible to use the training algorithm, while the objective now is to robustly train a model
with no data.

DFME (Truong et al., 2021) is a more recent work on data-free model extraction that also utilizes synthetic samples for
model stealing. They leverage distillation methods (Fang et al., 2019) to synthesize samples that maximize student-teacher
disagreement. Similar to DaST, we substitute the student input to perturbed ones, while keeping other settings the same.

AIT (Choi et al., 2022) utilizes the full precision model’s feedback for training its generative model. Unlike DaST and
DFME which focus on student outputs when training the generator, AIT additionally utilizes the batch-normalization
statistics stored in the teacher model for creating synthetic samples. Since AIT is a model quantization method, its student
model is of low-bit precision, and thus their training loss cannot be directly adopted to our task. We use TRADES (Zhang
et al., 2019) loss function for training, a variation of STD (Madry et al., 2018).

Lastly, DFARD (Wang et al., 2023b) suggests data-free robust distillation. Given a model already robustly trained, the goal is
to distill its robustness to a lighter network. They use adaptive distillation temperature to regulate learning difficulty. While
this seems to align with the data-free adversarial robustness, the robust teacher is not available in our problem. Therefore,
we replace the robustly pretrained model with the given (non-robust) 7'(x) so that student can correctly classify perturbed
samples.

For implementations of test-time defense techniques including DAD (Nayak et al., 2022), DiffPure (Nie et al., 2022), and
TTE (Pérez et al., 2021), we used the official code provided by the authors. For DAD, we follow their method and retrain a
CIFAR-10 pretrained detector on medical datasets test set. Since their method assumes the usability of off-the-shelf detector,
we used their pretrained detector trained on CIFAR-10 and fine-tuned it using each dataset from medical datasets. Note that
DAD is evaluated on the same test set that is used to finetune the detector module, which could be considered data leak.
For TTE, where we used +flip+4crops+4 flipped-crops as it is reported as the best setting in the original paper. Lastly, for
DiffPure, we used the same setting the authors used for evaluating on CIFAR-10 dataset, including the pretrained score SDE
model. To match the image size of the pretrained model, we resized the image samples originally sized as 28x28 to 32x32.
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Also, note that DiffPure requires high computational cost for evaluating against adaptive attacks such as AutoAttack (Croce
& Hein, 2020), and so the authors random sample 512 images for all evaluations. However, we used 2000 images randomly
sampled from the test set for more accurate evaluation, except for the cases where the test set is smaller than 2000.

B. Overall Procedure of DataFreeShield

The pseudo-code of the overall procedure of DataFreeShield is depicted in Algorithm 1. It comprises data generation using
diversified sample synthesis (line 4-10, §4.2), and adversarial training using a novel loss function (line 15, §4.4) along with a
gradient refinement technique (line 17-20, §4.3).

Algorithm 1 Procedure of DataFreeShield

1: Inputs: set of synthesis loss terms S, number of batches for synthesis IV, pretrained model’s parameters 0, target model for training
s, synthesis iterations @, train iterations P, number of aggregated batches 13, learning rate for synthesis 74 and training 7s.

2: Initialize: 05 < 01 > Initialize target model with pretrained model
3: Inmitialize: X = {X1,...,Xn} < Z ~N(0,1) > Initialize batches with random noise
4: fori=1,..., N do
5:  Sample {a1, ..., a5} from U(0, 1)
6:  Lsynth = Zf:‘l as * Ls > Diversified Sample Synthesis (§4.2)
7. forg=1,..,Qdo
8: Xi + X; —ngVx, Lsynin(Xi; 01)
9:  end for
10: end for

11: forp=1,...,Pdo
12:  Sample B mini-batches { X1, ..., X} from X
13:  forb=1,..., Bdo

14: X} + PGD(Xy;05s) > Equation (2)
15: 9"+ VogLorsniea(Xo, X4) > Lprshield (§4.4)
16:  end for

17:  for k =1, ...,|0s| (in parallel) do

18: A= £ 38  sign(g?) > GradRefine (§4.3)
19: gr = P(Ax) - 2178:1 ]l(Ak'gl(cb)>O} ~gf€b) > Equation (10)
20:  end for

21: O+ 0s —nsg” > Update using refined gradient
22: end for

C. Number of Synthetic Samples

In this section, we show the performance gain from simply incrementing the number of synthetic samples. Figure 5 plots
the AutoAttack accuracy when trained using differing number of samples. For all models, the trend is similar in that the
performance increases linearly, and converge at some point around 50000-60000. Although there exists marginal gain with
further supplement of data, we settle for 60000 samples for the training efficiency. One observation is that for smaller
model (ResNet-20), it is much harder to obtain meaningful robustness for any set under 20000. We posit this is due to
the characteristic of data-free synthesis, where the only guidance is from a pretrained model and the quality of the data
is bounded by the performance of the pretrained model. Since larger models tend to learn better representation, it can be
reasoned that the smaller models are less capable of synthesizing good quality data, along with the reason that smaller
models are generally harder to train for adversarial robustness.

D. Extended Set of Experiments on Medical Datasets

In this section we report an extended version of our experiment on medical datasets, which includes Derma, OCT, OrganA,
and OrganS datasets. Table 12 compares DataFreeShield against data-free baseline methods, and Table 13 shows results on
test-time defense techniques. Aligned with the observation from Table 3, DataFreeShield is the only method that provides
consistently high robustness.
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Figure 5. Comparing performance using varying number of samples for training. Left denotes AutoAttack accuracy while the right
denotes PGD-10 accuracy.

Table 12. Performance on medical datasets with [, perturbation budget.
Derma OCT OrganA OrganS

Model Method

Aclean -APGD AAA Aclean -APGD AAA Acleun -APGD AAA Acleun -APGD AAA

Public 67.48 5047 4239 25.60 22.00 2090 86.79 33.82 30.28 68.82 18.25 1541

DaST 66.93 3835 3272 27.00 20.70 20.50 84.42 26.07 22.70 28.55 940 8.82

RN-18 DFME  69.63 24.29 21.70 25.00 19.10 14.00 92.20 24.31 20.27 72.11 949 729

AIT 66.03 35.71 3397 2150 11.60 9.50 70.50 1131 874 50.71 13.13 8.29
DFARD 74.91 504 389 69.10 0.00 0.00 90.81 31.71 28.83 6346 10.86 8.88

Ours 66.98 63.09 61.85 3190 23.80 18.50 86.44 49.06 44.90 64.43 29.68 24.31
Public  67.08 44.59 34.11 2530 22.60 19.40 7877 33.56 28.78 47.70 12.68 4.28

DaST 72.47 808 499 2500 560 000 64.05 1745 1561 53.49 893 5.29
RN-50 DFME  67.08 3.19 1.10 25.00 840 0.00 2242 258 1.82 7450 693 4.21
AIT 23.59 329 175 24.50 1.60 0.70 46.77 921 7.08 2748 7.02 6.13
DFARD 54.02 1097 923 2550 1850 130 3137 2260 19.82 76.09 633 4.07

Ours 67.78 64.34 58.05 2890 19.30 17.59 90.80 42.58 37.42 66.61 37.84 33.63

E. Extended Set of Experiments on ¢-bounds

In the field of empirical adversarial robustness (Rebuffi et al., 2021; Schmidt et al., 2018; Wang et al., 2019; Wu et al.,
2020), thorough evaluation under attacks of varying difficulties (number of iterations, size of ¢, etc) is needed to guarantee
the model’s robustness. This is because a consistent trend across different attacks and resistance against strong attacks
(AutoAttack) ensures the robustness is not from obfuscated gradients (Athalye et al., 2018). In this regard, we provide
further experiment results using diverse set of e-bounds using SVHN and CIFAR-10 in Table 14 and Table 15. For each
setting, we highlight the best results under A 4 4.

In both datasets, baseline methods show poor performance regardless of the difficulty of the attack. For example, in CIFAR-
10, even at a relatively weaker attack of ¢ = 2/255, DaST, DFME, and DFARD do not exceed 10% under AutoAttack
evaluation, which is no better than random guessing. Although AIT performs generally better than the other baselines, it
suffers when training a larger model (WRN-28-10). The overall trend of the baselines implies that these methods are unable
to learn meaningful robustness, regardless of the size of the distortion. On the other hand, DataFreeShield shows consistent
trend across all attacks. While exceeding the baseline methods by a huge margin, the results are stable under both PGD and
AutoAttack in all €’s. This shows that DataFreeShield is able to learn meaningful robustness from adversarial training of all
presented distortion sizes.

F. Detailed Study on DataFreeShield

We present extended version of detailed study presented in the main paper. Table 16 and Table 17 compare state-of-the-art
AT loss functions against our proposed L£prshieiq- The results are consistent with what we have displayed in the main
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Table 13. Performance on medical datasets with [ perturbation budget using test-time defense methods.
ResNet-18 ResNet-50

Dataset Method Acican Apep Aaa Acican ApgD Aaa

DAD 7451 1347 424 7202 2379 3.39
Derma DiffPure 65.04 55.66 28.72 6836 59.38 45.18
TTE 70.47 1581 11.62 53.57 229 1.10

Ours 66.98 63.09 61.85 67.78 64.34 58.05

DAD 80.20 2290 0.20 84.50 21.70 0.00
DiffPure 30.66 26.76 9.10 2891 29.10 16.60
TTE 67.10 0.00 0.00 8330 0.00 0.00

Ours 3190 23.80 18.50 28.90 19.30 17.59

DAD 85.07 37.78 1946 81.48 34.14 13.83
OreanA DiffPure 70.12 63.48 3594 6934 59.96 42.79
g TTE 72.38 31.88 2578 68.38 24.77 17.06

Ours 86.44 49.06 44.90 90.80 42.58 37.42

DAD 4786 2945 554 57.61 3058 5.84
OroanS DiffPure 55.27 45.70 24.53 5234 46.88 24.92
g TTE 61.16 535 207 5349 9.72  3.79

Ours 6443 29.68 2431 66.61 37.84 33.63

OCT

paper, where L£prghieiq performs the best in almost all settings. Although the other loss functions perform generally
well in WRN-28-10, they tend to fall into false sense of security with ResNet-20 and ResNet-56, where the seemingly
robust models under weak attacks (PGD) easily break under stronger attacks (AutoAttack). For example, in ResNet-56 of
Table 17, STD (Madry et al., 2018) achieves 46.38% under PGD, but is easily circumvented by AutoAttack, which gives
0.12%. Similar phenomenon is observed across other loss functions. However, £ p pshielq 18 consistent under both PGD and
AutoAttack, and shows no sign of obfuscated gradients.

For comparison, we present real-data training performance on the medical datasets dataset in Table 18. The ‘original’ data
training uses the exact same domain for adversarial training, so that can be regarded as the upper bound of the data-free
adversarial robustness. The experimental results show that even real data from another domain (CIFAR-10) significantly
underperform compared to the original dataset. On the other hand, DataFreeShield shows superior performance than the
other-domain public dataset. Remarkably, DataFreeShield almost reached similar performance levels with the original
dataset training in the Derma dataset. The experimental results show the advantages of DataFreeShield, by reducing the gap
towards real-data training.

Similarly, for dataset diversification, we show an extended version in Table 19 and Table 20. In all settings, diversified
sample synthesis shows the best quantitative measure under Coverage and JSD. Coverage is known to be a more accurate
measure of diversity than Recall in the sense that it is more robust against outliers (Naecem et al., 2020). Also, JSD measures
distributional distance, which is frequently used in evaluating GANs. Thus, they show quantitative evidence to diversity gain
of diversified sample synthesis. This aligns with the robust training results, where diversified sample synthesis outperforms
other diversifying methods in most settings.

G. Evaluation under Modified Attacks

Evaluating robust accuracy using PGD (Madry et al., 2018) and AutoAttack (Croce & Hein, 2020) are considered de facto
standard to demonstrate the method’s robustness. However, we extend our experiments and provide further evaluation under
latent attack (Sabour et al., 2016) and using different combinations of our training loss £p pshieiq as the inner maximization
of PGD. We term these attacks modified attacks because they are modified according to the training objective or takes
advantage of model architecture to generate adversarial samples, similar to adaptive attacks (Liu et al., 2022; Yao et al.,
2021). For modified versions of PGD, each replaces the coventionally used cross entropy loss CE(S(2'),y) with: (a)
KL(S(z")]S(x)), (b) KL(S(x")||T(x), (¢) KL(S(z")||T(x)) + KL(S(«")||S(x)). For latent attack (Sabour et al., 2016),
we followed the original implementation and used output from the penultimate layer (before flattening), L-BFGS for attack

19



DataFreeShield: Defending Adversarial Attacks without Training Data

Table 14. Performance on SVHN.

ResNet-20 ResNet-56 WRN-28-10
e  Method Aciecan ApceD Aaa Acican Apap Aaa Acican Arep Aaa
Original 9542 88.04 86.72 96.00 88.86 87.85 96.06 89.23 88.16
DaST 93.80 3430 1233 91.00 4629 31.77 9645 3521 949
2/255 DFME 96.05 3524 839 97.30 3879 1098 9721 24.67 0.54
AIT 94.67 6574 60.74 95.63 7042 6623 8582 4433 36.37
DFARD 96.58 32.64 689 9729 3921 894 97.11 2638 0.29
DataFreeShield 94.22 75.56 7217 94.16 80.32 7847 9594 84.63 82.93
Original 93.19 78.01 7459 94.67 79.53 79.67 94.48 79.53 76.72
DaST 20.66 13.90 7.06 2020t 1959 19.65 20.15 19.17 14.57
4/255 DEME 11.32F 259  0.84 2020f 1922 427 694t 531 028
AIT 91.45 37.87 2474 86.65 4545 3896 83.89 4045 33.06
DFARD 20.11 1594 19.68 19.58 1543 000 9232 13.08 0.0l
DataFreeShield 91.83 54.82 47.55 88.66 62.05 57.54 94.14 69.60 62.66
Original 9147 6739 60.56 9159 71.10 5795 93.62 75.03 57.36
DaST 7.84 1.64 000 19.68 19.57 12.79 61.72 8.82  0.00
6/255 DFME 15907 1594 1481 97.34 521  0.00 97.11 1.39  0.00
AIT 83.70 2320 6.03 8723 3006 1737 77.05 1245 3.6l
DFARD 2427 1948 044 97.17 587 0.00 5424 19.58 0.00
DataFreeShield 89.00 39.63 31.15 81.90 47.36 40.88 92.18 5539 45.57
Original 86.50 55.68 4031 89.29 5939 5121 92.03 6835 32.94
DaST 10.29 394 207 19.687 1959 19.68 2039 16.69 1.35
8/255 DFME 20.15 030 0.00 21.55 1660 022 684t 670 229
AIT 4747 1521 770 7333 2242 1092 4796 1485 7.24
DFARD 20.03 1346 0.00 25.18 546 0.00 93.07 1823 0.02

DataFreeShield 85.32 29.96 20.84 75.70 37.32 29.04 90.57 43.80 31.77
TDid not converge

optimization with e=10/255 for perturbation bound. The results are shown in Table 21 and Table 22, where our method
DataFreeShield is effective against modified attacks as well. In all datasets and models, none of the modified attack methods
were stronger than cross entropy based PGD and AutoAttack.

H. Further Visualization of Loss Surface

We extend Figure 4 to different models, ResNet-56 and WRN-28-10. The visualization results are shown in Figures 6
and 7. In all visualization settings, applying GradRefine to data-free adversarial training achieves a flatter loss surface. This
analysis further supports the experimental results that GradRefine contributes to better performance.

L. Sensitivity Study on the Number of Aggregated Batches

In this section, we show a sensitivity study on the number of aggregated batches when applying GradRefine. Table 23
shows the performance under varying number of aggregated batches (B) during training. Aggregated batch being 1 means
GradRefine was not applied. For both models, we can observe that the performance is relatively stable for a wide range of B.
Also, a smaller model displays slightly higher sensitivity towards B, while a larger model is less affected by it. We found
B = {10, 20} to work generally well across different datasets and models.

J. Sensitivity Study on 7

In this section, we provide sensitivity study results on the threshold value 7 used in GradRefine, which is displayed in
Table 24. In general, the best range for 7 lies in [0.4, 0.7], with more degradation when being close to 0.0 and 1.0. In all
settings, we simply use 7 = 0.5 for the difference within the best range is insignificant. Note that in our method, 7 = 0.0
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Table 15. Performance on CIFAR-10.

ResNet-20 ResNet-56 WRN-28-10
e  Method Aciecan ApeD Aaa Acican Apap Aaa Aciean ApceD Aaa
Original 78.82  66.59 6553 81.01 6834 6742 8634 7539 74.81
DaST 10.02F 991 977 1746 325 050 1272 646 237
2/255 DFME 32.05 960 4.19 9129 1628 0.13 97.32 1831 0.00
AIT 81.25 2890 2472 7851 33.66 3025 74.05 6.66 127
DFARD 91.89 7.63 0.08 9534 1697 0.06 97.32 1071 0.00
DataFreeShield 80.66 50.09 46.73 87.06 57.99 5544 91.56 70.48 68.12
Original 75.60 5679 5437 7676 58.50 56.54 82.89 64.64 62.84
DaST 10.007  9.89 862 12.06 7.68 532 10.00f 965 285
4/255 DFME 14.36 523  0.08 13.81 3.92  0.03 10.00f 998 0.05
AIT 32.80 1193 10.67 3847 1229 1136 3492 1090 947
DFARD 12.28 533  0.00 10.84 893 0.00 9.82 1201 0.02
DataFreeShield 74.79 29.29 22.65 8130 3555 30.51 86.74 51.13 43.73
Original 70.88 4823 4588 73.55 5047 4750 77.89 5456 5223
DaST 10.00f  9.86 8.02 10.00f 9.00 221 10.17 497  0.07
6/255 DFME 10.00f 082 001 78.82 3.35  0.00 10.86 926 1.58
AIT 24.20 771  3.05 2235 946 746 63.61 3.87 051
DFARD 11.23 491 0.00 9527 .10  0.00 92.46 0.34  0.00
DataFreeShield 69.11 17.94 11.03 76.55 21.55 16.11 8126 37.26 26.07
Original 69.19 41.69 37.30 70.79 43.89 39.97 7676 47.88 44.04
DaST 10.00f 999 6.81 10.60F 9.18 1.62 10.00f 9.88 0.56
8/255 DFME 13.17 1.67 0.00 10.01t 210 0.00 10.02f 444 0.00
AIT 14.02 349 028 10.060 997 996 10.12f 9.66 8.16
DFARD 11.23 1.41  0.00 13.04 341  0.00 10.11 998  0.00

DataFreeShield 63.69 1053 4.71 73.05 13.27 7.80 76.63 27.61 14.79
TDid not converge

Table 16. Comparison of L7rqin on SVHN.

ResNet-20 ResNet-56 WRN-28-10
Method Aciean ApcD Aaa Aciean ApcD Aaa Aciean ApcD Aaa
STD 23.34 16.73 13.83 95.12 42.66 8.73 93.71 69.32 62.58
TRADES 9299 51.13 36.71 95.73 67.00 20.87 94.12  69.10 61.75
MART 63.36 6.48 1.98 91.65 26.09 4.74 35.94 2.55 1.09
ARD 9478 43.10 30.38 96.02 47.37 37.16 96.29 61.11 52.56

RSLAD 93.75 44.06 29.81 94.25 56.60 48.40 96.03  64.59 57.04

LpFshield g1 76 5453 45.50 (+8.79) 91.06 63.12 56.54 (+8.14) 94.87 69.67 65.66 (+3.08)
(Proposed)

Table 17. Comparison of L1yqin on CIFAR-10.

ResNet-20 ResNet-56 WRN-28-10
Method Aciean ApcD Aaa Aciean ApPcD Aaa Aciean ApcD Aaa
STD 23.51 6.09 1.66 9249 46.38 0.12 81.63 48.03 38.94
TRADES 86.34 26.81 1.75 81.71 29.49 9.36 79.61 45.86 37.08
MART 14.91 2.67 0.22 91.65 16.23 0.00 13.69 6.74 0.09
ARD 90.13 9.83 0.17 92.21 9.31 2.51 90.95 36.61 31.16
RSLAD 77.85 11.66 0.69 88.98 19.59 12.27 90.25 39.30 31.16

LDFshield 7763 2745 19,09 (+17.34) 83.67 3478 27.69 (+15.42) 88.16 50.13 41.40 (+2.46)
(Proposed)
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-0.5
-1.0

-1.0 -1.0 -1.0

-1.0

(a) TRADES (b) TRADES (©) LDFShield (d) LoFshicld
w/o GradRefine w/ GradRefine w/o GradRefine w/ GradRefine

-1.0 -1.0 -1.0

Figure 6. Loss surface visualization of ResNet56 model trained by data-free AT methods. Each figure represents different training losses
with or without GradRefine. We use normalized random direction for x,y axis, following Li et al. (2018). The figures demonstrate that
GradRefine achieves flatter loss surfaces.

(a) TRADES (b) TRADES (¢) LDFShicld (d) Lorshield
w/o GradRefine w/ GradRefine w/o GradRefine w/ GradRefine

Figure 7. Loss surface visualization of WRN-28-10 model trained by data-free AT methods. Each figure represents different training
losses with or without GradRefine. We use normalized random direction for x,y axis, following Li et al. (2018). The figures demonstrate
that GradRefine achieves flatter loss surfaces.
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Table 18. Real-data training performance of medical datasets with [ perturbation budget.

ResNet-18 ResNet-50

Dataset Data-free Method Actean Apcp Aaa Aciean Apcb Aaa

Original 5033 37.53 3425 4894 3734 35.06

Tissue X Public (CIFAR-10) 22.04  0.02 0.00 27.84 10.11 8.64
v DataFreeShield 32.07 31.63 31.57 3191 27.15 26.68

X Original 86.73 7194 7036 8541 71.79 70.51

Blood Public (CIFAR-10)  9.09 9.09 0.00 9.09 9.09 0.00
v DataFreeShield 59.890 21.72 19.29 74.63 36.07 30.17

X Original 74.37 5253 4935 72.62 51.73 48.68

Path Public (CIFAR-10) 13.30  0.00 0.00 7.54 121 037
4 DataFreeShield 33.06 29.78 2538 41.63 1535 12.28

X Original 66.90 6390 63.01 67.58 61.99 60.14

Derma Public (CIFAR-10) 67.48 5047 4239 67.08 44.59 34.11
4 DataFreeShield 66.98 63.09 61.85 67.78 64.34 58.05

X Original 92.79 81.20 80.75 92.67 82.73 82.25

OrganA Public (CIFAR-10) 86.79 33.82 30.28 78.77 33.56 28.78
4 DataFreeShield 86.44 49.06 4490 90.80 42.58 37.42

X Original 91.13 81.06 80.55 90.52 81.47 80.94

OrganC Public (CIFAR-10) 79.41 40.10 36.53 84.41 46.12 43.44
v DataFreeShield 83.35 47.01 4256 86.56 62.60 59.86

X Original 79.01 62.62 6195 79.08 65.16 64.57

OrganS Public (CIFAR-10) 68.82 18.25 1541 47.70 12.68 4.28
v DataFreeShield 64.43 29.68 2431 66.61 37.84 33.63

means no masking is used (allow conflicting gradients), and 7 = 1.0 means all gradients are masked unless they all have the
same sign direction. Intuitively, values close to 0.0 diminish the effect of masking, and values close to 1.0 set an unrealistic
high bar for gradients, where both should have a negative effect on the final performance.

K. Sensitivity Study on \; and )\,

In this section we show a sensitivity study on hyperparameters of £ppgpieiq by varying the scale of A\; and Ay from O to
100.0. The results for SVHN and CIFAR-10 are shown in Table 25 and Table 26, respectively. In general, setting both A\
and A2 as 1.0 performs well regardless of the model and dataset. Although there exist a few cases where increasing A1 or Ao
yields better robust accuracy, they all come at the price of large degradation in clean accuracy. As noted in the main body of
the paper, we found setting both values to 1.0 best balances such trade-off, while maintaining high robust accuracy.

L. Visualization of DSS using PCA

In this section we provide feature visualization using PCA on CIFAR-10 dataset to conduct similar visualization as done in
Figure 3 but on a high-dimensional image dataset. Using all model architectures, Appendix L demonstrates the efficacy of
DSS in increasing dataset diversity. DSS shows larger coverage in terms of diversity than when using fixed coefficients,
aligning with previous results on toy example (Figure 3). This shows that DSS can effectively enlarge diversity even in
complex, real-world datasets. We also visualize the case of high L.;,ss and low L ;455 by setting each hyperparameter to
1.0 and 0.0. While high £.;,ss generates samples with more distinct class information, they are highly clustered to the class
centers. However, absence of L.,ss loses class information essential to classification tasks. While fixed coefficients strive
to find a good balance between these terms with negligence of diversity, DSS successfully achieves both.
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Table 19. Comparison of dataset diversification methods on SVHN.

Accuracy Diversity Metric
Model Method  Aciean Apep Aaa Recall + Coverage t NDB | JSD |
Lsynth 93.31 54.11 41.03 0.801 0.230 95  0.353
+Mixup 92.13 57.71 48.17 (+7.14) 0.882 0.241 88  0.368

ResNet-20 + Cutout 91.34 56.01 48.29 (+7.26) 0.900 0.198 90  0.396
+ CutMix 92.06 56.79 48.14 (+7.11) 0.887 0.225 91 0.387

+ DSS 91.78 54.53 45.50 (+4.47) 0.905 0.429 90  0.237

Lsynth 93.17 6140 54.38 0.821 0.218 93 0.342
+Mixup 92.23 62.26 55.11 (+0.73) 0.848 0.226 93 0.345
ResNet-56 + Cutout 9392 60.54 53.80 (-0.58) 0.842 0.164 95  0.391
+ CutMix 91.20 61.46 55.38(-1.00) 0.871 0.189 95  0.369

+ DSS 91.06 63.12 56.54 (+2.16) 0.872 0.521 93 0.154

Lsynth 9426 6494 59.99 0.246 0.147 91 0.254
+Mixup 9450 67.51 54.70(-5.29) 0.252 0.120 94  0.277
WRN-28-10 + Cutout 95.51 66.77 61.96 (+1.97) 0.305 0.060 91 0.332
+ CutMix 95.67 66.71 61.16 (+1.17) 0.321 0.100 92 0.348

+ DSS 94.87 69.67 65.66 (+5.67) 0.548 0.232 88  0.190

M. Generated Synthetic Samples

In this section, we display generated synthetic samples used in our experiments, including the baseline methods. The
resulting images are displayed in Figure 9 to Figure 13. The overall quality of the baseline samples are noticeably poor, with
limited diversity and fidelity. While these images are sufficient for specific tasks such as knowledge distillation or model
compression, they are unable to give the necessary amount of information needed in robust training. On the other hand,
diversified sample synthesis is able to generate diverse samples that are also high in fidelity. For example, in Figure 9 and
Figure 10, diversified sample synthesis restores colors and shapes of the original data, while also generating non-overlapping,
diversified set of examples. Also, for SVHN, diversified sample synthesis is the only method that is able to generate readable
numbers that are recognizable to human eyes. Even in CIFAR-10, a dataset with more complex features, diversified sample
synthesis generates samples that faithfully restore the knowledge learned from the original dataset. For larger models with
more capacity, the generated samples show recognizable objects such as dogs, airplanes, frogs, etc. The difference in the
quality of the generated samples, in addition to the experiment results show that fidelity and diversity of train data play
crucial roles in robust training.
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Table 20. Comparison of dataset diversification methods on CIFAR-10.

Accuracy

Diversity Metric

Model Method  Aciean Apep Aaa Recall T Coverage T NDB | JSD |
Lsynth 82.58 2393 14.61 0.400 0.107 88 0.355
+ Mixup 84.26 1691 5.95(-8.66) 0.692 0.128 87 0.372
ResNet-20 + Cutout  82.65 26.33 17.32 (+2.71) 0.747 0.137 95 0.369
+ CutMix 83.38 28.66 18.30 (+3.69) 0.825 0.175 89 0.347
+ DSS 77.83 2742 19.09 (+4.48) 0.724 0.320 90 0.248
Lsynth 83.72 3091 27.42 0.658 0.136 93 0.310
+Mixup 83.55 32.87 27.87 (+0.45) 0.761 0.135 93 0.394
ResNet-56 + Cutout 82.96 31.39 26.83(-0.59) 0.853 0.113 94 0.343
+ CutMix 82.60 33.78 27.86 (+0.44) 0.892 0.150 93 0.364
+ DSS 83.67 34.78 27.69 (+0.27) 0.678 0.550 84 0.126
Lsynth 91.46 43.66 36.34 0.535 0.101 91 0.253
+Mixup 90.61 48.16 36.43 (+0.09) 0.641 0.084 94 0.322
WRN-28-10 + Cutout 92.59 39.84 34.39(-1.95) 0.535 0.034 95 0.443
+ CutMix 9190 4279 34.79 (-1.55) 0.845 0.084 93 0.328
+ DSS 88.16 50.13 41.40 (+5.06) 0.830 0.163 88 0.211
Table 21. Evaluation under modified attacks on SVHN and CIFAR-10.
Dataset Model Modified Attack
AClean APGDCE AAA ALatent -APGD(E) APGD(b> APGD(C)
ResNet-20  91.83 54.82 47.55 7438 71.95 55.84 55.24
SVHN ResNet-56 88.66 62.05 57.54 77.99 77.04 62.95 62.58
WRN-28-10 94.14 69.60 62.66 87.68 81.39 70.64 70.08
ResNet-20  74.79 29.29 22.65 65.63 54.64 31.05 30.46
CIFAR-10 ResNet-56 81.30 35.55 30.51  67.73 60.61 36.94 36.43
WRN-28-10 86.74 51.13 4373  79.38 70.40 51.82 51.21
Table 22. Evaluation under modified attacks on medical datasets.
Dataset Model Modified Attack
Aciean ApGper Aaa Aratent Apcp, Arcp,, Apcp,
Tissue 32.07 31.93 31.83 32.07 31.98 31.95 31.95
Blood ResNet-18 49.34 19.24 18.77 20.32 29.87 24.70 24.12
Path . 33.06 29.78 2538 29.81 32.10 30.04 29.99
OrganC 76.89 46.92 45.18 76.60 65.47 48.40 48.10

Table 23. Sensitivity study on aggregated batch number using CIFAR-10 dataset.

B ResNet-20 WRN-28-10
Aciecan Apep Aaa Acican ArcD Aaa
1 77.83 27.42 19.09 88.16 50.13 41.40
2 7577 29.16 2244 88.07 50.50 41.96
4 7474 29.19 2294 87.85 50.36 42.10
8 75.01 2947 23.09 87.67 50.53 41.80
10 75.53 29.69 2295 87.65 50.75 42.35
20 74.63 2028 22.63 86.74 51.13 43.73
40 28.87 13.72 1035 8548 50.39 4443
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Table 24. Sensitivity study on 7 using WRN-28-10.

SVHN CIFAR-10

7 Aciean Apgp Aaa AcCican ApceD Aaa
0.0 93.69 69.05 6199 88.16 50.13 41.40
0.1 93.65 68.78 61.98 8694 50.29 42.17
0.2 93.66 6883 6296 86.95 50.12 42.06
0.3 93.86 69.13 63.13 87.53 50.63 4293
0.4 94.05 69.12 63.17 87.13 50.99 43.34
0.5 94.14 69.60 62.66 86.74 51.13 43.73
0.6 9438 70.09 63.52 87.17 51.58 43.62
0.7 94.69 70.13 62.77 87.10 5196 43.84
0.8 95.00 69.90 61.85 86.83 51.87 43.10
0.9 95.01 69.72 61.37 86.82 50.67 41.38
1.0 9542 69.10 5945 88.10 49.11 39.12

Table 25. Sensitivity study on A; and A2 using SVHN dataset.

A2
0 0.01 0.1 1 10 100
Model A Asa(Aciean) Aaa(Aciean) Asaa(Aciean) Asa(Aciean) Asa(Aciean) Aaa(Aciean)
0 0.04 (96.59) 0.11 (96.55) 45.16 (93.10) 44.55 (72.21) 19.59 (19.59) 6.70 (6.70)
001 0.14(96.64) 123(96.70) 4436 (93.52) 47.99 (78.43) 19.59 (19.59)  6.70 (6.70)
ResNet-20 0.1 40.69(93.12) 40.58 (93.63) 43.82(93.20) 51.50(88.24) 19.59 (19.59) 6.70 (6.70)
1 42.95(93.75) 42.80(93.69) 43.25(93.78) 47.55(91.83) 19.56 (19.62) 6.70 (6.70)
10  42.63 (87.56) 42.07 (86.39) 43.34 (88.56) 45.74 (86.45) 38.78 (80.30) 6.70 (6.70)
100 6.70 (6.70) 6.70 (6.70) 6.70 (6.70) 6.70 (6.70) 6.70 (6.70) 6.70 (6.70)
0 0.18 (97.22) 2.31(97.31) 48.79(93.58) 52.53(73.34) 19.59 (19.59) 6.70 (6.70)
0.01 3.36 (97.28) 11.21 (97.08) 49.17 (93.71) 54.71 (76.90) 19.63 (19.69) 6.70 (6.70)
ResNet-56 0.1 43.14(95.04) 45.01(94.22) 51.97(93.72) 58.01(84.51) 22.55(25.50) 6.70 (6.70)
1 55.56 (91.94) 55.59 (91.96) 56.01 (91.55) 57.54 (88.66) 50.97 (76.66) 6.70 (6.70)
10 53.22(85.85) 53.44 (86.15) 53.57(85.57) 53.36(84.65) 51.06(84.01) 10.86(14.79)
100 37.96 (72.76) 33.70(72.88) 36.11(73.93) 37.28(75.71) 38.67 (70.18) 6.70 (6.70)
0 0.22 (97.39) 0.61 (97.43) 60.42 (95.49) 56.30(83.42) 21.51(25.21) 19.59(19.59)
0.01 0.69 (97.44) 1.38 (97.45) 60.56 (95.53) 59.14 (86.00) 22.12(28.83) 19.59 (19.59)
WRN-28-10 0.1 27.62(96.37) 41.93(96.27) 61.03(95.59) 63.53(91.75) 40.85(58.79) 19.59 (19.59)
1 60.72 (95.41) 60.74 (95.39) 61.16(95.21) 62.66 (94.14) 58.56 (86.35) 19.59 (19.59)
10 60.15(92.45) 60.05(92.52) 60.13(92.59) 60.00(92.09) 57.75(88.38) 38.88 (67.03)
100 4495 (81.76) 46.19 (83.62) 44.45(81.28) 46.14(82.94) 45.38 (82.58) 43.35(76.67)
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Table 26. Sensitivity study on A1 and A2 using CIFAR-10 dataset.

A2
0 0.01 0.1 1 10 100

Model A Asa(Aciean) Asa(Aciean) Aaa(Aciean) Aaa(Aciean) Asa(Aciean) Aaa(Aciean)
0 0.00 (93.99) 0.00 (93.79) 18.06 (82.92) 20.31(67.61) 9.26 (13.16) 10.00 (10.00)

0.01 0.00(93.62) 0.00 (93.46) 18.84 (82.47) 21.18(68.99) 10.43(13.05) 10.00 (10.00)

ResNet-20 0.1 10.36(86.44) 12.32(85.20) 20.72(80.33) 24.20(72.44) 11.45(14.84) 10.00 (10.00)
1 20.83 (78.49) 20.69 (78.59) 21.27(78.24) 22.65(74.79) 12.53 (15.75) 10.00 (10.00)

10 15.74 (63.26) 15.82(61.62) 14.59 (61.58) 14.20(53.02) 12.31(36.82) 10.00 (10.00)

100 10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00)

0 0.00 (95.44) 0.00 (94.67) 24.81 (87.04) 32.09(78.33) 11.44(16.22) 10.00 (10.00)

0.01 0.00 (94.70) 0.00 (94.81) 25.31(86.78) 32.62(78.89) 11.04(16.13) 9.65 (11.35)

ResNewsg 01 1983(8873) 21.18(88.23) 2565(85.71) 33.08(79.65) 9.93(23.06)  9.00 (14.57)
1 26.71 (84.31) 26.96 (84.43) 27.44(83.92) 30.51(81.30) 24.07(58.25) 15.49(16.49)

10 26.01(74.59) 26.22(74.67) 25.50(74.72) 25.87(72.84) 2291 (61.85) 10.00 (10.00)

100  10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00) 10.00 (10.00)

0 0.00 (97.48) 0.00 (97.34) 33.06 (92.61) 45.08 (82.11) 12.99 (16.15) 7.93 (11.38)

0.01 0.00(97.35) 0.00 (97.27) 34.29(92.13) 45.16(82.75) 13.22(17.05) 10.00 (10.00)

WRNas.10 O] 2813(9289) 30.14(9252) 3844(9127) 4470(8401) 2947 (54.82) 1000 (10.00)
1 40.46 (89.47) 40.43 (89.45) 41.05(89.26) 43.73 (86.74) 39.47 (71.48) 14.91 (20.84)

10 4147 (86.28) 41.32(85.52) 40.73(85.40) 41.22(84.81) 38.62(78.42) 19.19 (42.60)

100 15.75 (50.55) 16.64 (50.05) 18.02 (51.54) 18.29(51.75) 18.07 (53.38) 17.68 (51.48)
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Figure 8. PCA visualization using CIFAR-10. We compare DSS against 4 different sets of data: Real (CIFAR-10), samples synthesized
with low L1455, samples synthesized with high L.i45s, and using fixed coefficients.
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Figure 9. TissueMNIST, ResNet-18
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Figure 9. BloodMNIST, ResNet-18
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Figure 10. DermaMNIST, ResNet-18

(b) DaST (Zhou et al., 2020) Tru
ol 5 e S ST A

;::_. i r ‘T'.:.
a2

: '-!-."\;;fn"_-'?
e B 25 ]

= I_._.[ ;_n_- II_"‘-! I
(d) AIT (Choi et al., 2022)

Figure 11. OrganCMNIST, ResNet-18
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Figure 12. SVHN, WRN-28-10
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Figure 13. CIFAR-10, WRN-28-10
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