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ABSTRACT

AI for software engineering has made remarkable progress, becoming a notable
success within generative AI. Despite this, achieving fully automated software
engineering is still a significant challenge, requiring research efforts across both
academia and industry. In this position paper, our goal is threefold. First, we
provide a taxonomy of measures and tasks to categorize work towards AI soft-
ware engineering. Second, we outline the key bottlenecks permeating today’s
approaches. Finally, we highlight promising paths towards making progress on
these bottlenecks to guide future research in this rapidly maturing field.

1 INTRODUCTION

AI for software engineering has made remarkable progress, becoming a notable success within gen-
erative AI. Despite this, achieving fully automated software engineering remains a significant chal-
lenge, requiring significant research efforts across academia and industry. In this paper, we provide
an opinionated view of the tasks, challenges, and promising directions towards achieving this goal.

Many existing surveys focus on particular topics discussed in this work. Liang et al. (2024) and
Sergeyuk et al. (2025) survey the successes and challenges of AI programming assistants, (Wang
et al., 2024a) survey using LLMs for software testing, and Joel et al. (2024) survey using LLMs in
low-resource and domain-specific languages, and Zhang et al. (2023) focus on automated program
repair, both with and without LLMs. Finally, Yang et al. (2024) is a roadmap for formal mathemati-
cal reasoning and has some overlap with our discussion on software verification. In addition, many
works discuss the current state, challenges, and future of AI for software engineering (Fan et al.,
2023; Ozkaya, 2023; Wong et al., 2023; Zheng et al., 2023; Hou et al., 2024; Jin et al., 2024; Wan
et al., 2024). Our work draws inspiration from them, and we recommend that the reader consult
them for alternative perspectives.

In this position paper, our goal is threefold. In Sec. 2, we provide a structured way to think about
progress in the field and list tasks important in AI for software engineering. We also provide three
measures for categorizing concrete realizations of the task: the scale of the problem, the amount of
algorithmic complexity, and the level of human intervention. In Sec. 3, we highlight nine challenges
in the field that today’s models face, each of which applies to several tasks. In Sec. 4, we posit five
research themes that are promising to tackle the aforementioned challenges. We hope that through
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our paper, the reader can appreciate the progress the field has made, understand the shortcoming of
today’s state-of-the-art models, and gain concrete research ideas for tackling these challenges.

2 TASKS IN AI SOFTWARE ENGINEERING

We first provide a taxonomy of tasks in AI software engineering. To provide a structured way to
consider concrete realizations of each task, we define three measures that apply across them: scope,
algorithmic complexity, and level of human intervention. To achieve an AI software engineer, we
strive for AI to be capable across all three measures.

Scope Measure: We define three levels of scope, the extent of changes that the AI makes to the
codebase. Function-level scope refers to single, self-contained functions such as in HumanEval
(Chen et al., 2021). Self-contained unit scope goes beyond singular functions and to larger chunks
of code such as entire files and classes. Finally, project-level scope refers to larger codebases such as
entire repositories, such as in Commit0 (Zhao et al., 2024) and SWE-Bench (Jimenez et al., 2024).

Algorithmic Complexity Measure: Tasks require a wide range of reasoning abilities when it comes
to devising algorithms to solve them. Low algorithmic complexity tasks require little to no reasoning,
such as writing CRUD (create, read, update, delete) applications or using APIs. Medium algorith-
mic complexity tasks include most LeetCode problems, finding inputs to fuzz simple programs, and
reasoning about execution behavior of multithreaded programs. High algorithmic complexity tasks
require meticulous and challenging levels of algorithmic reasoning, either because the algorithm
is complex or because the problem requires clever thinking and insights. This includes difficult
competition programming problems, writing large thread-safe concurrent programs, cracking cryp-
tographic ciphers, and solving SMT-like problems. Many popular coding benchmarks are function-
level, medium-high algorithmic complexity, such as APPS (Hendrycks et al., 2021), CodeContests
(Li et al., 2022), and LiveCodeBench (Jain et al., 2024b).

Level of Human Intervention Measure: AI coding is a collaborative task. Following the autonomy
taxonomy in Morris et al. (2023), we define three levels of human intervention. Low autonomy is
when the human has full control over the task and uses AI to automate simple sub-tasks. Medium
autonomy is when there is a similar amount of human-AI collaboration, with interactive coordination
of goals and tasks. High autonomy is when AI drives the tasks, with the human providing feedback.

Next, with our taxonomy of measures in place, we turn to the set of tasks that are reflective of the
tasks and capabilities of a human software engineer.

2.1 CODE GENERATION

Code generation is the task of generating code from a specification. In code completion (e.g. Github
Copilot), the specification takes the form of a pre-existing code snippet. In natural language to
code, where the specification is a natural language description containing information such as the
task description, input-output examples, libraries to use, and other requirements about the code. The
difficulty of a code generation task depends highly on its scope and algorithmic complexity.

2.2 CODE TRANSFORMATION

Code Optimization: Transforming programs to improve performance characteristics while main-
taining functional correctness is a critical software task. These optimizations span multiple dimen-
sions, including execution time, memory usage, energy consumption, and parallel efficiency. The
challenge lies not only in identifying opportunities for optimization but also in reasoning about
complex performance trade-offs across different hardware architectures and usage scenarios.

Code Translation: Code translation is the task of translating code from a source language to a target
language. This task is difficult because it requires understanding, in depth, how constructs expressed
in the source language map to the target language. This requires reasoning at a very high level of
abstraction. In the industry, there are many large-scale code translation attempts (like C to Rust, or
Python to C), and this task is also useful for porting legacy code to modern programming languages.

Code Refactoring: Code refactoring presents a unique challenge in code transformation because
success extends far beyond functional correctness or metrics. The goal is often to improve code
maintainability, readability, or extensibility—qualities that are inherently difficult to quantify and
highly context-dependent. For instance, extracting shared functionality into helper methods presents
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trade-offs between modularity and cognitive complexity (Parnas, 1972). These challenges are fur-
ther compounded by the need to understand implicit trade-offs customized to specific codebases,
respect conventions, and reason about the long-term maintenance implications of structural changes.

2.3 CODE UNDERSTANDING

Understanding the moving parts of a codebase is an important skill for being a stellar engineer.
Code can often be difficult to understand due to many wrapper functions, error-handling boiler-
plate, deep call stacks, and sometimes even poor code cleanliness. We identify four practical code-
understanding tasks that we find practical and important:

Code Summarization and Documentation: To ensure maintainability, readability, and ease of
collaboration, code must be documented well. Writing good documentation is challenging because it
needs to be written cleanly and crisply, describing both what the function does and how the function
works. Importantly, it must also anticipate and address any misunderstandings that a programmer
might have, such as potential side effects or special cases.

Code Navigation: It is challenging to navigate and get accustomed to a mature codebase for new
joiners. Code navigation means finding where relevant functionality is implemented. Doing this well
requires understanding both the high-level layout of where every functionality lies in the codebase
and the low-level understanding of which helper functions are used to implement each functionality.

Code Question Answering: The holy grail of code understanding is the ability to answer arbitrarily
complex questions about a codebase, which requires sophisticated code understanding and reasoning
abilities. Models should not hallucinate or give incorrect information that skews a developer’s men-
tal model of the code. Beyond other tasks mentioned in this section, developers might commonly
ask questions related to data flow (when and where data structures get mutated), code functional-
ity (whether there are any side effects), performance characteristics (determining the runtime and
memory complexity of a function), or error handling (whether certain corner cases are handled).

2.4 CODE DEBUGGING

Software inevitably will have bugs that vary in scope and algorithmic complexity. Minor bugs
might miss a few corner cases and require only a few lines of modification, e.g. simple, stupid
bugs (Mosolygó et al., 2021). Complex bugs (e.g. concurrency bugs) might have very high algo-
rithmic complexity. Because bugs can often pass tests and syntax checks, even detecting them can
be tricky and requires thorough testing both during development and production work. The diffi-
culty of fixing a bug depends on scope and algorithmic complexity. Function-level, low algorithmic
complexity bugs can easily fixed by feeding in the error information. Repository-level, high algo-
rithmic complexity bugs could require locating the bug, re-thinking the algorithm, and restructuring
or refactoring the codebase. These changes must be general and should not break the functionality
of other parts of the codebase.

2.5 SCAFFOLDING AND META-CODE

For a software system to work, the core logic must be written well, but that is not enough. Many
infrastructural aspects must be in place to support the software. We group these into two main
categories: scaffolding and meta-code. We define scaffolding to be code that is important to make
the system work but does not actually participate in the execution of its main logic. Examples of
scaffolding include test harnesses, configuration files, CI/CD code, Makefiles, Dockerfiles, sandbox
databases, and preprocessors. In contrast, we define meta-code as a task outside of the code that
must be done to get the software running the property. Examples of meta-code include setting up
Google authentication, subscribing to APIs, managing file storage, and generating API tokens.

2.6 FORMAL VERIFICATION

The task of formal verification involves generating checkable, mechanized proofs that can guarantee
that a piece of code works as intended. Formal verification of software is necessary in mission-
critical applications such as aircraft software, where it is crucial that code is correct with absolute
certainty. Over the years, there have been countless programming languages designed specifically
for formal verification. Some of the popular ones include TLA (Lamport, 1994), Coq (The Coq
Development Team, 2024), Lean (De Moura et al., 2015), Dafny (Leino, 2010), Isabelle (Nipkow
et al., 2002), and Verus (Lattuada et al., 2024).
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In the formal methods literature, there are two major classes of formal verification: full functional
verification (FFV) and property verification (PV). In FFV, the goal is to design a complete and
precise formal specification that captures the desired behavior of the implementation. While FFV
provides a complete set of guarantees, it is usually sufficient to opt for PV, where a few key properties
of a system are proven correct, such as ensuring that two threads do not simultaneously enter a
critical section of a program. Unlike in FFV, the specification is simpler to write and the challenge
is finding the right domain-specific tool and algorithms to write the proof.
3 CHALLENGES

While the field of AI for code has made fruitful progress, cutting-edge AI still struggles with SWE
tasks, especially at larger scopes and higher levels of algorithmic complexity. Next, we discuss ten
key challenges in AI for code. Each challenge spans multiple tasks, and progress on any can lead to
improvements on many tasks at once. We order these roughly by how easy it is to resolve them.

3.1 EVALUATION AND BENCHMARKS

Our taxonomy of tasks and measures highlights some of the shortcomings of today’s evaluations
and benchmarks. For example, the majority of today’s coding evaluations have no level of human
intervention, with a few, such as Copilot-Arena (Chi et al., 2024), having low to medium auton-
omy. HumanEval, MBPP, APPS, CodeContests, and LiveCodeBench are all at function-level scope,
with low to medium-high algorithmic complexity. Commit0 and SWE-Bench, TestGenEval (Jain
et al., 2024a), RefactorBench (Gautam et al., 2024) are at project-level scope with low to medium
algorithmic complexity. Today, we lack benchmarks 1) at project-level scope with high algorith-
mic complexity, 2) for many tasks other than code generation, and 3) requiring human intervention.
Next, we note that current coding evaluations primarily focus on the code generation task. Most of
the tasks discussed in Sec 3 are either not studied such as Code QA or only studied in self-contained
scopes like EvalPerf (Liu et al., 2024), formal verification (Sun et al., 2024).

3.2 INTELLIGENT TOOL USAGE

Software engineering has witnessed the development of various open and proprietary tooling support
for programming, debugging, analysis, and code management throughout time. For example, linters
and type-checkers provide assurances on static code correctness. Print statements and debuggers
are used for dynamically analyzing and debugging programs. Beyond programming, such tools
are richly integrated into the entire software development lifecycle, e.g. code navigation or search,
reviewing code, CI testing. While many efforts combine LLMs and agents with tools, they do not
achieve fully dynamic and intelligent software engineering tool usage. There are a few challenges
towards this goal: first, the agent must identify which tools could potentially be useful for the task
at hand. Second, the agent then needs to decide when to invoke the tool. Third, the agent then must
figure out how to best make use the tool. Finally, the agent needs to incorporate the output provided
by the tool in order to inform its next steps.

3.3 HUMAN-AI COLLABORATION

While AI coding assistants are increasingly more powerful, the majority of AI coding assistants are
still at a low to medium autonomy level, with constant human supervision required. We identify
a few key challenges of today’s AI coding systems that prevent these systems from working with
humans effectively at higher levels of autonomy.

Lack of controllability: When programmers use AI coding assistants, they are often looking for
a specific result and functionality. However, they currently do not have reliable ways of steering
LLMs to generate a very specified chunk of code. Often, they rely on a guess-and-check like ap-
proach where the LLM is repeatedly sampled or given feedback until outputting a piece of code the
programmer likes. As a result, humans still need to spend a lot of time reviewing and modifying the
code to ensure that it performs their desired functionality (Weisz et al., 2024).

Identifying when human input is necessary: LLMs rarely defer to humans for clarification, while
developers often ask questions to clarify the description of a task provided by their peers. One
example is a product manager refining a requirements document: developers confused about the
requirements or the scope ask questions and add comments to the document, which are typically
resolved by the manager with the goal of iteratively disambiguating the requirements (Nahar et al.,
2022). Based on its knowledge of existing software, AI should be able to incorporate implicit priors
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from a specification while keeping the user in the loop. For example, when designing an academic
website for someone, there are implicit requirements, such as including a person’s list of publications
and contact information, but whether to include the person’s GPA may be a clarification point.

3.4 VAGUE SPECIFICATIONS AND USER MISALIGNMENT

When using code LLMs, we typically prompt them with a natural language specification. This can
include a natural language description of the desired code, input-output examples, relevant code
snippets, and other functional requirements. However, there is a gap in the level of abstraction be-
tween English and code, leading to incomplete or ambiguous specifications. For longer programs,
the number of ambiguous decision points also increases, and choices traditionally made by a human
are now implicitly incorporated into the LLM’s generated code. This often leads to user misalign-
ment due to vague specifications.

Inherent trade-offs in software development: Designing large software systems always surfaces
trade-offs between various desiderata such as readability, scalability, performance, maintainability,
reliability, security, etc. These trade-offs are often context dependent. A long-term and rapidly
moving project may be willing to trade off some performance to have simplicity and readability.
Performance-critical applications may completely sacrifice readability to eke out every millisecond
of speed. Finding the sweet spot among these trade-offs can often involve extensive prototyping and
benchmarking to understand the performance characteristics of different approaches. User specifi-
cations rarely include details about these trade-offs, nor do models often take them into account.

Formal specifications: Autoformalization can mitigate underspecification by translating user intent
into formal specifications. Ideally, a formal language could completely and unambiguously capture
the desired software behavior. However, autoformalization may also suffer from the misalignment
problem by misinterpreting user intent, resulting in a formal specification that does not accurately
reflect the user’s actual requirements. Therefore, users must understand and carefully verify the
formalized specification generated by autoformalization tools.

3.5 LONG-HORIZON CODE PLANNING

When working on large projects, engineers and tech leads often make complex decisions about how
to design and structure the code to best support the various functionalities that will eventually be
needed. To build a long-lasting software system, an engineer must know the potential paths that the
system’s evolution might take. This requires domain expertise and experience in how different code
structures require different forms of extension.

Designing good abstractions: One instance of long-horizon code planning is choosing the right
abstractions from the onset. An API designed with good abstractions will allow new features to be
implemented seamlessly with minimal user overhead, while an API designed with poor abstractions
may lead to excessive code duplication, refactoring, or even debugging. One example of this is
Library learning: designing APIs and libraries with useful abstractions often leads to more code
reuse and more intuitive interfaces. The challenge of library learning is to derive a library of useful
abstractions from a corpus of programs by abstracting out common, reusable computations Ellis
et al. (2021); Stengel-Eskin et al. (2024). While the traditional library learning literature has focused
primarily on code reuse, a truly effective library must also prioritize ease of use and maintainability,
as well as be robust and adaptable to future extensions. Another challenge is data representation,
as the choice between data structures leads to a variety of trade-offs when it comes to performance
aspects such as memory usage and processing speed. For example, database engineers need to decide
between various data models, storage formats, and indexing methods to balance performance.

3.6 LARGE SCOPE AND LONG CONTEXTS

The tasks in Sec. 2 become significantly more difficult at the repository-level scope, as engineering
with large codebases is a multi-step task. For code generation, there are naturally many decision
points where specifications can be vague. Because these decisions compound, it is tricky to generate
the right code that the user wants. In code refactoring, modifications will touch multiple parts of the
codebase, and it can be tricky to keep the repository consistent. In both code debugging and code
navigation, as repositories get bigger, localization becomes more difficult. In code debugging, func-
tions can be large and bugs can be nested deeply within stacks of function calls. In code navigation,
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because there are so many functions interacting in various ways, it can be difficult to know where
each piece of functionality is implemented and how the code is put together.

The limits of long-context models: Software engineering often requires dealing with very large
codebases–for example, Google has repositories with over a billion lines of code (Potvin & Leven-
berg, 2016). Dealing with large context lengths has long been an outstanding challenge for LLMs,
and progress has been rapid with Gemini providing over 1M tokens of context. In coding, Magic has
even trained models with 100M token context. While these models show good performance in toy
benchmarks such as needle retrieval, we have not seen evidence of how this performance translates
to large real-world code-bases.

The limits of retrieval-augmented generation (RAG): Retrieval-based algorithms have been the
predominant way to deal with long-context coding issues. First, the retriever retrieves relevant
functions. Then, the generator leverages the retrieval to improve generation. While RAG has proven
effective in many NLP tasks such as question answering (Gao et al., 2023; Lewis et al., 2020), the
code domain provides new challenges for these methods. In the code domain, for the retrieval step,
it is often unclear what the correct item to retrieve is. In addition, code embeddings generally group
code together via syntactic similarity (Ma et al., 2024; Utpala et al., 2023), which can make it hard to
retrieve crucial snippets that are semantically relevant but syntactically unrelated. For the generation
step, in NLP tasks it often is a straightforward application of the retrieved information. However,
in code, writing a new function requires more than copying and pasting retrieved code snippets.
Rather, the relevant snippets must first be analyzed, an algorithm using these code snippets must be
developed, and be pieced together coherently in a precise manner.

3.7 GLOBAL UNDERSTANDING OF CODEBASES

After working with a codebase for a while, programmers have a global understanding and mental
model of the codebase. This includes overall codebase structure, different algorithms, stylistic as-
pects, data representation, program invariants, package versions, test coverage, and the interplay
between different functions. This holistic understanding is necessary for performing many tasks.

LLMs struggle at global understanding of codebases for several reasons. First, the way that code is
pieced together can be relatively intricate, and understanding all these complex relationships can be
difficult. Second, code can have units with high algorithmic complexity with custom algorithms that
may never have appeared anywhere in the training data. Finally, because a disproportionately large
number of LLM training tokens are spent on code generation rather than other coding tasks, models
may lack a holistic awareness and world model of code. Generalizing across coding tasks may not be
as simple as training: Gu et al. (2024) found that fine-tuning coding models on additional problems
and solutions led to significant improvements on code generation but not code execution. Here,
additional training on coding data did not transfer to improving code understanding and execution.

3.8 LOW-RESOURCE LANGUAGES AND CUSTOM LIBRARIES

As we adapt code LLMs to individual codebases, generating correct code in out of distribution
(OOD) scenarios becomes crucial. Much of software development in business contexts revolves
around proprietary codebases, a distribution shift from the open-source code that dominates LLM
training data (Ahmed et al., 2024). Examples include domain-specific languages (DSLs), custom
internal libraries, low-resource APIs, and company-specific coding styles/conventions.

Syntactic failures and poor semantic understanding: Models often hallucinate constructs from
higher resource languages when working in low-resource languages. Blinn et al. (2024) found that
when writing Hazel, LLMs often borrowed syntax and library functions from OCaml and Elm,
higher-resource languages. When writing Triton, models often use syntactically incorrect constructs
such as array indexing. In addition, models have less exposure to the various language constructs.
Therefore, they have a weaker semantic understanding of the language. Many studies reveal that
code LLMs perform poorly when asked to write code in low-resource languages. Due to the lack
of training data in these OOD domains, models may struggle to write common primitives or piece
together functionality coherently. On HumanEval, Qwen 2.5 Coder Instruct (32B) (Hui et al., 2024)
has an accuracy of 83% in Python but only 27% in D.1

1As reported by the BigCode Models Leaderboard on the MultiPL-E benchmark (Cassano et al., 2023)
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Library usage failures: In OOD scenarios, LLMs lack awareness of the libraries and functions
available for use. In new codebases using custom libraries, many functions appear only a few times,
providing limited training data for AI models to learn their usage. This scarcity can lead to overfit-
ting, where models fail to recognize an effective use-case of these functions. Models also frequently
hallucinate non-existent functions based on patterns that it infers.

3.9 LIBRARY AND API VERSION UPDATES

Continual learning, the idea of training an AI system to take in new information continually, has
been a long-standing challenge in AI and NLP (Wu et al., 2024; Wang et al., 2024b). In software
engineering, codebases are continuously changing as new features are supported and awkward de-
sign patterns are reworked. While backwards compatibility is often prioritized in software design,
it inevitably becomes broken as codebases evolve further. Therefore, programming libraries have
version releases, each release supporting and deprecating features in the last version.

Continous adaptation: Language models are not as dynamic as codebases, and new features and
APIs released yesterday will not be in the training data of today’s code LMs. Code written with
new APIs and new versions of existing libraries are low-resource. Even when there are new and
simplified ways to write features, LLMs may rely on older, more cumbersome approaches because
those are the ones seen more frequently in the model’s training data.

Version-specific constructs: For fast-changing libraries that are not backward compatible, it can
be difficult for LLMs to implicitly keep track of which constructs are associated with each version.
This makes consistently using constructs from the right version difficult. Therefore, LLMs may
write code that mixes and matches API constructs from different versions of the same library.

3.10 HIGH ALGORITHMIC COMPLEXITY: OOD DOMAINS

Some programming tasks are challenging for even the best human programmers, requiring ap-
proaches with a very high algorithmic complexity. Examples of tasks that fall into this category
include superoptimizing programs, discovering attacks for purportedly secure code, writing perfor-
mant compilers, optimizing GPU kernels (Ouyang et al., 2025), and writing very error-prone and
very technical code. Because they are hard for humans, these tasks are very rarely in the training
data of today’s language models. They have unique, domain-specific, challenges that making gener-
alizing from existing data difficult. For these problems, language models rely heavily on feedback-
driven search algorithms (Mankowitz et al., 2023), and it can be difficult to navigate the search space
effectively. In addition, many of these tasks lack feedback mechanisms, which is crucial for AI to
pick up learning signals. When designing a complex algorithm or data structure, it is often hard to
know if you are on the right track until you get to the correct result. When writing code for a large
multithreaded operation, it may be hard to know if the algorithm has concurrency issues until all the
parts are fully fleshed out. Without feedback, incremental improvement is nearly impossible.

4 PATHS FORWARD

4.1 TRAINING: NEW OBJECTIVES AND SYNTHETIC DATA

Reinforcement Learning (RL): RL has delivered considerable improvements in isolated but chal-
lenging algorithmic problems (DeepSeek-AI et al., 2025). A promising direction is to scale such
reinforcement learning approaches to more mature real-world tasks by collecting execution-assisted
gym-like programming environments (Jain et al., 2024c; Pan et al., 2024). Particularly, we believe it
will be important to incorporate tasks with high construct validity and consider ways of mitigating
and model task ambiguity (Shao et al., 2024).

Synthetic Data: In code, synthetic data is a promising method for gathering more data. In contrast
to text, code contains strong, verifiable feedback such as test cases, program execution engines, and
other symbolic tools. For example, to generate code with interesting program invariants, we can
sample a large batch of programs and filter using an invariant detector to keep the ones with inter-
esting invariants. Successful synthetic data can also be used to seed the generation of more complex
synthetic data. Code is also compositional, allowing the possibility of combining individual build-
ing blocks to even generate synthetic data with repository-level scope. In DSLs, it is often possible
to generate programs with desired properties via sampling. This technique has been successfully
applied to difficult reasoning tasks such as ARC-AGI (Li et al., 2024) and math olympiad problems
(Trinh et al., 2024; Google, 2024).
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4.2 DEVELOPING A WORLD MODEL FOR CODE

In Sec. 3.7, we discussed how LLMs do not have a global understanding of codebases. We believe
it is important for a coding language model to have a good “world model” for code in the same way
that students completing a programming course will gain a holistic understanding of coding.

Augmenting Data with Program Information: While code is currently often treated as pure tokens,
we can actually extract a lot of information about a program by using the wide variety of program-
ming language tools available. These tools can be used to augment existing programs in the training
set with available information describing properties the code. We believe that being able to see code
alongside its properties will enhance a model’s overall world model of code. These properties can
include static analysis (abstract syntax trees, data flow analyses), dynamic analysis (program states,
call stacks), program instrumentation (memory consumption, code coverage), and formal verifica-
tion (concurrency analysis, program invariants).

Training with More Tasks: Another way to steer code models to have a more general understanding
of code is to widen the distribution of tasks models are exposed to during training, such as including
the tasks in Sec. 2. Training should include more tasks that improve a model’s semantic understand-
ing, such as describing errors in subtle bugs or predicting the execution states of a program. This
training could be done in a curriculum-like manner to gradually improve world model capabilities.

4.3 INTEGRATION WITH SWE DEVELOPMENT FRAMEWORKS

Integrating AI with SWE development frameworks is critical for practical applications and impact
on developer workflows. While software development is inherently integrated with tools, workflows,
and processes, scaffolding and meta-code (Sec. 3.8) is often absent from source code and scarce in
AI training data. Ensuring that AI deeply understands software deployment beyond code editing is
crucial, as writing code is only a small part of the development cycle. In continuous integration and
continuous deployment (CI/CD), automated pipelines are the backbone for building, testing, and
deploying code changes. CI/CD accelerates feedback cycles and minimizes integration issues. AI
offers several integration points within CI/CD. AI-powered code review tools can be incorporated
into CI pipelines to automatically identify and flag style violations, potential security vulnerabilities,
and code smells before human reviewers are involved. Furthermore, AI can provide intelligent
deployment risk assessments. By analyzing code changes, test outcomes, and historical deployment
data, AI can predict the likelihood of deployment issues, informing decisions about whether to
proceed with automated deployment or mandate manual verification steps. Finally, AI can automate
the generation of release notes by summarizing commit messages, issue tracker data, and relevant
code modifications within the CI/CD process.

4.4 AGENTS AND TOOL INTEGRATION

Learned Tool Usage: To improve the tool usage of AI agents, we should teach agents to understand
the intricacies of tools so that they can autonomously invoke them as needed when writing code.
Drawing inspiration from learning how to play games, we imagine a RL approach where the model
can learn the strengths and weaknesses of each tool by trying it out at various points in code writing.

Neurosymbolic Approaches: Today, the majority of research in AI for code do not take into account
the deep symbolic properties of code. We believe that LMs and ymbolic tools should be more deeply
integrated with each other. This could include using information about program structure in training
(e.g. ASTs) or using the grammar of the programming language to do constrained decoding.

4.5 CONTEXT ADAPTATION AND CONTINUAL LEARNING

Low-resource languages (Sec. 3.8), custom APIs, library version updates (Sec. 3.9), and large
codebases (Sec. 3.6) all surface the fact that code LMs struggle to adapt to specialized contexts.

Test-time training: One recent paradigm is test-time training, the idea of adapting to a specific
problem instance by training on a narrow set of in-distribution examples. This allows a model to
adapt to a specific codebase, new domain, or unseen API. The model could also use synthetic data
to create in-distribution examples and annotate them with symbolic (e.g. compiler) feedback to gain
a more global understanding of the current environment.
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Controllable forgetting: If the correct repository version can be identified, the model can also be
trained on the specific version of each API, reducing version-related hallucinations. This can also
be combined with algorithms that can induce controllable forgetting (Wu et al., 2024).

Retrieval-augmentation: In these domains, the challenge is purely syntactic rather than algorithmic,
making RAG-based methods ideal. When using APIs with multiple versions, providing retrievals in
the current version can steer the model. These retrievals can be in the form of documentation, API
function definitions, or example use cases.

5 CONCLUSION

In this position paper, we have identified key tasks at the heart of AI for software engineering, critical
cross-cutting challenges that permeate throughout many tasks, and promising research directions
for alleviating these challenges and advancing AI towards being a more capable software engineer.
We hope this work provides a valuable framework for understanding the current landscape and
encourages future research in these directions. By building on these insights, we can work toward
developing AI-driven solutions that better support software engineers in real-world settings.
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