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ABSTRACT

Machine Unlearning (MU) aims to remove the information of specific training
data from a trained model, ensuring compliance with privacy regulations and user
requests. While one line of existing MU methods relies on linear parameter updates
via task arithmetic, they suffer from weight entanglement. In this work, we propose
a novel MU framework called Mode Connectivity Unlearning (MCU) that lever-
ages mode connectivity to find an unlearning pathway in a nonlinear manner. To
further enhance performance and efficiency, we introduce a parameter mask strat-
egy that not only improves unlearning effectiveness but also reduces computational
overhead. Moreover, we propose an adaptive adjustment strategy for our unlearning
penalty coefficient to adaptively balance forgetting quality and predictive perfor-
mance during training, eliminating the need for empirical hyperparameter tuning.
Unlike traditional MU methods that identify only a single unlearning model, MCU
uncovers a spectrum of unlearning models along the pathway. Overall, MCU serves
as a plug-and-play framework that seamlessly integrates with any existing MU
methods, consistently improving unlearning efficacy. Extensive experiments on the
image classification task demonstrate that MCU achieves superior performance.
The code is available at https://anonymous.4open.science/r/MCU-1E36.

1 INTRODUCTION

Machine Unlearning (MU) has emerged as a critical capability to comply with privacy regulations
and user-initiated data removal requests. The most straightforward way is to remove the forgetting
data and then train the model from scratch. However, this retraining method demands substantial
computational overhead. To address this issue, various approximate MU methods Fan et al. (2023);
Graves et al. (2021); Ilharco et al. (2022); Kurmanji et al. (2024a); Thudi et al. (2022); Warnecke
et al. (2021) have emerged to provide a more efficient alternative through diverse techniques.

One mainstream MU research adopts a linear method for modifying model parameters using negation
task arithmetic Ilharco et al. (2022); Ortiz-Jimenez et al. (2024). In task arithmetic, the unlearning
model is obtained by linearly subtracting the parameters of the task vector corresponding to the
forgetting data from the original model. However, modern classifiers exhibit a high complexity of
high-dimensional representation and nonlinear characteristics, where simple linear updates may fail to
remove forgetting information exclusively without introducing unintended side effects. Specifically,
linear task arithmetic suffers from weight entanglement, as the task vectors fail to localize their
influence solely to the forgetting data without interfering with others, which is a violation of the
necessary condition for successful linear editing Ortiz-Jimenez et al. (2024). The detailed theoretical
proof is provided in the Appendix A. Thus, this raises an important question as follows:

(Q1) Can we break free from the constraints of linear updates and instead explore MU in a
nonlinear manner?

If an alternative nonlinear pathway is uncovered, it can offer a more effective unlearning without
side effects from weight entanglement. Another limitation of existing MU methods is that they
typically yield a single unlearning model. Existing work Georgiev et al. (2024) shows that the
optimal stopping point varies across different forgetting data, and therefore a single unlearning
model is inherently incapable of simultaneously achieving effective unlearning for all forgetting
points. In contrast, exploring an unlearning pathway provides a promising solution to the limitations
inherent in a single model (see Appendix B for proof). Thus, the other question arises:
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(Q2) Can we identify a spectrum of effective MU models rather than just one?

A spectrum of effective unlearning models would also enable us to select the solution that best
aligns with specific priority, such as prioritizing model utility preservation or forgetting quality
without repeated training. For instance, in harmful information removal, the perceived risk of a
data sample may evolve over time. A sample once considered low-risk may later be deemed highly
risky, requiring stronger forgetting. Thus, exploring unlearning pathway provides greater flexibility
in practical applications without requiring costly recomputations of different solutions.

To address these questions, we propose to explore unlearning pathway in the parameter space in a
nonlinear manner, inspired by mode connectivity Garipov et al. (2018). Our main contributions are
summarized as follows:

• We identify the weight entanglement issue in existing linear unlearning methods and, for the
first time, investigate unlearning from a nonlinear perspective.

• We introduce the novel concept of exploring unlearning pathways, opening a new direction
for unlearning.

• As a plug-and-play framework, our approach can be seamlessly integrated with existing
unlearning methods to effectively enhance their performance, mitigating both over-forgetting
and under-forgetting issues.

• We show that masking entire parameters can achieve comparable effectiveness in unlearning
pathway while significantly reducing training time compared to existing masking approaches.

2 RELATED WORK

2.1 MACHINE UNLEARNING

Retraining for MU involves retraining from scratch after removing forgetting data, but its high cost
has led to the development of efficient approximate unlearning techniques. Some works Fan et al.
(2023); Graves et al. (2021); Kurmanji et al. (2024a); Shi & Wang (2025); Tarun et al. (2023); Thudi
et al. (2022) focus on designing loss functions to achieve forgetting. Knowledge distillation-based
methods Chundawat et al. (2023a;b); Goel et al. (2022); Kurmanji et al. (2024b); Micaelli & Storkey
(2019) have emerged as promising approaches, where a student model is trained to mimic the
behavior of the original model on the retaining dataset while excluding the knowledge of forgetting
data. Several works Foster et al. (2024); Golatkar et al. (2020); Liu et al. (2023) leverage the
Fisher Information Matrix to identify and modify the most influential parameters associated with the
forgetting data, enabling more targeted and efficient unlearning. Additionally, adversarial attacks Cha
et al. (2024); Chen et al. (2021); Wei et al. (2023) and differential privacy Guo et al. (2019); Huang &
Canonne (2023) have also been explored as promising techniques for MU.

One pivotal advance came from task arithmetic Ilharco et al. (2022), which enabled efficient data
removal by applying negation operations. Building on this, a neural tangent kernel-based linear
negation method was introduced to improve task arithmetic by constraining model updates to the
tangent space Ortiz-Jimenez et al. (2024). However, the entanglement issue still exists as they cannot
guarantee that the task vector’s influence localizes solely on forgetting data (see Appendix A for
details). Overall, oversimplified assumption of linear parameter updating fails to account for the
nonlinear characteristics of loss landscapes and suffers from a weight entanglement issue.

2.2 MODE CONNECTIVITY

Mode connectivity refers to the existence of low-loss pathways between different local minima in a
neural network’s loss landscape. It has been observed that neural networks trained on the same dataset
but initialized differently can be connected by a smooth, low-loss curve in parameter space Garipov
et al. (2018). This phenomenon has been further explored, demonstrating that such connectivity
generalizes across architectures and datasets, forming high-dimensional manifolds of functionally
equivalent models Draxler et al. (2018). Recent work Ren et al. has extended the mode connectivity
from Bézier curve to surface. Given its ability to identify meaningful pathways in parameter space,
mode connectivity provides an efficient and effective approach for unlearning.
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3 MODE CONNECTIVITY UNLEARNING

3.1 PRELIMINARIES AND NOTATIONS
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Figure 1: Overview of MCU framework. a. Iden-
tify a parameter mask by first excluding the top-kr
parameters important for retaining data, then pre-
serving the top-k parameters critical for forgetting
data. b. Explore nonlinear pathways in the param-
eter space, where θc serves as the control point. c.
Locate the optimal unlearning model and effective
unlearning region along the pathway.

In the context of MU for image classification, we
consider two scenarios: random data forgetting
and class-wise forgetting. In random data forget-
ting, a subset of training data is randomly selected
to form the forgetting data. In class-wise forgetting,
the training data belonging to a specific class is des-
ignated as forgetting data. Let Dtrain be the full
training dataset and Dv be the validation dataset.
We use Df ∈ Dtrain to denote the forgetting data
and Dr = Dtrain \ Df to denote the retaining data.
The test data is denoted as Dt. In the class-wise
scenario, Dt = Dtr ∪ Dtf where Dtr and Dtf are
test-retaining data and test-forgetting data respec-
tively. The objective of our work is to identify a
pathway, where each point along the pathway cor-
responds to an unlearning model, denoted by θu.

3.2 UNLEARNING PATHWAY SEARCHING

Figure 1 shows the overview of our Mode Connec-
tivity Unlearning framework MCU. As shown in
Figure 1b, one crucial decision is the selection of
two end models on the pathway. Ideally, these two
end models should satisfy the following properties
for unlearning: ① One end model should fully pre-
serve model utility; ② The other end model can
provide essential unlearning information and trend.
Then we can find an optimal pathway between two
end models, ensuring a balance between model utility and unlearning effectiveness. Guided by these
insights, we define two specific models as two end models in our nonlinear pathway:

① Original model θo is trained on the training data Dtrain before unlearning.

② Pre-unlearning model θp is obtained by applying any existing MU method to remove the influence
of forgetting data Df .

The goal of mode connectivity unlearning is to construct a smooth pathway from θo to θp, ensuring
an unlearning model θu on the pathway can better forgets Df while preserving performance on
Dr. Inspired by Garipov et al. (2018), we leverage a quadratic Bézier curve as our defaut setting to
explore a nonlinear unlearning pathway in the parameter space. For comparison, we also present the
results on Polychain in Table 4 and Figure 8 in Appendix D. In our MU scenario, the quadratic Bézier
curve ϕθ(t) between models θo and θp in parameter space is defined as follows,

ϕθc(t) = (1− t)2θo + 2(1− t)tθc + t2θp, t ∈ [0, 1], (1)
where θc is the control model, and t represents a scalar interpolation coefficient that controls the
position along the pathway connecting two end models in the high-dimensional parameter space.
ϕθc(t) parameterized by coefficient t represents a continuous Bézier curve that smoothly transitions
between models θo and θp. As t varies within the range [0, 1], ϕθc(0) = θo corresponding to the
original model and ϕθc

(1) = θp corresponding to the pre-unlearning model. For values of t between
0 and 1, it represents a spectrum of potential unlearning models θu along the pathway.

The control model θc in Eq. 1 serves to shape the Bézier curve. By optimizing this control model,
we can influence the trajectory between θo and θp. However, simply constructing a smooth path is
insufficient for effective unlearning. It is therefore crucial to design an appropriate loss function that
guides the optimization of the control model. This loss must strike a balance between two goals,
ensuring effective forgetting and preserving the model utility. This leads to our loss design,

Lmcu = Et∼U(0,1)[L(Dr;ϕθc(t))− β · L(Df ;ϕθc(t))], (2)
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where L(Dr;ϕθc
(t)) is the cross-entropy loss on retaining data Dr, and β is an unlearning penalty

coefficient controlling the trade-off between retaining predictive performance and forgetting quality.
U(0, 1) is the uniform distribution on [0, 1], from which we sample a value t for each training batch
following the work Garipov et al. (2018). In each batch, the loss is computed at the specific point
ϕθc

(t) along the pathway, derive gradients with respect to θc, and update only θc accordingly. Note
that the pathway searching process only requires optimizing θc, while the entire pathway is a simple
combination of θo, θc and θp as defined in Eq. 1.

Based on the issue proposed by Georgiev et al. (2024), we establish that relying on a single model
is fundamentally insufficient due to the misalignment of optimal stopping epochs across different
forgetting data:
Theorem 1. (Informal) Assume the unlearning procedure consists of T training epochs, and let
|Df | denote the number of forgetting data points. For any confidence level 1− δ ∈ (0, 1], achieving
probability at least 1 − δ that each forgetting data point is optimally unlearned requires at least
k(δ) = ⌈ ln δ

ln(1−T−|Df |+1)
⌉ distinct models. See Appendix B for proof.

For the case of T = 10, |Df | = 100, and δ = 0.05, we obtain k(0.05) ≈ 2.996 × 1099, which is
an astronomically large number. This implies that achieving a high-probability guarantee requires
training at least k(δ) distinct models, which is computationally prohibitive and practically infeasible.
In contrast, our proposed unlearning pathway generates a continuous spectrum of unlearning models
along a parameterized trajectory, providing an efficient and elegant resolution to this challenge.

3.3 PARAMETER MASK

While the pathway searching process described above is already efficient, we aim to further improve
the searching efficiency by selectively updating partial parameters. Existing parameter mask ap-
proach Fan et al. (2023); Huang et al. (2025) already show the effectiveness for preserving retaining
performance and enhancing forgetting quality in unlearning process. All these parameter masking
strategies operate at the element level within individual parameters. In the element level parame-
ter mask, gradient computations are still required for all parameters during training, which limits
practical efficiency gains. In this section, we show that masking an entire parameter can also
have comparable effectiveness as existing element level parameter masking strategy, enabling
computational speedup by completely bypassing gradient computations for the masked parameters
during training.

As illustrated in Figure 1a, our parameter mask strategy consists of two key components: filtering
based on Dr and reserving based on Df . The strategy effectively identifies parameters that are highly
influential for Df while being less critical for Dr, ensuring a more targeted update process.

Filtering based on Dr. We first utilize the gradient of the retaining loss with respect to the original
model θo on the retaining dataset Dr. A fraction kr of the parameters is selected for exclusion,
where these parameters exhibit an importance above a quantile-based threshold γkr . The formulated
equation is as follows,

mi
r = 0

{∥∇θi
o
L(Dr;θo)∥2
|θi

o|
> γkr

}
, (3)

where mi
r is the binary mask for the i-th parameter in whole mask m, and ∥ · ∥2 denotes the L2-norm

over each parameter. L2-norm reflects the Euclidean length of gradient vectors, making it more
sensitive to parameters with larger impacts. The denominator |θi

o| represents the element number
in the entire i-th parameter of θo, i.e., θi

o, ensuring fair importance calculation across parameters
with different sizes. The indicator function 0(· > γkr ) assigns a zero vector to mi

r if the average
importance of this parameter exceeds the threshold γkr , and otherwise an all-ones vector.

Reserving based on Df . After filtering, which removes parameters that are highly influential for
Dr, we further refine the mask by selecting parameters based on the gradient of the forgetting loss,

mi
f = 1

{∥∇θi
o
L(Df ;θo)∥2
|θi

o|
> γk

}
. (4)

Similarly, the threshold γk is determined by selecting the top-k percentile of normalized gradient L2

norms across parameters. The indicator function 1(· > γk) assigns an all-one vector to the entire i-th

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

parameter θi
o if its importance exceeds the threshold γk. Overall, our parameter mask is applied at

the level of parameter tensors, each associated with a named parameter in the model. These typically
correspond to components within submodules, such as the weights of a convolutional kernel or an
attention projection matrix. A detailed experimental comparison between our masking strategy and
existing element-wise masking strategies is provided in Figure 11 in Appendix D.

The final mask m is represented as,
m = mr &mf , (5)

where the operator & represents the logical operation AND. The parameter mask ensures that updates
are restricted to the selected parameters, preventing unnecessary modifications to the model. Thus,
the optimization in the MCU can be formulated as follows,

min
θc⊙m

Lmcu, (6)

where training efficiency is improved by reducing unnecessary gradient updates with the mask m.
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Figure 2: The efficiency and effectiveness of our
parameter mask. ‘w/o’ and ‘w/’ in the left panel
represent the results without 10% mask and with
10% mask. The x-axis of the right panel represents
the parameter t along the Bézier curve, while the
y-axis corresponds to accuracy.

We preliminarily explore the efficiency and effec-
tiveness of our parameter mask on CIFAR-10 with
PreResNet-100 in the 10% random data forgetting.
We set k = 10%, kr = 10% to generate our param-
eter mask for MCU framework with NegGrad+ Kur-
manji et al. (2024a) as the pre-unlearning model.
In the left panel of Figure 2, we compare the aver-
age epoch runtime with and without our parameter
mask. Apparently, the parameter mask significantly
improves efficiency during the backward propaga-
tion process, achieving a notable 75.23% speedup.
In the right panel of Figure 2, we compare our pa-
rameter mask (solid line) with the 10% random mask (dashed line). Random mask has a significant
negative impact on the accuracy of Dr and Dt, with a 3.44% and a 2.48% drop at t = 0.5 respec-
tively. By comparison, the forgetting accuracy gap is only 1.32% at t = 0.5. This confirms that our
parameter mask both improves training efficiency and effectively preserves the model utility.

3.4 ADAPTIVE UNLEARNING PENALTY COEFFICIENT

Through numerous experiments, we find that our MCU with a fixed unlearning penalty coefficient
β is good enough and can be empirically selected with ease. However, non-expert users may
find it challenging to adjust this hyperparameter appropriately. Therefore, in the absence of prior
experience, implementing an adaptive strategy for β can avoid trial-and-error cost of hyperparameter
selection and potentially improve our performance. As shown in the optimization objective (Eq. 2),
balancing retaining (Dr) and forgetting (Df ) performance requires an appropriate α. After defining
calibration targets Cal(Dr) and Cal(Df ), we can monitor accuracies Accu(Dr) and Accu(Df )
during unlearning. And the gap between observed accuracies (Accu(Dr), Accu(Df)) and their
corresponding calibration targets (Cal(Dr), Cal(Df)) guides the adaptive adjustment of α.

Calibration Principles behind Adaptive β 1

① Accu(Dr): Cal(Dr) = Acco(Dtrain). The unlearning model’s retaining accuracy
(Accu(Dr)) should be preserved as the original model’s training accuracy (Acco(Dtrain)).

② Accu(Df): Cal(Df ) = Acco(Dv) for random data forgetting, Cal(Df ) = 0 for class-
wise forgetting. Since Df should be unlearned as if it were never trained, unlearning model’s
forgetting accuracy (Accu(Df )) should have the same level as the original model’s validation
accuracy (Acco(Dv)) in random data forgetting, and should be 0 in class-wise forgetting.

Guided by these rationales, the three calibration conditions are listed as follows:

1The Acco(Dtrain) and Acco(Dv) are constants as they are recorded during the training of θo. Since the
unlearning process is controlled by the data owner, it is reasonable to assume access to a small validation set. In
our experiments, we split the original test set into 10% for Dv and 90% for Dt.

5
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• Condition ➊. When Accu(Df ) ≤ Cal(Df ), it indicates that the model has successfully
forgotten Df or even over-forgotten it. In this case, we set β = 0 to prevent further
forgetting.

• Condition ➋. If Accu(Df ) > Cal(Df ) and the performance degradation on the Dr is more
severe than that on Df , a mild forgetting adjustment can be set to β = 0.1.

• Condition ➌. Otherwise, we apply a stronger forgetting adjustment with β = 0.5.

The adaptive adjustment of β is formulated as follows,

β =


0, Accu(Df ) ≤ Cal(Df ), (➊)

0.1, Accu(Df ) > Cal(Df ) and
Accu(Df )−Cal(Df )

Cal(Df )
< Accu(Dr)−Cal(Dr)

Cal(Dr)
, (➋)

0.5, otherwise. (➌)

(7)

Unlike fixed hyperparameter tuning, our adaptive β strategy updates dynamically at every batch
within each training epoch. This adaptive adjustment ensures that the unlearning process remains
responsive to the pathway’s evolving state, striking a balance between effective forgetting and
retaining. Furthermore, another notable benefit of the adaptive β adjustment is that the MCU becomes
less sensitive to the parameters k and kr and scarce retaining data (see Figures 9-12 in Appendix D
for experimental results).

3.5 OPTIMAL MODEL AND EFFECTIVE REGION

As illustrated in Figure 1c, an important step after the pathway searching is to identify the optimal
unlearning model and effective unlearning region along the pathway. Following the calibration
principles introduced in Section 3.4, we utilize constants Cal(Dr) and Cal(Df ) as accuracy reference
values for computing calibration gaps. These gaps quantify the deviation between unlearning models
and the desired behavior, guiding both optimal model and effective region identification.

The model selection process along the Bézier curve is conducted during inference, and thus incurs
negligible computational overhead. To efficiently locate the optimal model, we first evaluate models
at t = 0.75 and t = 1, and then perform a cubic interpolation of their accuracy values to estimate the
t value with minimal gap as the optimal model point. This heuristic is motivated by our empirical
observation that the optimal model along the pathway always lies within the interval t ∈ [0.75, 1].
This strategy avoids exhaustive sampling across the entire pathway. For identifying the effective
region, we uniformly sample 20 points along t ∈ [0, 1] and fit a cubic interpolation curve. Any point
on the continuous curve whose gap is smaller than that of the pre-unlearning model (at t = 1) as part
of the effective region.

4 EXPERIMENTS

4.1 EXPERIMENT SETUPS

Datasets and Models. We focus on image classification tasks under random data and class-wise
forgetting scenarios, using three datasets (CIFAR-10, ImageNet-100, Tiny ImageNet) and three
architectures (PreResNet-110, ViT, VGG-16-BN). See Appendix C for forgetting scenario details.

Baselines and Metrics. We compare our framework against 8 methods: Retrain (RT), Finetune
(FT) Warnecke et al. (2021), Random Label (RL) Graves et al. (2021), Gradient Ascent (GA) Thudi
et al. (2022), NegGrad+ Kurmanji et al. (2024a), SFRon Huang et al. (2025), SalUn Fan et al.
(2023), NegTV Ilharco et al. (2022). See Appendix C for detailed introduction of these baselines.
We denote our framework with fixed β as MCU2 and with adaptive β as MCUβ. Unless otherwise
stated, the pre-unlearning model in MCUs is NegGrad+. We evaluate all methods across five metrics:
UA (Unlearning Accuracy, 1− accuracy of forgetting data Df ), RA (Retaining Accuracy, accuracy
on retaining data Dr), TA (Test Accuracy, accuracy on test data Dt), MIA (Membership Inference
Attack, see Appendix C for the details), and RTE (Running Time Efficiency). Except for RTE, all
metrics are evaluated based on their proximity to the RT baseline, with smaller average gap indicating
better unlearning performance (denoted as Avg. Gap in our result tables).

2The best results achieved through hyperparameter β search.
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Table 1: Overall performance of MU methods under 10% random data forgetting scenario. The results are
presented in the format a± b, with a as the mean and b as the standard deviation from 5 independent trials. The
performance gap relative to RT method is represented in (•). The Avg. Gap is derived by averaging gaps across
accuracy metrics, UA, RA, TA and MIA. Smaller gaps reflect closer alignment with the RT model’s performance.
Note RTE is reported in minutes and UA equals 1− accuracy of Df .

Methods UA RA TA MIA Avg. Gap RTE

CIFAR-10 with PreResNet-110
RT 10.54±0.34(0.00) 99.98±0.01(0.00) 89.59±0.22(0.00) 18.41±0.52(0.00) 0.00 105.70
FT 0.42±0.12(10.12) 99.93±0.01(0.05) 90.99±0.13(1.40) 3.71±0.25(14.70) 6.57 5.31
RL 4.14±0.20(6.40) 99.69±0.02(0.29) 90.16±0.09(0.57) 21.93±0.66(3.52) 2.70 6.21
GA 0.06±0.00(10.48) 99.97±0.00(0.01) 90.89±0.01(1.30) 0.98±0.11(17.43) 7.31 0.38

NegGrad+ 7.03±0.32(3.51) 98.63±0.19(1.35) 89.26±0.23(0.33) 11.71±0.38(6.70) 2.97 2.96
SFRon 14.07±0.19(3.53) 92.86±0.16(7.12) 85.74±0.12(3.85) 14.32±0.44(4.09) 4.65 2.04
SalUn 6.67±0.26(3.87) 97.87±0.14(2.11) 90.54±0.19(0.95) 35.45±0.57(17.04) 5.99 6.38
NegTV 2.36±1.12(8.18) 99.08±0.60(0.90) 88.53±0.88(1.06) 4.14±0.29(14.27) 6.10 0.70
MCU 9.52±0.04(1.02) 98.97±0.01(1.01) 89.00±0.03(0.59) 16.33±0.93(2.08) 1.18 6.80

MCUβ 10.29±0.24(0.25) 98.69±0.04(1.29) 89.11±0.13(0.48) 16.45±0.89(1.96) 1.00 6.82

ImageNet-100 with ViT
RT 11.63±0.23(0.00) 91.93±0.01(0.00) 87.83±0.01(0.00) 13.77±0.42(0.00) 0.00 525.72
FT 8.62±0.01(3.01) 92.21±0.07(0.28) 87.74±0.18(0.09) 10.88±0.43(2.89) 1.57 82.23
RL 9.53±0.15(2.10) 92.06±0.02(0.13) 87.82±0.10(0.01) 24.32±0.35(10.55) 3.20 205.73
GA 8.96±0.89(2.67) 91.15±0.58(0.78) 87.53±0.37(0.30) 10.50±0.07(3.27) 1.76 6.71

NegGrad+ 13.15±0.10(1.52) 91.71±0.03(0.22) 87.37±0.07(0.46) 16.21±0.30(2.44) 1.16 63.93
SFRon 27.28±0.37(15.65) 78.56±1.51(13.37) 77.86±1.24(9.97) 61.29±0.62(47.52) 21.63 88.37
SalUn 9.38±0.13(2.25) 91.94±0.03(0.01) 87.73±0.13(0.10) 24.29±1.00(10.52) 3.22 170.34
NegTV 10.17±0.10(1.46) 91.33±0.09(0.60) 87.24±0.04(0.59) 12.25±0.21(1.52) 1.04 11.02
MCU 11.44±0.04(0.19) 92.02±0.02(0.09) 87.62±0.08(0.21) 16.33±0.18(2.56) 0.76 103.47

MCUβ 11.63±0.08(0.00) 91.92±0.10(0.01) 87.70±0.11(0.13) 16.21±0.31(2.44) 0.65 103.52

Table 2: Unlearning performance of MU methods for class-wise forgetting in ImageNet-100 with ViT. The
table adopts the same format as Table 1. UAtest is the unlearning accuracy on test-forgetting data Dtf .

Methods UA UAtest RA TA MIA Avg. Gap RTE

RT 100.00±0.00(0.00) 100.00±0.00(0.00) 92.01±0.08(0.00) 88.17±0.11(0.00) 100.00±0.00(0.00) 0.00 606.93
FT 80.69±2.62(19.31) 83.00±1.00(17.00) 92.33±0.04(0.32) 87.82±0.04(0.35) 83.27±3.81(16.73) 10.74 100.68
RL 96.15±0.46(3.85) 100.00±0.00(0.00) 92.21±0.07(0.20) 88.10±0.04(0.07) 100.00±0.00(0.00) 0.82 200.23
GA 100.00±0.00(0.00) 100.00±0.00(0.00) 81.42±1.99(10.59) 78.11±2.03(10.06) 100.00±0.00(0.00) 4.13 0.76

NegGrad+ 97.46±1.34(2.54) 99.00±1.00(1.00) 92.17±0.03(0.16) 87.90±0.06(0.27) 96.58±0.27(3.42) 1.48 69.14
SFRon 100.00±0.00(0.00) 100.00±0.00(0.00) 81.38±0.11(10.63) 80.97±0.18(7.20) 100.00±0.00(0.00) 3.57 87.96
SalUn 95.35±0.88(4.65) 100.00±0.00(0.00) 92.06±0.09(0.05) 88.01±0.01(0.16) 100.00±0.00(0.00) 0.97 174.67
NegTV 97.85±0.15(2.15) 100.00±0.00(0.00) 91.39±0.02(0.62) 87.60±0.02(0.57) 99.15±0.00(0.85) 0.84 1.24
MCU 100.00±0.00(0.00) 100.00±0.00(0.00) 92.32±0.03(0.21) 87.92±0.11(0.25) 100.00±0.00(0.00) 0.09 105.49

MCUβ 100.00±0.00(0.00) 100.00±0.00(0.00) 92.18±0.05(0.17) 88.00±0.09(0.17) 100.00±0.00(0.00) 0.07 98.12

4.2 EXPERIMENT RESULTS

Table 3: Unlearning performance of different pre-unlearning models in MCUβ . The results demonstrate that
applying our MCUβ framework to any unlearning method can significantly enhance unlearning performance.

Methods UA RA TA MIA Avg. Gap RTE

RT 10.54±0.34(0.00) 99.98±0.01(0.00) 89.59±0.22(0.00) 18.41±0.52(0.00) 0.00 105.70

FT 0.42±0.12(10.12) 99.93±0.01(0.05) 90.99±0.13(1.40) 3.71±0.25(14.70) 6.57 5.31
MCUβ-FT 5.62±0.07(4.92) 99.12±0.02(0.86) 89.59±0.10(0.00) 10.68±0.62(7.73) 3.37 9.76

RL 4.14±0.20(6.40) 99.69±0.02(0.29) 90.16±0.09(0.57) 21.93±0.66(3.52) 2.70 6.21
MCUβ-RL 10.54±0.02(0.00) 98.60±0.11(1.38) 89.21±0.08(0.38) 22.48±0.47(4.07) 1.46 12.24

GA 0.06±0.00(10.48) 99.97±0.00(0.01) 90.89±0.01(1.30) 0.98±0.11(17.43) 7.31 0.38
MCUβ-GA 3.84±0.01(6.70) 98.80±0.05(1.18) 88.86±0.33(0.73) 13.22±0.37(5.19) 3.45 5.03
NegGrad+ 7.03±0.32(3.51) 98.63±0.19(1.35) 89.26±0.23(0.33) 11.71±0.38(6.70) 2.97 2.96

MCUβ-NegGrad+ 10.29±0.24(0.25) 98.69±0.04(1.29) 89.11±0.13(0.48) 16.45±0.89(1.96) 1.00 6.82
SFRon 14.07±0.19(3.53) 92.86±0.16(7.12) 85.74±0.12(3.85) 14.32±0.44(4.09) 4.65 2.04

MCUβ-SFRon 8.82±1.71(1.72) 96.19±1.05(3.79) 88.11±0.61(1.48) 15.12±0.14(3.29) 2.57 6.93
SalUn 6.67±0.26(3.87) 97.87±0.14(2.11) 90.54±0.19(0.95) 35.45±0.57(17.04) 5.99 6.38

MCUβ-SalUn 10.49±0.07(0.05) 97.55±0.10(2.43) 89.21±0.23(0.38) 30.30±1.17(11.89) 3.68 11.35
NegTV 2.36±1.12(8.18) 99.08±0.60(0.90) 88.53±0.88(1.06) 4.14±0.29(14.27) 6.10 0.70

MCUβ-NegTV 8.11±0.60(2.43) 98.01±0.32(1.97) 87.74±0.33(1.85) 11.48±0.18(6.93) 3.30 5.67

Overall Performance. We evaluate the performance of MU baselines and our framework MCU and
MCUβ . Table 1 presents results for 10% random data forgetting across 2 datasets and architectures,
while Table 2 reports results for class-wise forgetting on ImageNet-100 dataset with ViT. Additional
results on other datasets, architectures, and unlearning scenarios are included in Tables 5-9 in
Appendix D. The Avg. Gap presents the mean performance gap across UA, RA, TA, and MIA.
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Under comprehensive metrics, both MCU and MCUβ consistently exhibit the top two overall
performances under both random data forgetting and class-wise forgetting. Notably, in the class-
wise forgetting scenario, MCUβ performs nearly on par with the RT method. Additionally, MCUβ

outperforms MCU, validating our adaptive β strategy, which both simplifies training process and
enhances the effectiveness of MCU framework.

The results highlight the superiority of nonlinear unlearning over the linear method NegTV, especially
in the class-wise forgetting scenario in Tables 7 and 8 in the Appendix D. In our experiments of the
class-wise forgetting scenario, we attempted to optimize NegTV by extensively tuning its scaling
hyperparameter, but encountered a persistent dilemma: NegTV either resulted in under-forgetting
or over-forgetting. This stark trade-off highlights the inherent challenge of weight entanglement in
linear approaches, which struggle to achieve the balance required for effective class-wise unlearning.
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(b) Class-wise

Figure 3: Effective unlearning region on
MCUβ . The marker ★ highlights the posi-
tion with the minimum average gap from
RT, with the accompanying numerical value
indicating the exact average accuracy gap of
Df , Dr and Dt (and Dtf for class-wise for-
getting). The dotted line represents the RT
method’s accuracy, serving as a reference.
The shaded gray area denotes the effective
unlearning region, where models achieve
better unlearning performance than the θp.

As a strong baseline, SalUn and RL is generally second
only to MCUs and performs especially well in the class-
wise forgetting scenario. However, SalUn and RL tend to
exhibit overly strong resistance to MIA, often deviating sig-
nificantly from RT in terms of membership privacy. While
higher MIA efficacy is typically desirable for privacy, in
the context of MU, the goal is to align with the RT baseline
rather than excessively suppress MIA scores. Excessive
deviation from RT could indicate a shift in model behavior
that may introduce unintended privacy risks.

Effective Unlearning Region. Figure 3 shows visualiza-
tion results of MCUβ on CIFAR-10 with PreResNet-110
under both 10% random data forgetting and class-wise for-
getting scenarios. The results demonstrate that MCUβ not
only identifies a single effective unlearning model but also
discovers a substantial region along the Bézier pathway
where multiple models in this pathway exhibit effective
unlearning. Within this effective unlearning region, mod-
els achieve superior unlearning performance compared to
the pre-unlearning model (t = 1.0). Moreover, MCUβ

provides greater flexibility since different effective unlearning models can be selected based on
task-specific requirements. For instance, in Figure 3a, models to the right of marker ★ preserve better
predictive performance, while those to the left demonstrate stronger forgetting efficacy.
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(b) Over-forgetting

Figure 4: Effectiveness of MCUβ across
both under-forgetting and over-forgetting
pre-unlearning model θp.

Effectiveness in Different Pre-unlearning Models. In
this experiment, we integrate various MU methods as
pre-unlearning models into our MCUβ framework under
10% random data forgetting scenario on CIFAR-10 with
PreResNet-110. Table 3 compares the performance of these
methods before and after incorporating the MCUβ . The
results demonstrate that MCUβ consistently enhances the
performance of all MU methods. On average, the Avg.
Gap across all methods is reduced by 48.99%, with par-
ticularly notable improvements in the UA metric. These
results highlight the general applicability and robustness
of our framework across different unlearning methods.

Effectiveness across Under-forgetting and Over-forgetting Pre-unlearning Models. To further
demonstrate the versatility of MCUβ , we evaluate its ability to handle both under-forgetting and
over-forgetting scenarios of pre-unlearning models with the same data and architecture setting as
Figure 3a. While Figure 4a shows the under-forgetting case where RL is trained for 15 epochs, we
intentionally over-trained RL for 20 epochs as an over-forgetting pre-unlearning model in Figure 4b.
As shown in Figure 4, MCUβ-RL consistently enhances RL in both scenarios. Specifically, it reduces
the average gap across Df , Dr, Dt to 0.62 in the under-forgetting scenario and 0.43 in the over-
forgetting scenario. These results highlight MCUβ’s adaptability across different pre-unlearning
conditions. This is attributed to the adaptive unlearning penalty coefficient β, with the calibration
condition ➊ handling over-forgetting and conditions ➋ and ➌ handling under-forgetting.
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(e) β = 0.3

Figure 5: Ablation study for β on MCU. Overall, increasing β effectively enhances the unlearning effect but
damages retaining predictive performance, while decreasing β weakens the ability of the pathway to forget data.
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Figure 6: Ablation study for k on MCU. As k increases, the average accuracy gap decreases, but the effective
region also shrinks.
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Figure 7: Ablation study for kr on MCU. When kr = 0, we preserve and update all parameters important to
retaining data, leading to a noticeable drop in Dr accuracy during the unlearning process.

Ablation Study. To better understand the role of hyperparameters, β, k, and kr within our MCU,
we conduct an ablation study on CIFAR-10 with PreResNet-110 under 10% random data forgetting
scenario. Figures 5-7 maintain the same format as Figure 3, with red-framed sub-captions indicating
our default settings, i.e., β = 0.2, k = 0.5, and kr = 0.1. For each ablation experiment, we vary one
parameter while keeping the others fixed at their default values.

A higher β value leads to a smaller average accuracy gap in Figure 5. Notably, when β = 0.3, the
average gap is only 0.66. However, increasing β also results in a reduced effective region. This
suggests that while a larger β improves forgetting, it leads to a degradation in model utility. Clearly,
β = 0.2 offers the best balance between average accuracy gap and effective region. Nonetheless,
choosing a larger β can still be a viable and wise option when minimizing the accuracy gap is the
primary objective, and the effective region is of secondary importance.

Similarly, we analyze the impact of k and kr, in our mask strategy. A larger k allows more parameters
retained for training, which significantly reduces the accuracy on Df , Dr, and Dt, especially Df

(orange lines in Figure 6). As for kr, increasing kr results in the removal of essential parameters
related to Dr, thereby effectively preserving the accuracy on Dr (blue lines in Figure 7). In our
experiments, we set k = 0.5 and kr = 0.1 as default values, as they provide a good balance between
enhancing forgetting quality and maintaining predictive performance.

5 CONCLUSION

In this work, we propose a novel framework MCU, leveraging mode connectivity to search nonlinear
pathway in parameter space for effective unlearning. Unlike traditional MU methods that identify
only a single unlearning model, MCU uncovers a spectrum of unlearning models along the pathway
and is free from empirical hyperparameter tuning. As a plug-and-play framework, MCU seamlessly
integrates with existing MU methods and consistently improves their unlearning efficacy.
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APPENDIX

A WEIGHT ENTANGLEMENT IN LINEAR MU METHOD

In this section, we analyze the weight entanglement issue that arises in linear MU methods, i.e.,
task arithmetic Ilharco et al. (2022); Iurada et al.; Ortiz-Jimenez et al. (2024). Let f : X ×Θ→ Y
be a neural network that takes input x ∈ X and is parameterized by θ ∈ Θ. We assume X ⊆ Rd,
Θ ⊆ Rm, and Y ⊆ Rc. Given the original model parameters θo ∈ Rm, a fine-tuned model with
parameters θf

ft is trained on the forgetting dataset Df .

The unlearning task vector is defined as the difference between the fine-tuned and original model
parameters, i.e., τf = θf

ft − θo where θf
ft is fine-tuned on forgetting data Df based on θo. By task

arithmetic, it is easy to manipulate the output behavior of the model by adding or subtracting task
vectors. Thus, in our unlearning scenario, the unlearning model can be defined with the negation task
vector as:

f(x;θu) = f(x;θo − ατf ) = f
(
x;θo − α(θf

ft − θo)
)
, (8)

where α is a coefficient that controls forgetting level. This formulation implicitly requires that
subtracting the task vector τf does not affect the model’s predictions on inputs outside the forgetting
data Df . In other words, τf should not encode any information about data outside Df , i.e., retaining
data Dr. Therefore, the condition for this equation to hold can be formalized as:

f (x;θo − ατf ) =

{
f(x;θo), x ∈ Dr

f(x;θo − ατf ), x ∈ Df .
(9)

This condition requires that the task vector τf in Eq. 8 only influences the model on the forgetting
dataset, leaving the performance on retaining data Dr unaffected. However, task vectors obtained via
simple fine-tuning on Df do not guarantee this condition, which faces a weight entanglement issue.

To address this, the model must exhibit a form of weight disentanglement. Ideally, the model should
behave as a composition of spatially localized components, each responsible for a specific data
domain. For our unlearning case, this means the function should decompose as:

f(x;θo − ατf )

= f(x;θo)1(x ∈ Dr) + f(x;θo − ατf )1(x ∈ Df )

= go(x) + gf (x;−ατf ), (10)

The term go(x) := f(x;θo) · 1(x ∈ Dr) denotes spatially localized components for retaining data
domain, and go(x) = 0 for x ∈ Df . The term gf (x;−ατf ) := f(x;θo − ατf ) · 1(x ∈ Df )
captures the influence of the unlearning task vector, localized within the forgetting data domain, and
gf (x;ατf ) = 0 for x ∈ Dr. This decomposition encapsulates the principle that only data within Df

should be influenced by τf .

To make this decomposition tractable, linearizing the network around θo via a first-order Taylor
expansion is attempted to realize it by :

f(x;θo − ατf )

≈ flin(x;θo − ατf ) = f(x;θo)− ατ⊤
f ∇θf(x;θo). (11)

This linearized model expresses the output as a combination of the original prediction and a perturba-
tion determined by the gradient of f at θo.

While this form resembles the disentangled decomposition in Eq. 10, this resemblance is superficial.
The disentanglement condition requires that the influence of τf vanishes for all inputs not in Df .
However, the term τ⊤

f ∇θf(x;θo) is generally non-zero for arbitrary x ∈ Dr, since neither τf nor
the gradient are guaranteed to be localized. That is, the linearized update will affect predictions
on Dr, unless ∇θf(x;θo) itself vanishes for x ∈ Dr, or unless τf lies in the nullspace of these
gradients.

Therefore, we conclude that both the standard task vector approach Ilharco et al. (2022) and the
linearized task vector method Ortiz-Jimenez et al. (2024) fail to ensure weight disentanglement for
ideal unlearning.

12
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B PROOF OF THEOREM 1

Georgiev et al. (2024) highlighted that the optimal stopping epoch is not universal, but instead
differs depending on the specific forgetting dataset in existing single model. Based on this claim,
we establish that relying on a single model is fundamentally insufficient due to the misalignment of
optimal stopping epochs across different forgetting data.

Assume the unlearning procedure consists of T training epochs, and let |Df | denote the number
of forgetting data points. For each forgetting data point i ∈ {1, ..., |Df |}, random variable Fi ∈
{1, . . . , T} represents the epoch where forgetting performance attains its optimum for forgetting data
point i, and F = [F1, . . . , Fi, . . . , F|Df |] ∈ R|Df |. Assume within an unlearning model, the |Df |
random variable Fi are mutually independent and uniform on {1, ..., T}, and arrange are i.i.d. across
models. We define an unlearning model to be successful if there exists a common epoch t such that

Fi = t, ∀i = 1, . . . , |Df |, (12)

The probability that all |Df | forgetting points align at the same epoch t is:

p =

T∑
t=1

Pr(F1 = . . . Fi . . . = F|Df | = t) = T ·
(
1
T

)|Df | = T 1−|Df |.

Thus, the failure probability of one model is 1− p. For k independent models, the probability that all
fail is (1− p)k. To guarantee that the success probability is at least 1− δ, we require (1− p)k ≤ δ.

Taking logarithms yields

k ≥ ln δ

ln(1− p)
=

ln δ

ln(1− T 1−|Df |)
.

Therefore, for any confidence level 1− δ ∈ (0, 1], it suffices to take at least

k(δ) = ⌈ ln δ

ln (1− T 1−|Df |)
⌉ (13)

independent models to ensure that the probability of observing at least one successful model is no
less than 1− δ.

C IMPLEMENTATION DETAILS

Forgetting Scenario. We focus on random data forgetting and class-wise forgetting in our work.
Random data forgetting refers to removing a randomly selected subset of training samples, simu-
lating user-level data deletion. In contrast, class-wise forgetting removes all samples from specific
classes, representing the requirement to erase an entire category of information.

Baselines. RT retrains the model from scratch using only the retaining dataset Dr. FT Warnecke
et al. (2021) fine-tunes the pre-trained model θo on the remaining dataset Dr. RL Graves et al. (2021)
fine-tunes the model on the forgetting datasetDf using randomly assigned labels to enforce forgetting.
GA Thudi et al. (2022) performs gradient ascent on the forgetting data Df , which often harms the
model’s utility. NegGrad+ Kurmanji et al. (2024a) addresses GA’s issue by combining fine-tuning on
Dr and gradient ascent on Df . SFRon Huang et al. (2025) incorporates the unlearning update into
the parameter manifold defined by the retained data, leveraging Hessian modulation that is efficiently
approximated through a fast–slow update strategy. SalUn Fan et al. (2023) performs unlearning by
optimizing only the salient parameters of the model identified from the random labeled forgetting
data. NegTV Ilharco et al. (2022) obtain an unlearning model by linearly subtracting the parameters
of the task vector corresponding to the forgetting data from the original model.

CIFAR-10 on PreResNet-100. We train the original model and RT model for 200 epochs using the
SGD optimizer with a cosine-scheduled learning rate initialized at 0.01. For the FT, RL, and SalUn
methods, they are performed for 10 epochs with a learning rate of 0.01. The GA and NegGrad+
methods are trained for 5 epochs with a learning rate of 0.01. The SFRon method is trained for 10

13
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epochs with a learning rate of 0.01, and forget frequency and alpha is set to 3 and 80 respectively.
In the case of NegTV, the model undergoes a finetune model on Df for 10 epochs, and the scaling
coefficient α is set to 0.9 for random data forgetting and 0.2 for class-wise forgetting. For both
MCUβ and MCU, random data forgetting is performed for 10 epochs, whereas class-wise forgetting
is conducted for 5 epochs, both with a learning rate of 0.01.

ImageNet-100 on ViT. We utilize a pretrained ViT and fine-tune 30 epochs with a learning rate of
0.001 to get the original model. The RT method follows the same setting as the original model. For
FT, RL, and SalUn, training is performed for 5 epochs, while GA and NegGrad+ are trained for 2
epochs. The SFRon method is trained for 5 epochs with a learning rate of 0.001, and forget frequency
and alpha is set to 3 and 80 respectively. Similarly, the finetuning model for the NegTV method is
trained 5 epochs with a learning rate of 0.001 and a coefficient α of 0.9. For MCUs, they are trained
for 2 epochs.

Tiny-ImageNet on VGG-16-BN. We train both the original model and the RT model for 100
epochs with a learning rate of 0.1. The FT, RL, and SalUn methods undergo training for 10 epochs
with a learning rate of 0.01, while the GA and NegGrad+ methods are trained for 5 epochs. The
NegTV method finetunes the model on forgetting data Df for 10 epochs with a learning rate of 0.01.
The SFRon method is trained for 10 epochs with a learning rate of 0.01, and forget frequency and
alpha is set to 3 and 80 respectively. We observe that increasing the coefficient α of NegTV causes a
substantial degradation in both RA and TA. To preserve model performance, we set α to 0.1. For our
MCUs (both MCU and MCUβ), training is conducted over 5 epochs with a learning rate of 0.01.

CIFAR-10 on VGG-16-BN. Both the original model and the retrained (RT) model were trained for
100 epochs using the SGD optimizer with a cosine-scheduled learning rate initialized at 0.01. The FT,
RL, and SalUn methods were each trained for 10 epochs with a learning rate of 0.01, while the GA
and NegGrad+ methods were trained for 5 epochs using the same learning rate. The SFRon method
is trained for 10 epochs with a learning rate of 0.01, and forget frequency and alpha is set to 3 and 80
respectively. For NegTV, the model was fine-tuned on Df for 10 epochs, with the scaling coefficient
α set to 0.9. Both MCUβ and MCU were trained for 10 epochs using a learning rate of 0.01.

Additional MCU Implementation Details. All our experiments are conducted on a single Tesla
V100 GPU. We only use 50% of the retaining data during our MCU training process. The hyper-
parameters k and kr are set to 0.5 and 0.1, respectively. For searching the optimal model on the
curve, we obtain single models at t = 0.75 and 1 first. Then we interpolate to find the optimal model
according to the approach in section 3. For searching an effective region, we obtained 20 single
models along the pathway.

MIA Implementation Details. In line with previous studies Song et al. (2019); Yeom et al. (2018),
we assess the privacy risks of unlearning models using a confidence-driven membership inference
attack. We first train a support vector classifier on a balanced dataset, where samples from the
retaining data Dr are labeled as members and those from the test data Dtest are labeled as non-
members. After training, the attack model is deployed to probe the unlearning model θu. To evaluate
the unlearning performance, MIA-efficacy is obtained by applying the trained MIA predictor to the
unlearning model on the forgetting data. Specifically, MIA-efficacy quantifies the proportion of
forgetting data Df that the attack correctly rejects as non-members. Formally, MIA-Efficacy = TN

|Df | ,
where TN is the number of forgotten samples classified as non-members and |Df | is the size of the
forgetting data. Under this definition, a higher MIA-efficacy score reflects stronger privacy protection
and more complete removal of membership traces from θu.

D ADDITIONAL EXPERIMENTAL RESULTS

MCUβ with Polychain unlearning pathway. The Polychain unlearning pathway with one control
point in parameter space is defined as follows,

ϕθc
(t) =

{
2 (tθc + (0.5− t)θo) , 0 ≤ t ≤ 0.5,
2 ((t− 0.5)θp + (1− t)θc) , 0.5 ≤ t ≤ 1.

(14)

θc is the control model, and t represents a scalar interpolation coefficient that controls the position
along the pathway connecting two end models in the high-dimensional parameter space.
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Methods UA RA TA MIA Avg. Gap RTE

RT 10.54±0.34(0.00) 99.98±0.01(0.00) 89.59±0.22(0.00) 18.41±0.52(0.00) 0.00 105.70

Polychain-1 8.90±0.89(1.64) 98.81±0.03(1.17) 89.58±0.04(0.01) 17.13±0.72(1.28) 1.03 6.76
Polychain-2 7.85±1.11(2.69) 98.92±0.05(1.06) 89.59±0.07(0.00) 16.01±0.62(2.40) 1.53 6.86
Polychain-3 8.68±1.24(1.86) 98.43±0.10(1.55) 89.58±0.09(0.01) 16.72±1.32(1.69) 1.28 6.90

Bézier 10.29±0.24(0.25) 98.69±0.04(1.29) 89.11±0.13(0.48) 16.45±0.89(1.96) 1.00 6.82

Table 4: Unlearning performance of the Polychain pathway for 10% random data forgetting in CIFAR-10
with PreResNet-110. Polychain-k corresponds to a Polychain pathway parameterized with c control points,
where c ∈ 1, 2, 3.

0.0 0.25 0.5 0.75 1.0
t

8084889296100

A
cc

ur
ac

y(
%

)

0.85

Df Dr Dt Effective Region

0.0 0.25 0.5 0.75 1.0
t

80
84
88
92
96

100

A
cc

ur
ac

y(
%

)

0.94

(a) c = 1

0.0 0.25 0.5 0.75 1.0
t

80
84
88
92
96

100

A
cc

ur
ac

y(
%

)

1.25

(b) c = 2

0.0 0.25 0.5 0.75 1.0
t

80
84
88
92
96

100

A
cc

ur
ac

y(
%

)

1.14

(c) c = 3

Figure 8: Polychain pathway with different number of control points for 10% random data forgetting in
CIFAR10 with PreResNet-110. c denotes Polychain with c control points (c = 1, 2, 3).

The Polychain results on CIFAR-10 with PreResNet-110 under 10% random data forgetting scenario
are shown in Table 4 and Figures 8. Table 4 shows that the Bézier curve achieves better unlearning
performance than the Polychain, with a lower Avg. Gap. Nevertheless, the unlearning performance
of our MCUβ framework, whether using the Polychain or Bézier pathway, still surpasses all baseline
methods reported in Table 1. Moreover, as illustrated in Figure 8, the accuracy trajectory of the
Polychain is more irregular than that of the Bézier curve, exhibiting noticeable turning points.
Moreover, increasing the number of control points in the Polychain does not lead to improvements
in its unlearning pathway. The Bézier curve is generally superior because it offers smoother and
more flexible paths for connecting models. The Bézier curves can define a continuous, differentiable
trajectory, making them well-suited for efficient optimization and avoiding sharp transitions that can
lead to instability during unlearning. These advantages have led many prior works to only adopt
Bézier curves or surfaces for their studies Li et al. (2025); Ren et al.; Zhao et al. (2020). Therefore,
we adopt the Bézier curve as our default setting.
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Figure 9: The accu-
racy on Df , Dr , and Dt

across different propor-
tions of retaining data
used in our training pro-
cess. It shows that all ac-
curacy performance re-
mains stable even with
10% retaining data.

Additional Unlearning Performance for Baselines and MCUs. Table 5
shows the results in VGG-16-BN with Tiny-ImageNet under 10% random
data forgetting scenario. Table 6 presents the results under 20% random
data forgetting scenario across 3 different datasets. We also show additional
experimental results conducted in CIFAR-10 with PreResNet-110 as shown
in Table 7 and Tiny-ImageNet with VGG-16-BN as shown in Table 8 un-
der the class-wise scenario. Furthermore, the results of 10% random data
forgetting on CIFAR-10 with VGG-16-BN are presented in Table 9. These
findings consistently align with our previous analysis, further substantiating
the effectiveness of our MCUs.

Under comprehensive evaluation metrics, both MCUβ and MCU consistently
rank as the top two performers, achieving results nearly equivalent to the RT
model. Notably, MCUβ achieves 100% unlearning accuracy on forgetting
data, ensuring robust and reliable performance across diverse settings. The
results in Tables 5 - 9 further emphasize the limitation of the linear approach,
NegTV. Our experimental results of NegTV reveal a significant performance instability for NegTV
across different datasets in class-wise forgetting scenarios. While NegTV demonstrates substantial
advantages on ImageNet-100 in Table 2, its performance deteriorates considerably on both CIFAR-10
and Tiny-ImageNet datasets, underscoring its lack of robustness. Furthermore, we attempted to
optimize NegTV by extensively tuning its scaling coefficient α in our experiments, but encountered a
persistent dilemma: the method either resulted in under-forgetting (failing to adequately remove the
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Methods UA RA TA MIA Avg. Gap RTE

RT 45.45±0.02(0.00) 99.52±0.02(0.00) 55.59±0.17(0.00) 55.79±0.17(0.00) 0.00 37.46
FT 5.76±0.07(39.69) 99.34±0.02(0.18) 56.25±0.10(0.66) 15.95±0.41(39.84) 20.09 3.80
RL 38.59±0.25(6.86) 99.03±0.02(0.49) 53.87±0.32(1.72) 86.53±0.29(30.74) 9.95 13.33
GA 5.17±0.07(40.28) 96.11±0.04(3.41) 53.66±0.02(1.93) 7.89±0.30(47.90) 23.38 0.32

NegGrad+ 51.06±12.91(5.61) 83.22±5.81(16.30) 46.74±3.00(8.85) 51.97±1.30(3.82) 8.65 6.58
SFRon 1.07±0.07(44.38) 99.53±0.02(0.01) 56.67±0.15(1.08) 4.80±0.04(50.99) 24.12 5.51
SalUn 36.61±0.23(8.84) 99.03±0.03(0.49) 54.04±0.35(1.55) 85.37±0.41(29.58) 10.12 13.79
NegTV 0.81±0.01(44.64) 99.35±0.02(0.17) 56.85±0.03(1.26) 4.49±0.20(51.30) 24.34 0.58
MCU-β 42.42±1.23(3.03) 93.32±0.33(6.20) 52.53±0.15(3.06) 44.43±1.41(11.36) 5.91 10.77
MCU 49.92±0.72(4.47) 92.88±0.19(6.64) 52.92±0.21(2.67) 46.90±0.07(8.89) 5.67 10.83

Table 5: Unlearning performance of MU methods for 10% random data forgetting in Tiny-ImageNet with
VGG-16-BN.

Table 6: Overall performance of MU methods for 20% random data forgetting. The results are presented in
the format a± b, with a as the mean and b as the standard deviation from 5 independent trials. The performance
gap relative to RT method is represented in (•). The Avg. Gap is derived by averaging performance gaps across
accuracy-related metrics, including UA, RA, TA and MIA. Smaller gaps reflect closer alignment with the RT
model’s performance. RTE is reported in minutes.

Methods UA RA TA MIA Avg. Gap RTE

CIFAR-10 with PreResNet-110
RT 11.17±0.08(0.00) 99.97±0.01(0.00) 88.92±0.17(0.00) 19.03±0.28(0.00) 0.00 93.75
FT 0.34±0.05(10.83) 99.94±0.01(0.03) 90.89±0.14(1.97) 3.43±0.10(15.60) 7.11 4.72
RL 3.24±0.14(7.93) 99.34±0.04(0.63) 90.24±0.17(1.32) 23.64±0.27(4.61) 3.62 7.83
GA 0.03±0.00(11.14) 99.98±0.00(0.01) 90.86±0.01(1.94) 0.80±0.05(18.23) 7.83 0.65

NegGrad+ 5.22±0.16(5.95) 98.51±0.08(1.46) 89.32±0.13(0.40) 10.03±0.32(9.00) 4.20 2.96
SFRon 14.70±0.43(3.53) 89.08±0.63(10.89) 85.65±0.41(3.27) 69.28±1.89(50.25) 16.99 13.87
SalUn 3.87±0.23(7.30) 98.76±0.04(1.21) 89.95±0.13(1.03) 24.94±0.49(5.91) 3.86 7.96
NegTV 3.33±0.35(7.84) 98.27±0.12(1.70) 86.86±0.32(2.06) 6.83±0.21(12.20) 5.95 1.28
MCU 7.21±0.03(3.96) 98.20±0.10(1.77) 88.23±0.12(0.69) 13.64±0.57(5.39) 2.95 6.88

MCUβ 8.04±0.03(2.50) 97.90±0.01(2.08) 88.68±0.14(0.91) 13.42±0.78(5.61) 2.78 6.92

ImageNet-100 with ViT
RT 11.89±0.00(0.00) 92.08±0.00(0.00) 88.04±0.04(0.00) 14.47±0.05(0.00) 0.00 837.96
FT 8.87±0.14(3.02) 92.32±0.01(0.24) 87.75±0.11(0.29) 10.53±0.91(3.94) 1.87 84.88
RL 9.54±0.10(2.35) 91.85±0.04(0.23) 87.83±0.11(0.21) 29.43±2.67(14.96) 4.44 245.60
GA 12.42±2.08(0.53) 87.68±2.25(4.40) 84.99±1.81(3.05) 12.12±1.05(2.35) 2.58 59.57

NegGrad+ 12.12±0.89(0.23) 91.67±0.27(0.41) 86.86±0.42(1.18) 15.63±0.45(1.16) 0.74 85.96
SFRon 25.77±0.00(13.88) 78.50±0.00(13.58) 77.86±0.00(10.18) 59.40±1.68(44.93) 20.64 87.65
SalUn 8.85±0.88(3.04) 91.67±0.29(0.41) 87.75±0.29(0.29) 22.65±0.00(8.18) 2.98 225.75
NegTV 10.06±0.04(1.83) 91.47±0.05(0.61) 87.11±0.17(0.93) 13.07±0.29(1.40) 1.19 22.29
MCU 11.78±0.12(0.11) 91.06±0.03(1.02) 87.22±0.11(0.82) 14.89±0.22(0.42) 0.59 150.57

MCUβ 10.98±0.07(0.91) 92.06±0.10(0.02) 87.40±0.14(0.64) 14.58±0.18(0.11) 0.42 149.88

Tiny-ImageNet with VGG-16-BN
RT 46.72±0.25(0.00) 99.65±0.01(0.00) 54.10±0.06(0.00) 57.81±0.03(0.00) 0.00 33.73
FT 5.44±0.03(41.28) 99.44±0.01(0.21) 56.53±0.11(2.43) 15.85±0.16(41.96) 21.47 4.20
RL 30.49±0.39(16.23) 98.77±0.03(0.88) 52.61±0.19(1.49) 83.52±0.45(25.71) 11.08 14.11
GA 4.42±0.14(42.30) 95.91±0.13(3.74) 53.60±0.08(0.50) 7.83±0.19(49.98) 24.13 0.50

NegGrad+ 45.02±0.70(1.71) 85.23±0.31(14.42) 47.55±0.27(6.55) 40.13±0.11(17.68) 10.09 4.22
SFRon 1.33±0.07(45.39) 99.87±0.00(0.22) 56.71±0.07(2.61) 6.19±0.15(51.62) 24.96 17.23
SalUn 39.55±0.01(7.17) 97.66±0.04(1.99) 53.32±0.29(0.78) 86.07±0.36(28.26) 9.55 13.73
NegTV 1.85±0.96(44.87) 98.81±0.54(0.84) 56.04±0.69(1.94) 6.95±1.83(50.86) 24.63 0.97
MCU 38.38±0.09(8.34) 97.73±0.18(1.92) 52.35±0.12(1.75) 47.25±1.12(10.56) 5.64 9.78

MCUβ 44.72±0.06(2.00) 96.94±0.07(2.71) 50.75±0.25(3.35) 45.25±0.50(12.56) 5.16 8.44

influence of the forgetting class) or over-forgetting (excessively degrading model performance) in the
class-wise forgetting scenario. This extreme phenomenon suggests a weight entanglement issue in
the linear NegTV method to achieve the delicate balance required for effective class-wise unlearning.
Comparing our MCUs with NegTV, we observe that the nonlinear pathway leads to more stable and
effective unlearning. This indicates that our nonlinear unlearning method, MCU, is free from the
weight entanglement issue that exists in the linear approach.

Stability to Scarce Retaining Data. The amount of retaining data Dr used during our training
process can be only a subset of the full set. The intuition is that the end models θo and θp already
preserve sufficient information about Dr. As a result, our framework is able to consistently identify
an effective unlearning pathway, making it notably insensitive to scarce retaining data. We validate
this claim on CIFAR-10 with PreResNet-100 under the 10% random data forgetting scenario, with
NegGrad+ as pre-unlearning model in our MCU framework. As illustrated in Figure 9, the accuracy
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Table 7: Unlearning performance of MU methods for class-wise forgetting on CIFAR-10 with PreResNet-110.
The table adopts the same format as Table 7.

Methods UA UAtest RA TA MIA Avg. Gap RTE

Class-wise Forgetting
RT 100.00±0.00(0.00) 100.00±0.00(0.00) 99.98±0.00(0.00) 90.37±0.08(0.00) 100.00±0.00(0.00) 0.00 104.93
FT 18.53±1.65(81.47) 24.63±2.75(75.37) 99.94±0.02(0.04) 91.01±0.10(0.64) 43.18±3.26(56.82) 42.87 5.52
RL 100.00±0.00(0.00) 100.00±0.00(0.00) 96.67±0.45(3.31) 87.81±0.61(2.56) 100.00±0.00(0.00) 1.17 6.80
GA 85.01±0.19(14.99) 88.50±0.08(11.50) 90.55±0.40(9.43) 80.90±0.40(9.47) 86.27±0.07(13.73) 11.82 0.40

NegGrad+ 99.94±0.05(0.06) 100.00±0.00(0.00) 98.07±0.25(1.91) 87.25±0.28(3.12) 99.97±0.04(0.03) 1.02 2.95
SFRon 100.00±0.00(0.00) 100.00±0.00(0.00) 83.46±0.34(16.52) 81.80±0.37(8.57) 100.00±0.00(0.00) 5.02 18.59
SalUn 100.00±0.00(0.00) 100.00±0.00(0.00) 99.81±0.01(0.17) 90.34±0.30(0.03) 100.00±0.00(0.00) 0.04 6.97
NegTV 25.28±4.92(74.72) 31.95±5.35(68.05) 93.03±0.04(6.95) 82.43±0.22(7.94) 29.05±3.75(70.95) 45.72 0.71
MCU 99.96±0.01(0.04) 100.00±0.00(0.00) 99.80±0.01(0.18) 90.37±0.03(0.00) 100.00±0.00(0.00) 0.04 7.27

MCUβ 100.00±0.00(0.00) 100.00±0.00(0.00) 99.85±0.00(0.13) 90.37±0.03(0.00) 100.00±0.00(0.00) 0.03 7.29

Table 8: Unlearning performance of MU methods for class-wise forgetting on TinyImageNet with VGG-16-
BN.

Methods UA UAtest RA TA MIA Avg. Gap RTE

Class-wise Forgetting
RT 100.00±0.00(0.00) 100.00±0.00(0.00) 99.34±0.03(0.00) 56.94±0.11(0.00) 100.00±0.00(0.00) 0.00 42.06
FT 74.27±2.45(25.73) 78.67±5.25(21.33) 99.29±0.02(0.05) 56.71±0.12(0.23) 90.53±2.07(9.47) 11.36 4.29
RL 98.87±1.04(1.13) 100.00±0.00(0.00) 98.83±0.01(0.51) 56.52±0.10(0.42) 100.00±0.00(0.00) 0.41 7.24
GA 91.80±0.59(8.20) 87.33±0.94(12.67) 94.75±0.06(4.59) 52.86±0.05(4.08) 96.60±0.16(3.40) 6.59 0.13

NegGrad+ 94.76±1.50(5.24) 93.60±3.67(6.40) 99.33±0.03(0.01) 56.73±0.06(0.21) 97.33±1.97(2.67) 2.91 2.25
SFRon 100.00±0.00(0.00) 100.00±0.00(0.00) 88.62±0.07(10.72) 51.90±0.21(5.04) 100.00±0.00(0.00) 3.15 12.03
SalUn 99.27±0.62(0.73) 100.00±0.00(0.00) 98.95±0.02(0.39) 56.58±0.15(0.36) 100.00±0.00(0.00) 0.30 7.25
NegTV 0.50±0.10(99.50) 50.00±0.00(50.00) 99.38±0.02(0.04) 56.96±0.00(0.02) 6.10±0.90(93.9) 48.69 0.20
MCU 100.00±0.00(0.00) 100.00±0.00(0.00) 99.10±0.01(0.24) 56.44±0.02(0.50) 100.00±0.00(0.00) 0.15 5.78

MCUβ 100.00±0.00(0.00) 100.00±0.00(0.00) 99.07±0.01(0.27) 56.47±0.09(0.47) 100.00±0.00(0.00) 0.15 5.77

values of the optimal unlearning model on the MCU pathway remain stable across varying retaining
data proportions.

Superiority of the Adaptive β Strategy under Scarce Retaining Data In Figure 10, we present
the results of nonlinear pathway searching across varying proportions of retaining data Dr, ranging
from 10% to 100%. These experiments were conducted using MCUβ on CIFAR-10 with PreResNet-
110 under the 10% random data forgetting scenario. MCUβ consistently outperforms other unlearning
methods across all retaining data proportion settings (see Table 1 for other baselines’ specific results).
As expected, the optimal performance is achieved when utilizing 100% of the retaining data for curve
training. In this case, the pathway searching process fully leverages the entire dataset, leading to
the highest retaining accuracy and minimizing any degradation in model utility. By comparison, the
worst performance occurs when only 10% or 20% of the retaining data is available. In these cases,
the retaining accuracy drops significantly, indicating that an insufficient amount of retaining data
negatively impacts the learning process. However, when the proportion of Dr exceeds 30%, retaining
accuracy remains consistently high with relatively small average accuracy gaps. This demonstrates
the inherent stability of our MCUs even under limited retaining data conditions. This stems from
our framework of searching nonlinear pathways in the parameter space between the original and
pre-unlearning models as end points, which effectively preserves critical retaining data information
along the pathway. Consequently, an effective unlearning model can consistently be identified across
the pathway, regardless of the scarce retaining data used. Overall, we suggest that maintaining at
least 30% of the retaining data during pathway searching is enough to achieve a balance between
training efficiency, effective unlearning, and model utility.

Robustness of Adaptive β Strategy to Hyperparameters k and kr. While MCUβ under the
default settings of k = 0.5 and kr = 0.1 already yield strong performance in the main paper’s
experimental results, we further investigate the robustness of our proposed adaptive unlearning
penalty coefficient β under different values of k and kr. Specifically, we conduct ablation studies
over a range of values: k ∈ {0.3, 0.5, 0.8} and kr ∈ {0.0, 0.1, 0.2}.
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Table 9: Unlearning performance of MU methods for 10% random data forgetting scenario on CIFAR-10
with VGG-16-BN.

Methods UA RA TA MIA Avg. Gap RTE

RT 10.00±0.12(0.00) 99.96±0.01(0.00) 89.81±0.07(0.00) 15.14±0.02(0.00) 0.00 17.97
FT 0.25±0.04(9.75) 99.94±0.02(0.02) 90.31±0.08(0.50) 1.31±0.11(13.83) 6.03 1.84
RL 14.98±0.60(4.98) 99.90±0.01(0.06) 88.53±0.05(1.28) 57.50±0.86(42.36) 12.17 7.38
GA 0.24±0.00(9.76) 99.93±0.00(0.03) 87.67±0.02(2.14) 4.20±0.11(10.94) 5.72 0.17

NegGrad+ 2.63±0.25(7.37) 99.77±0.03(0.19) 89.88±0.21(0.07) 4.57±1.84(10.57) 4.55 2.52
SFRon 20.48±1.66(10.48) 88.46±1.80(11.50) 84.09±0.81(5.72) 26.28±1.20(11.14) 9.71 6.23
SalUn 11.30±0.24(1.30) 99.34±0.02(0.62) 89.66±0.20(0.15) 22.50±1.07(7.36) 2.36 5.96
NegTV 4.58±0.06(5.42) 98.06±0.10(1.90) 85.00±0.09(4.81) 5.23±0.37(9.91) 5.51 0.32
MCU 9.71±0.28(0.29) 99.14±0.06(0.82) 88.22±0.03(1.59) 14.73±0.12(0.41) 0.77 5.89

MCUβ 9.99±0.01(0.01) 99.58±0.01(0.38) 88.31±0.09(1.50) 14.55±0.07(0.59) 0.62 5.88
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Figure 10: Performance with different proportions of retaining data in pathway searching process. The results
show that MCUβ consistently outperforms other unlearning methods (see Table 1 for the specific values of all
baselines) across all retaining data proportion settings.

Figures 11 and 12 present the results of these experiments. In each figure, subplots (a)-(c) show
results for the vanilla MCU with a fixed penalty coefficient β = 0.2, while (d)-(f) show the results for
MCUβ with our adaptive strategy. In Figure 11, kr is fixed at 0.1 while varying k, and in Figure 12,
k is fixed at 0.5 while varying kr.

The results demonstrate that MCUβ exhibits strong robustness to changes in both k and kr. Its
performance remains stable across different settings, indicating that the adaptive penalty strategy
effectively accommodates varying k and kr. In contrast, the vanilla MCU model shows noticeable
fluctuations, suggesting a greater sensitivity to hyperparameter choices. This highlights the advantage
of using an adaptive β for more reliable unlearning performance under diverse conditions.

Table 10: Unlearning performance of MU methods for 1% random data forgetting scenario on CIFAR-10
with PreResNet-110.

Methods UA RA TA MIA Avg. Gap RTE

RT 11.00±0.01(0.00) 99.98±0.00(0.00) 90.66±0.02(0.00) 18.20±0.07(0.00) 0.00 78.80
FT 0.47±0.34(10.53) 99.93±0.01(0.05) 90.96±0.15(0.30) 3.20±0.58(15.00) 6.47 3.99
RL 17.20±1.56(6.20) 99.91±0.01(0.07) 90.45±0.05(0.21) 46.6±0.65(28.40) 8.72 8.98
GA 1.40±1.56(9.60) 99.18±1.09(0.80) 90.12±1.04(0.54) 3.53±2.11(14.67) 6.40 0.08

NegGrad+ 20.47±0.98(9.47) 98.37±0.07(1.61) 89.68±0.32(0.98) 24.80±1.77(6.60) 4.67 3.06
SFRon 39.20±7.20(28.20) 62.41±8.40(37.57) 62.88±8.36(27.78) 32.10±2.24(13.90) 26.86 16.11
SalUn 7.53±0.50(3.47) 99.05±0.03(0.93) 91.03±0.03(0.37) 17.47±1.05(0.73) 1.38 6.17
NegTV 0.13±0.19(10.87) 99.98±0.00(0.00) 90.97±0.09(0.31) 1.26±0.34(16.94) 7.03 0.17
MCU 10.63±0.03(0.37) 99.98±0.02(0.00) 89.82±0.05(0.84) 17.240.51±(0.96) 0.54 6.43

MCUβ 11.02±0.01(0.02) 99.97±0.01(0.01) 91.02±0.04(0.36) 19.000.34±(0.80) 0.30 6.43

1% Random Data Forgetting. To evaluate the effectiveness of our MCUs in scenarios with
extremely sparse forgetting data, we conduct experiments with 1% random data forgetting on CIFAR-
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Figure 11: Robustness analysis of k on MCU and MCUβ . (a)-(c) are results of MCU while (d)-(f) are results
of MCUβ . Compared to vanilla MCU, MCUβ demonstrates greater robustness to variations in k.
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Figure 12: Robustness analysis of kr on MCU and MCUβ . (a)-(c) are results of MCU while (d)-(f) are results
of MCUβ . Compared to vanilla MCU, MCUβ demonstrates greater robustness to variations in kr .

10 using PreResNet-110. As shown in Table 10, our MCUs still perform well under this challenging
setting.

Table 11: Different parameter mask strategies for unlearning performance of MCUβ on CIFAR-10 with
PreResNet-110 under 10% random data forgetting.

Methods UA RA TA MIA Avg. Gap RTE

RT 10.54±0.34(0.00) 99.98±0.01(0.00) 89.59±0.22(0.00) 18.41±0.52(0.00) 0.00 105.70

MCUβ −mSalUn 10.34±0.05(0.20) 98.18±0.21(1.80) 88.53±0.11(1.06) 16.10±0.93(2.31) 1.34 9.27
MCUβ −mSFRon 9.33±0.06(1.21) 99.39±0.06(0.59) 88.82±0.19(0.77) 16.73±0.43(1.68) 1.06 9.46
MCUβ −mOurs 10.29±0.24(0.25) 98.69±0.04(1.29) 89.11±0.13(0.48) 16.45±0.89(1.96) 1.00 6.82

Performance of Different Parameter Mask Strategies. In this section, we analyze alternative
parameter mask strategies proposed by other machine unlearning methods, specifically SalUn and
SFRon. All experiments are conducted on the CIFAR-10 dataset using PreResNet-110 under the 10%
random data forgetting setting. We examine the effectiveness of different parameter mask strategies
by substituting the masks used in SalUn Fan et al. (2023) and SFRon Huang et al. (2025) into our
MCUβ framework. The results are shown in Table 11. We observe that MCUβ remains effective
regardless of the specific masking strategy applied, indicating the robustness of our framework. The
RA and TA results of MCUβ −mSalUn are relatively poor because the SalUn mask only considers the
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importance of parameters to the forgetting data, without accounting for the need to freeze parameters
important to the retaining data. This leads to poor performance in both RA and TA. However, our
masking strategy offers a significant advantage in terms of running time efficiency (RTE). While
element-wise parameter masks (as used in SFRon and SalUn) still require gradient computation
for all parameters during training, limiting practical speedup, our method masks entire parameters.
This allows us to completely bypass gradient computations for masked parameters during training,
resulting in substantial runtime improvements.

Comparing with Best Intermediate Checkpoints of Pre-unlearning Models. In this section, we
find the best intermediate checkpoint of pre-unlearning models using a similar search process with the
best-t search strategy in our method. Revisit the cases of under-forgetting (RL with 15 epochs) and
over-forgetting (RL with 20 epochs) that we discussed in Figure 4. For each case, we also examine
the training checkpoints of pre-unlearning models and apply the similar best-t search strategy used in
MCU to identify the checkpoint that minimizes the average gap. The experiments are conducted on
CIFAR-10 with PreResNet-110 under 10% random data forgetting scenario. The accuracy values at
epoch=0 are the original model’s results and values at epoch=0 are the original model’s results.
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Figure 13: Effectiveness of MCUβ across
both under-forgetting and over-forgetting
pre-unlearning model θp.

For the under-forgetting scenario, the result is shown in
Figure 13a. Despite applying our best-t search strategy to
the training trajectory, we are consistently unable to find
any intermediate checkpoint that achieves a better average
gap than the final checkpoint. This suggests that check-
point selection cannot compensate for the under-unlearning
behavior of the method. Notably, our method achieves an
average gap of 0.62, as shown in Figure 4a.

For the over-forgetting scenario, the result is presented in
Figure 13b. While we observe that earlier checkpoints
can mitigate some of the over-forgetting, even the best
checkpoint we identified using the search strategy performs
significantly worse than our MCU interpolation (as shown
in Figure 4b), i.e., 1.04 vs 0.43. The performance gap remains substantial.

These findings suggest that checkpoint selection is inherently limited by the discrete nature of training
snapshots. In contrast, MCU operates in the continuous parameter space, enabling more precise and
effective exploration of intermediate models. Thus, MCU provides a more powerful and flexible
mechanism for balancing forgetting and retaining performance than simply selecting from available
training checkpoints.

E PSEUDO CODE OF MCU FRAMEWORK

The pseudo code can be found in Algorithm 1. We present it with three components: parameter mask
generating, nonlinear pathway searching, and optimal model/effective unlearning region searching.

F THE USAGE STATEMENT OF LARGE LANGUAGE MODELS

We used Large Language Model (LLMs) only to assist with language polishing. All ideas, methods,
and experiments were conceived and implemented by the authors.
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Algorithm 1 Pseudo code of MCUβ

1: Hyper-parameters: number of iterations n, learning rate η, parameter mask parameter k and
kr

2: Require: original model θo, pre-unlearning model θp, training accuracy and test accuracy on the
original model θo

3: # 1. Generate a parameter mask
4: Compute loss L(Dr;θo) and L(Df ;θo)
5: Compute gradient ∇θoL(Dr;θo) and ∇θoL(Df ;θo)
6: Calculate ∥∇θi

o
L(Dr;θo)∥2/|θi

o| and ∥∇θi
o
L(Df ;θo)∥2/|θi

o| for each parameter
7: Filter out top kr proportion of parameters based on ∥∇θi

o
L(Dr;θo)∥2/|θi

o| and generate mask
mr

8: Preserve top k proportion of parameters based on ∥∇θi
o
L(Df ;θo)∥2/|θi

o| and generate mask
mf

9: Calculate parameter mask m = 1(mr &mf )
10: # 2. Search pathways in parameter space
11: β ← 0.5 (unlearing penalty coefficient is initialized as 0.5)
12: for i← 1, 2, ..., n do
13: Sample t ∼ U(0, 1)
14: Compute accuracy of retaining data and forgetting data
15: Adaptively update β guided by Eq. 7
16: Compute cross-entropy loss L(Dr;ϕθc

(t)) for retaining data
17: Compute cross-entropy loss L(Df ;ϕθc

(t)) for forgetting data
18: Compute MCU loss Lmcu = L(Dr;ϕθc

(t))− β · L(Df ;ϕθc
(t))

19: Compute gradient ∇θc⊙mLmcu based on the parameter mask m
20: Update θc using gradient descent:
21: θc ⊙m← θc ⊙m− η∇θc⊙mLmcu

22: end for
23: # 3. Search optimal model and effective unlearning region on the pathway
24: Sample t ∼ U(0, 1)
25: for each t do
26: Compute accuracy of retaining data Dr, forgetting data Df and test data Dt

27: Calculate retaining gap, forgetting gap and test gap and their average gap
28: Compare average gap with pre-unlearning model θp and search the optimal model and effective

unlearning models
29: end for
30: Return: The optimized pathway ϕθc

(t) which connects θo and θp, optimal unlearning model
θ∗
u and a range of t where can generate effective unlearning models θu across pathway
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