
Under review as a conference paper at ICLR 2023

MAT: MIXED-STRATEGY GAME OF
ADVERSARIAL TRAINING IN FINE-TUNING

Anonymous authors
Paper under double-blind review

ABSTRACT

Fine-tuning large-scale models from pre-trained checkpoints has been demon-
strated effective for various natural language processing (NLP) tasks. Previous
works reveal that leveraging adversarial training methods during the fine-tuning
stage significantly enhances the generalization and robustness of the models.
However, from the perspective of game, the previous adversarial training meth-
ods suffer from restricted strategy space due to the pure strategy. In this work, we
reformulate the adversarial training with the mixed strategy to improve the gener-
alization and robustness of the model. Methodologically, we derive the Nash equi-
librium of mixed-strategy for adversarial training using entropy mirror descent to
establish a novel mixed-strategy adversarial training algorithm (MAT). Numeri-
cally, to verify the effectiveness of MAT, we conducted extensive benchmark ex-
periments over the large-scale pre-trained models such as BERT and RoBERTa.
The experimental results show that MAT outperforms the previous state-of-the-art
on both GLUE and ANLI benchmarks in terms of generalization and robustness.

1 INTRODUCTION

Natural language processing (NLP) has revolutionized in recent years due to the pre-trained language
models based on large-scale text data such as BERT (Devlin et al., 2019), GPT (Radford et al., 2018),
and T5 (Raffel et al., 2020). This area has emerged as a hot spot for the advancement of artificial
intelligence technology. As we saw from previous research, pre-trained language models make up
for the lack of labelled data in NLP and have made significant progress in almost all NLP tasks. Fine-
tuning training is the critical stage for the pre-trained models to adapt to downstream tasks, which
replaces the top layer of the pre-trained model with a task sub-network and re-trains the model with
the limited data of the target task. The vast number of parameters enhances the capabilities of the
model. However, it also complicates the model’s development, training, and use. The main problem
is that the pre-trained model may overfit the training data of the target task during the fine-tuning
process, resulting in poor generalization performance.

Some recent studies (Liu et al., 2020; Zhu et al., 2020; Jiang et al., 2020; Aghajanyan et al., 2021)
have demonstrated that combining fine-tuning with adversarial training can successfully alleviate
the problem mentioned above and improve the generalization of the model in downstream tasks.
Furthermore, adversarial training in the fine-tuning stage is mainly used as a regularization method
to prevent over-fitting rather than to defend models against adversarial attacks, which is widely used
in computer vision. Some of the above research has the state-of-the-art experimental results, but
adversarial training still has potential for improvement from the game theory perspective.

Our research treats adversarial training as a game and ameliorates it with mixed strategy from game
theory. We advocate that adversarial training is a two-player complete-information game between
the model and adversarial perturbations. Existing adversarial training is in line with a pure-strategy
game in which the strategies of both sides are specific. On the contrary, we expand the adversarial
training to a mixed-strategy game in which the strategies are probabilistic. Moreover, in Section 3.1,
we will go into further detail on pure strategy and mixed strategy in deep learning. As a simple ex-
ample, in Figure 1, this is a game of two-person rock-paper-scissors, where are three pure strategies
(rock, paper, and scissors) for each side. Under a pure-strategy game, both sides will choose a pure
strategy like scissors or paper for the next turn. However, they will plan a probability distribution
over all pure strategies under a mixed-strategy game. According to the Nash theorem (Nash, 1951),
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a pure-strategy game is a subset of a mixed-strategy game, and the Nash equilibrium (which can be
seen as the final result of the game) under a pure-strategy game may not exist. To fully harness the
power of adversarial training, we turn to the mixed-strategy game.

Figure 1: The difference between pure strategy and mixed strategy.

Our main contributions can be summarized as follows:

• We apply game theory to consider adversarial training as a mixed-strategy game. Not only did
we deduce the theoretical algorithm by Entropy Mirror Descent, but we also condensed it into an
algorithm that can be used for training. Since our adversarial training algorithm is based on the
mixed strategy, we name it MAT (Mixed-strategy Adversarial Training).

• We conduct extensive experiments to verify the effectiveness of MAT and obtain state-of-the-art
experimental results. Specifically, the results of the BERT model (Devlin et al., 2019) and the
RoBERTa model (Liu et al., 2019) evaluated on the GLUE (Wang et al., 2019) benchmark and the
ANLI (Nie et al., 2020) benchmark exceed previous research.

2 RELATED WORK

2.1 ADVERSARIAL TRAINING: FROM CV TO NLP

Adversarial training was first proposed together with adversarial examples by Szegedy et al. (2014)
and Goodfellow et al. (2015) in the field of computer vision (CV). They explained some reasons for
the existence of adversarial examples and defined adversarial training as re-train the model with the
datasets of image adversarial examples, which can successfully shield the model from adversarial
attacks. Madry et al. (2018) proposed a well-known Min-Max formula to describe the relationship
between the model and adversarial examples, and put forward a method named PGD (projected gra-
dient descent) to generate adversarial examples. Then Shafahi et al. (2019) and Zhang et al. (2019)
optimized the PGD adversarial training algorithm, mainly to reduce the complexity of training.

Adversarial training came to NLP relying on Miyato et al. (2017), who perturbed the word em-
beddings to reduce overfitting when training models. After the popularity of pre-trained models,
Zhu et al. (2020) extended adversarial training into the fine-tuning stage of pre-trained models and
improved the Min-Max formula proposed by Madry et al. (2018). Jiang et al. (2020) advanced that
fine-tuning adversarial training could be regarded as a regularization method to control the complex-
ity of the model effectively. Furthermore, their loss function comprehensively considered the loss of
normal model training, adversarial training, and model parameters update aggressively. Aghajanyan
et al. (2021) split the pre-trained model into a feature extraction part and a classifier of separate
constraints, and then modified the adversarial perturbations to the normal or uniformly distributed
noise, which dramatically reduces the time to generate adversarial perturbations.
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2.2 GAME THEORY IN DEEP LEARNING

Generative adversarial network (GAN) is the game-inspired and widely used deep learning algo-
rithm; accordingly, there are a number of researches on game theory in GAN. Such as, Arora et al.
(2017) advocated the mixed strategy GAN training algorithm named the MIX+GAN protocol, which
used a small mixture of discriminators and generators. Daskalakis et al. (2018) brought forward to
train Wasserstein GANs by Optimistic Mirror Decent (OMD), and they formally showed that the
last iteration of the OMD dynamics converges to a Nash equilibrium in the case of this zero-sum
game. Hsieh et al. (2019) optimized the set of probability distributions over the pure strategy of the
neural networks and suggested using a provably convergent GAN training approach. Ahuja et al.
(2020) posed the standard risk minimization paradigm of machine learning when finding the Nash
equilibrium of an ensemble game among several environments. Although there is not much work
applying game theory in fine-tuning training that we focus on, we found Zuo et al. (2021) proposed
SALT (Stackelberg Adversarial Training) formulate adversarial training as a Stackelberg game, in
which the follower generates perturbations and the leader trains the model affected by perturbations.

3 ADVERSARIAL TRAINING OF MIXED-STRATEGY GAME

In Section 3.1, we elaborate on pure strategy and mixed strategy in deep learning and explain why
we are searching for the mixed-strategy Nash equilibrium. Given that some readers may not be
familiar with the mixed-strategy Nash equilibrium in game theory, we review the standard methods
in game theory in Section 3.2. On this basis, in Section 3.3, we apply Entropy Mirror Descent to
deduce the mixed-strategy Nash equilibrium of adversarial training. Due to the complexity of the
above theoretical algorithm, we transform it into a feasible solution in Section 3.4.

Notation: Throughout the paper, we use fθ(x) to denote the output of the model f with parameters
θ, which input is word embeddings x. δ denotes adversarial perturbations. D denotes the dataset
of the downstream task, and B denotes the batch of the dataset. DKL(P∥Q) =

∑
k pk log(pk/qk)

denotes the KL-divergence of two discrete distributions P and Q.

3.1 PURE STRATEGY AND MIXED STRATEGY IN DEEP LEARNING

Customarily, the model parameters θ in deep learning are considered to be determinable general
variables, whether in vanilla model training or adversarial training. If it corresponds to game theory,
the values of parameters can be referred to as the strategies of models. Because of the continuity of
the parameter values, an infinite number of strategies exist for the model. But each update of the
parameters is deterministic no matter which optimizer is used, which means models choose only
one pure strategy at a time, so that is still the pure strategy. For example, the gradient descent
algorithm is used for the optimizations of the model parameters, which chooses the strategy by
θt+1 = θt − γ × gt. And if θt is determined, the strategy for the next step θt+1 is also determined.

However, if we convert the model from pure strategy to mixed strategy, the straightforward method is
having model parameters θ follow a probability distribution; in other words, θ becomes a continuous
random variable. In this way, the model will update a distribution instead of a value for choosing
the next strategy during model training. For example, in a simple assumption, θt may follow the
standard normal distribution N (0, 1), and after parameters updating, θt may follow the normal
distribution N (3, 5). When turning to adversarial training, whose loss function is l (fθ (x+ δ) , y),
the adversarial perturbation δ is further taken for a continuous random variable, like above θ. In
this manner, the mixed-strategy game of adversarial training is defined as: two game players are the
model and adversarial perturbations; strategies of both sides are distributions of their parameters,
respectively; and the payoff of the game is the value of the objective function.

3.2 MIXED-STRATEGY NASH EQUILIBRIUM IN GAME THEORY

In reference to game scenarios in Binmore et al. (2007), Player 1 and Player 2 have m and n pure
strategies, respectively. Therefore the mixed strategy of Player 1 is an m-dimensional vector p, and
the mixed strategy of Player 2 is an n-dimensional vector q. Then their payoff functions are:
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Π1(p, q) = p⊤Aq = ⟨p,Aq⟩,
Π2(p, q) = p⊤Bq = ⟨p,Bq⟩,

(1)

where A,B are the payoff matrices of Player 1 and Player 2, and each element in p, q is represented
the probability of each pure strategy. The game may be described as following functions:

min
p∈∆m

max
q∈∆n

⟨p,Bq⟩ − ⟨p,Aq⟩, (2)

where ∆d := {z ∈ Rd |
∑d

i=1 zi = 1} is the probability simplex. In the ∆d, d is the number of
pure strategies, and zi is the probability of the i-th pure strategy. Beck & Teboulle (2003) proposed
a descent algorithm named Entropic Mirror Descent, which can find the Nash equilibrium of the
game through the following iterations if we abbreviate Eq.2 with F :

{
pt+1 = MDη (pt, ∂F/∂pt)
qt+1 = MDη (qt, ∂F/∂qt)

⇒ (pT , qT ) , (3)

where pT , qT are the average of p, q through T times iterations. As for MDη is defined as:

z+ = MDη(z, b) ≡ z+ = ∇Φ⋆ (∇Φ (z)− ηb) ≡ z+i =
zie

−ηbi∑d
i=1 zie

−ηbi
, (4)

where η is the learning rate, and Φ(z) :=
∑d

i=1 zi log zi is the entropy function, so its Fenchel dual
is Φ⋆(y) := log

∑d
i=1 e

yi . The above MDη iterations is established in the discrete finite dimensions,
and Hsieh et al. (2019) expanded it to the continuous infinite dimensional space:

z+ = MDη(z, h) ≡ z+ = dΦ⋆(dΦ(z)− ηh) ≡ dz+ =
e−ηhdz∫
e−ηhdz

, (5)

With Entropic Mirror Descent, solving mixed-strategy games is no longer difficult, but the next
question is how to transform the adversarial training into a mixed-strategy game.

3.3 MIXED-STRATEGY NASH EQUILIBRIUM IN ADVERSARIAL TRAINING

The objective functions in previous work using adversarial training for fine-tuning have not been
completely unified. As a starting point, we employ the objective function in SMART (Jiang et al.,
2020), which giving the pre-trained model fθ and the downstream dataset D can get:

min
θ∈Θ

EB∼D max
δ∈∆

E(x,y)∼B [L (fθ(x), y) + λl (fθ(x+ δ), fθ(x))] . (6)

There are two loss functions, L and l, included in this function, where L is the loss function of the
target task, and l measures the loss of adversarial training. In classification tasks, l is chosen as the
KL-divergence, i.e., l(P,Q) = DKL(P∥Q) +DKL(Q∥P ); but in regression tasks, l is the squared
loss, i.e., l(p, q) = (p− q)2. And λ is a tuning parameter of two loss functions.

Eq.6 shows a pure-strategy game, since the model parameters θ and the adversarial perturbations
δ are deterministic values, not distributions. Under the pure-strategy game, the strategy sets of the
model parameters and adversarial perturbations are Θ and ∆, respectively. As mentioned in Section
3.1, let us transform the game into a mixed-strategy game. In practice, we consider the set of all
probability distributions over Θ and ∆. If denote the set of all Borel probability measures on Θ and
∆ byM(Θ) andM(∆), we will have the following Min-Max function:

min
µ∈M(Θ)

EB∼D max
ν∈M(∆)

E(x,y)∼BEθ∼µEδ∼ν [L (fθ(x), y) + λl (fθ(x+ δ), fθ(x))] . (7)
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Finding the optimal probability distributions (µ and ν) of model parameters and adversarial pertur-
bations takes the place of the optimum values (θ and δ). Therefore, Eq.7 is the objective function of
the mixed-strategy game in that we are going to find the Nash equilibrium. It is not difficult to get
the partial derivatives of µ and ν concerning this game function if we abbreviate Eq.7 with F :

∂F

∂µ
= E(x,y)∼D [L (fθ(x), y) + λEδ∼ν l (fθ(x+ δ), fθ(x))] ,

∂F

∂ν
= E(x,y)∼BEθ∼µl (fθ(x+ δ), fθ(x)) .

(8)

Theoretically, borrowing from MDη iterations in Eq.5 of the Entropic Mirror Descent algorithm,
Algorithm 1 will provide the Nash equilibrium of the above mixed-strategy game. However, since
unable to directly extract the density function of µ and ν, it cannot actually find the Nash equilibrium,
so we will apply a feasible simplified sampling approach below to solve the game.

Algorithm 1: Entropic Mirror Descent for Adversarial Training
Input: Initial distributions: µ0, ν0, learning rate: η.
for t = 0, 1, . . . , T − 1 do

νt+1 = MDη (νt, ∂Ft/∂νt)
µt+1 = MDη (µt, ∂Ft/∂µt)

end
µ̄T = 1

T

∑T
t=1 µt

Output: Probability distribution of the model parameters: µ̄T .

3.4 FROM THEORY TO PRACTICE

Due to the infeasibility of obtaining density functions of the µ and ν in Eq.8, taking samples to esti-
mate them may be the next best way. As for the expectation of distribution E, a common approach is
to replace it with an empirical average. Considering those mentioned above, if we set the sampling
times to n′ and the batch size to n, the partial derivatives of µ and ν are denoted as follows:

∂F

∂µ
≈ 1

n

n∑
i=1

L (fθ (xi) , yi) + λ
1

n′

n′∑
j=1

l (fθ (xi + δj) , fθ (xi))

 ,

∂F

∂ν
≈ 1

n

n∑
i=1

1

n′

n′∑
j=1

l
(
fθj

(xi + δ) , fθj
(xi)

)
.

(9)

However, in this way, each sample needs to be processed forward and backward propagation, causing
the algorithm complexity to be immense. Thus we express a distribution by the mean of samples
rather than a collection of samples. Then Eq.9 is simplified to:

∂F

∂µ
≈ 1

n

n∑
i=1

[
L (fθ (xi) , yi) + λl

(
fθ

(
xi + δ̄

)
, fθ (xi)

)]
,

∂F

∂ν
≈ 1

n

n∑
i=1

l
(
fθ (xi + δ) ,fθ (xi)

)
,

(10)

where θ and δ can calculated by exponential moving average, like zt+1 ← βzt + (1− β)zt.

The MDη iteration in Eq.5 also needs to be taken into a more tractable form. By recursively apply-
ing, we can get the final results of MDη with density function of µ and ν through T iterations:

dz+ =
e−ηhdz∫
e−ηhdz

⇒ dµT =
e−

∑T
k=1 hµ

kdµ∫
e−

∑T
k=1 hµ

kdµ
, dνT =

e−
∑T

k=1 hν
kdν∫

e−
∑T

k=1 hν
kdν

. (11)
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The Stochastic Gradient Langevin Dynamics(Welling & Teh, 2011) is a standard sampling algo-
rithm, and its iterative function for any probability distribution with density function e−hdz is:

zt+1 = zt − γ∇̂h(zt) +
√

2γϵξ, (12)

where γ is the sampling step size, ∇̂h is the unbiased estimator of ∇h, ϵ is the thermal noise, and
ξ ∼ N (0, 1) is a standard normal vector. By combining Eq.10, Eq.11 and Eq.12, the following
iterative functions express how the model parameters θ and adversarial perturbations δ are updated:

δ
(k+1)
t = δ

(k)
t − γt∇δ

1

n

n∑
i=1

l
(
fθt

(
xi + δ

(k)
t

)
, fθt

(xi)
)
+

√
2γtϵξ,

θ
(k+1)
t = θ

(k)
t − γt∇θ

1

n

n∑
i=1

[
L
(
f
θ
(k)
t

(xi) , yi

)
+ λl

(
f
θ
(k)
t

(xi + δt) , fθ(k)
t

(xi)
)]

+
√

2γtϵξ.

(13)

For convenience, we summarize the above method in Algorithm 2, which is named MAT (Mixed-
strategy Adversarial Training). Furthermore, to express our algorithm more intuitively, we draw a
schematic to reveal the entire iterative process of MAT, as shown in Figure 2.

Algorithm 2: MAT: Mixed-strategy Adversarial Training

Input: Pre-trained model parameters: θ0, sampling step size: {γt}T−1
t=0 , sampling times: K,

thermal noise: ϵ, coefficient of exponential moving average: β.
for t = 0, 1, . . . , T − 1 do

init δ(0)t , δt ← δ
(0)
t

for k = 0, 1, . . . ,K − 1 do
δ
(k+1)
t ← δ

(k)
t − γt∇δ

1
n

∑n
i=1 l(fθt(xi + δ

(k)
t ), fθt(xi)) +

√
2γtϵξ

δt ← βδt + (1− β)δ
(k+1)
t

end
θ
(0)
t ← θt, θt ← θt

for k = 0, 1, . . . ,K − 1 do
θ
(k+1)
t ←
θ
(k)
t − γt∇θ

1
n

∑n
i=1

[
L(f

θ
(k)
t

(xi), yi) + λl(f
θ
(k)
t

(xi + δt), fθ(k)
t

(xi))
]
+
√
2γtϵξ

θt ← βθt + (1− β)θ
(k+1)
t

end
θt+1 ← βθt + (1− β)θt

end
Output: Fine-tuned model parameters: θT .

4 EXPERIMENTS

In order to verify the effectiveness of our proposed algorithm, we comprehensively evaluate MAT
with two Natural Language Understanding benchmarks, namely GLUE (Wang et al., 2019) and
ANLI (Nie et al., 2020). The primary purpose is to analyze the generalization and robustness im-
provement of the pre-trained model after fine-tuning with MAT.

4.1 DATASETS INTRODUCTION

GLUE Benchmark. The General Language Understanding Evaluation (GLUE) benchmark (Wang
et al., 2019) is a collection of nine tasks for natural language understanding system training, evalua-
tion, and analysis. GLUE has nine datasets which are CoLA (Warstadt et al., 2019), SST-2 (Socher
et al., 2013), MRPC (Dolan & Brockett, 2005), STS-B (Agirre et al., 2007), QQP (Iyer et al., 2017),
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Figure 2: Schematic diagram of MAT algorithm.

MNLI (Williams et al., 2018), QNLI (Rajpurkar et al., 2016), RTE (Dagan et al., 2005; Bar Haim
et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009), WNLI (Levesque, 2011). Except that
STS-B is a regression task, all the other tasks fall within the classification tasks.

ANLI Benchmark. The Adversarial Natural Language Inference (ANLI) (Nie et al., 2020) is a new
large-scale NLI benchmark dataset, collected via an iterative, adversarial human-and-model-in-the-
loop procedure. There are three parts in the dataset, and their difficulty gradually increases for deep
language models. ANLI is used to measure the robustness of the model, that is, the performance of
the model in the face of adversarial attacks. Therefore, the improvement of model robustness will
also be one of the keys for us in evaluating the MAT algorithm.

4.2 EXPERIMENT SETTING

All our experimental code is based on the PyTorch (Paszke et al., 2019) framework. As for pre-
trained models, we choose the BERT-base1 and the RoBERTa-large2, with parameter sizes of 110M
and 340M respectively, which checkpoints are from the Huggingface repository. The open source
libraries of Transformers (Wolf et al., 2020) and Datasets (Lhoest et al., 2021) are used for loading
pre-trained models and preprocessing datasets. Since the MAT algorithm is based on a mixed strat-
egy, we use the Stochastic Gradient Langevin Dynamics sampling to update the model parameters
instead of any existing optimizers. The hyper-parameter search is based on experience and NNI3, an
AutoML library, where using the TPE algorithm for parameter searching.

Adversarial training is more time-consuming than vanilla fine-tuning training, and our algorithm
further complicates parameter updating process. Therefore we abandoned training MNLI (Williams
et al., 2018) and QQP (Iyer et al., 2017) on the GLUE benchmark, because their size is too big.
Nonetheless, it will not affect our final experimental conclusion, since the results of the rest datasets
have shown excellent performance with the MAT algorithm. For the ANLI benchmark, we follow
the experimental setup of Nie et al. (2020) and Jiang et al. (2020), training RoBERTa-lager on the
combined NLI datasets (MNLI (Williams et al., 2018) + SNLI (Bowman et al., 2015) + FEVER
(Thorne et al., 2018) + ANLI (Nie et al., 2020)). And we employ the checkpoints4 published by Nie
et al. (2020), then continue training the model on ANLI with the MAT algorithm.

1https://huggingface.co/bert-base-uncased/tree/main
2https://huggingface.co/roberta-large/tree/main
3https://github.com/microsoft/nni
4https://huggingface.co/ynie/roberta-large-snli mnli fever anli R1 R2 R3-nli/tree/main
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Table 1: Results of GLUE based on the BERT-base model

Dataset CoLA SST-2 MRPC STS-B QNLI RTE
Size 8.6k 67.3k 3.7k 5.7k 104.7k 2.5k

Metric Mcc Acc Acc/F1 P/SCorr Acc Acc

BERT (Devlin et al., 2019) - 92.7 86.7/- - 88.4 -
BERT (Jiang et al., 2020) 54.7 92.9 84.1/89.0 89.2/88.8 91.1 63.5

+SMART (Jiang et al., 2020) 59.1 93.0 87.7/91.3 90.0/89.4 91.7 71.2
+SALT (Zuo et al., 2021) 61.0 93.6 88.4/91.8 90.4/90.0 92.0 72.9

+MAT (Ours) 61.3 93.1 89.0/92.1 90.2/89.9 91.8 72.6

Table 2: Results of GLUE based on the RoBERTa-large model

Dataset CoLA SST-2 MRPC STS-B QNLI RTE
Size 8.6k 67.3k 3.7k 5.7k 104.7k 2.5k

Metric Mcc Acc Acc/F1 P/SCorr Acc Acc

RoBERTa (Liu et al., 2019) 68.0 96.4 90.9/- 92.4/- 94.7 86.6
+FreeLB (Zhu et al., 2020) 71.1 96.7 91.4/- 92.7/- 95.0 88.1

+SMART (Jiang et al., 2020) 70.6 96.9 89.2/92.1 92.8/92.6 95.6 92.0
+R3F (Aghajanyan et al., 2021) 71.2 97.0 91.6/- -/- 95.3 88.5

+MAT (Ours) 71.3 97.0 91.7/93.9 92.9/92.6 95.7 90.6

4.3 GENERALIZATION EVALUATION EXPERIMENTAL RESULTS

In order to assess the improvement of the model generalization performance after fine-tuning with
MAT, we compare the experimental results of MAT on the GLUE benchmark with a series of previ-
ous works, including FreeLB (Zhu et al., 2020), SMART (Jiang et al., 2020), and R3F (Aghajanyan
et al., 2021). Moreover, since the MAT algorithm borrows the objective function in SMART as a
starting point, SMART naturally become our main comparison object. Further clarification is that
MAT only selects the part of the source objective function in SMART, which may degrade perfor-
mance, as shown in the ablation study of their experiment. Nonetheless, the MAT algorithm not
only compensates for the performance loss caused by the incomplete objective function, but also
achieves higher performance than the results of SMART on various datasets.

The experimental results of fine-tuning the BERT-base model with the MAT algorithm are organized
in Table 1. We compare the results of MAT with vanilla fine-tuning and SMART, and the MAT algo-
rithm outperforms previous work on all datasets. It demonstrates the benefit of adversarial training
and highlights that our mixed-strategy adversarial training further improves the generalization per-
formance of the model. In comparison to SMART, MAT performs significantly higher on CoLA
(61.3 vs 59.1), MRPC (89.0/92.1 vs 87.7/91.3), and RTE (72.6 vs 71.2), and also marginally better
on SST-2 (93.1 vs 93.0), STS-B (90.2/89.9 vs 90.0/89.4), and QNLI (91.8 vs 91.7).

In Table 2, we summarized the experimental results of the MAT algorithm on fine-tuning the
RoBERTa-larger model. Compared with the vanilla fine-tuning, FreeLB, SMART, and R3F, the
experimental results of MAT reach SOTA on five datasets. Precisely speaking, when the results are
compared with SMART, MAT has a clear lead on CoLA (71.3 vs 70.6) and MRPC (91.7/93.9 vs
89.2/92.1), and a slight improvement on SST-2 (97.0 vs 96.9), STS-B (92.9/92.6 vs 92.8/92.6), and
QNLI (95.7 vs 95.6), only lagging behind on RTE (90.6 vs 92.0).5

5The abbreviations of the metric in the Table 1 and Table 2 are as follows: Mcc (Matthews correlation
coefficient), Acc (Accuracy), F1 (F1 Score), P/SCorr (Pearson and Spearman Correlation coefficient).
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Table 3: Results of ANLI based on the RoBERTa-large model

Combined Training Datasets MNLI + SNLI + FEVER + ANLI
Evaluation Dataset ANLI-Dev ANLI-Test

ANLI Part R1 R2 R3 R1 R2 R3
RoBERTa (Nie et al., 2020) 73.8 48.9 44.4 - - -

+SMART (Jiang et al., 2020) 74.5 50.9 47.6 72.4 49.8 50.3
+MAT (Ours) 74.8 51.0 49.3 74.7 51.1 49.5

4.4 ROBUSTNESS EVALUATION EXPERIMENTAL RESULTS

When deploying models, the generalization of the model is undoubtedly essential, but robustness is
also receiving more and more attention. Therefore, we further evaluate the robustness gained from
the MAT algorithm, that is, the performance of the model in the face of the ANLI benchmark. For the
convenience of comparison, we use the same experimental setup as SMART and train the RoBERTa-
Large model with the combined NLI dataset (MNLI (Williams et al., 2018) + SNLI (Bowman et al.,
2015) + FEVER (Thorne et al., 2018) + ANLI (Nie et al., 2020)).

The experimental results are compared on the development set and test set of ANLI, as shown in
Table 3. We choose vanilla fine-tuning and SMART as the baseline, and the comparison result shows
that MAT is ahead in almost all parts of ANLI, indicating that MAT can bring better robustness to
the model. In contrast to SMART, MAT has an advantage on dev sets, such as the R1 (74.8 vs 74.5),
R2 (51.0 vs 50.9), and R3 (48.7 vs 47.6). For test sets, MAT is obviously leading on the R1 (74.7 vs
72.4), R2 (51.1 vs 49.8), and slightly behind on the R3 (49.5 vs 50.3).

5 CONCLUSION

This work introduces a mixed-strategy game into adversarial training for fine-tuning pre-trained
models. We deduced the Nash equilibrium with a traditional game theory method, the Entropic
Mirror Descent for Adversarial Training to solve the game. Furthermore, we simplified this method
into a practical algorithm named MAT. We evaluate the MAT algorithm on multiple benchmarks
with pre-trained models, comparing it with previous work. The experimental results proved that
MAT leads to better performance of model generalization and robustness, which also provide solid
practical support for the research of introducing game theory into adversarial training. However, our
algorithm needs to use sampling to explore the distributions of model parameters and adversarial
perturbations, which requires a significant amount of computational overhead, resulting taking a
significantly longer training time than the pure-strategy algorithm. We believe there will be more
solutions to solve the mixed-strategy adversarial training efficiently in the future.
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Larochelle, Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett (eds.),
Advances in Neural Information Processing Systems 32: Annual Conference on Neural Informa-
tion Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada,
pp. 227–238, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/
812b4ba287f5ee0bc9d43bbf5bbe87fb-Abstract.html.

Chen Zhu, Yu Cheng, Zhe Gan, Siqi Sun, Tom Goldstein, and Jingjing Liu. Freelb: Enhanced adver-
sarial training for natural language understanding. In 8th International Conference on Learning
Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020. OpenReview.net, 2020.
URL https://openreview.net/forum?id=BygzbyHFvB.

Simiao Zuo, Chen Liang, Haoming Jiang, Xiaodong Liu, Pengcheng He, Jianfeng Gao, Weizhu
Chen, and Tuo Zhao. Adversarial regularization as stackelberg game: An unrolled optimiza-
tion approach. In Marie-Francine Moens, Xuanjing Huang, Lucia Specia, and Scott Wen-tau
Yih (eds.), Proceedings of the 2021 Conference on Empirical Methods in Natural Language
Processing, EMNLP 2021, Virtual Event / Punta Cana, Dominican Republic, 7-11 November,
2021, pp. 6562–6577. Association for Computational Linguistics, 2021. doi: 10.18653/v1/2021.
emnlp-main.527. URL https://doi.org/10.18653/v1/2021.emnlp-main.527.

13

https://doi.org/10.18653/v1/n18-1074
https://doi.org/10.18653/v1/n18-1074
https://openreview.net/forum?id=rJ4km2R5t7
https://openreview.net/forum?id=rJ4km2R5t7
https://doi.org/10.1162/tacl_a_00290
https://icml.cc/2011/papers/398_icmlpaper.pdf
https://doi.org/10.18653/v1/n18-1101
https://doi.org/10.18653/v1/n18-1101
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://proceedings.neurips.cc/paper/2019/hash/812b4ba287f5ee0bc9d43bbf5bbe87fb-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/812b4ba287f5ee0bc9d43bbf5bbe87fb-Abstract.html
https://openreview.net/forum?id=BygzbyHFvB
https://doi.org/10.18653/v1/2021.emnlp-main.527

	Introduction
	Related Work
	Adversarial Training: from CV to NLP
	Game Theory in Deep Learning

	Adversarial Training of Mixed-Strategy Game
	Pure Strategy and Mixed Strategy in Deep Learning
	Mixed-Strategy Nash Equilibrium in Game Theory
	Mixed-Strategy Nash Equilibrium in Adversarial Training
	From Theory to Practice

	Experiments
	Datasets Introduction
	Experiment Setting
	Generalization Evaluation Experimental Results
	Robustness Evaluation Experimental Results

	Conclusion

