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Abstract

Chain-of-Thought (CoT) prompting along with001
sub-question generation and answering has002
enhanced multi-step reasoning capabilities of003
Large Language Models (LLMs). However,004
prompting the LLMs to directly generate sub-005
questions is suboptimal since they sometimes006
generate redundant or irrelevant questions. To007
deal with them, we propose a GE-Reasoning008
method, which directs LLMs to generate proper009
sub-questions and corresponding answers. Con-010
cretely, given an input question, we first prompt011
the LLM to generate knowledge triplets, form-012
ing a graph representation of the question. Un-013
like conventional knowledge triplets, our ap-014
proach allows variables as head or tail entities,015
effectively representing a question as knowl-016
edge triplets. Second, for each triplet, the LLM017
generates a corresponding sub-question and018
answer along with using knowledge retrieval.019
If the prediction confidence exceeds a thresh-020
old, the sub-question and prediction are incor-021
porated into the prompt for subsequent pro-022
cessing. This approach encourages that sub-023
questions are grounded in the extracted knowl-024
edge triplets, reducing redundancy and irrele-025
vance. Our experiments demonstrate that our026
approach outperforms previous CoT prompt-027
ing methods and their variants on multi-hop028
question answering benchmark datasets.029

1 Introduction030

Large Language Models (LLMs) (Brown et al.,031

2020; Ouyang et al., 2022; Chowdhery et al., 2022;032

Zhang et al., 2022; Touvron et al., 2023a,b; Meta,033

2024) have shown remarkable performance on var-034

ious natural language processing tasks even with-035

out fine-tuning for the target tasks. Specifically,036

Chain-of-Thought (CoT) prompting approach (Wei037

et al., 2022; Kojima et al., 2022) has improved the038

reasoning capability of the LLMs by generating039

intermediate rationales before making the final an-040

swer. Although CoT prompting and the variants041

have shown better performance on various reason- 042

ing tasks (Wei et al., 2022; Wang et al., 2023; Jung 043

et al., 2022; Liu et al., 2022), they have difficulty 044

in answering complex multi-hop questions (Press 045

et al., 2023) with two problems: lack of knowledge 046

and properly decomposing the question. 047

To deal with them, one approach is generating 048

relevant sub-questions that are easier to answer than 049

the original question and answering them. Using 050

them as the context information has been shown 051

effective to improve the reasoning performance 052

(Patel et al., 2022; Radhakrishnan et al., 2023; Lyu 053

et al., 2023; Kim et al., 2023; Ling et al., 2023; Qi 054

et al., 2023). However, previous methods some- 055

times generate irrelevant, redundant, or insufficient 056

sub-questions since they mostly rely on in-context 057

learning (ICL) (Brown et al., 2020) with raw text 058

exemplars to decompose the original question to 059

the sub-questions without concrete guidances. 060

To address the issues of the sub-question genera- 061

tion, we propose a graph-guide prompting method, 062

which leads LLMs to generate proper sub-questions 063

and the answers by using graphs elicited from the 064

question and the contexts. Our method first con- 065

struct a question graph by leveraging LLM prompt- 066

ing with in-context learning to extract knowledge 067

triplets from the question. Differently from con- 068

ventional knowledge triplets, our approach let each 069

triplet include variables as the head or the tail enti- 070

ties. This relaxed triplet representation facilitates 071

represent question sentences as triplets. Second, 072

for each triplet, the LLM generates a correspond- 073

ing sub-question grounded to the triplet. Then, 074

the LLM answers it along with intermediate ra- 075

tionales and external knowledge retrieval. Those 076

sub-question and the answer pairs with low an- 077

swer confidences are filtered out by confidence 078

thresholding. We repeat the intermediate sub- 079

question/rationale/answer generation step, and the 080

filtering step until reaching the final answer to the 081

original question or the maximum number of rea- 082
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soning steps.083

Using knowledge triplets in the sub-question084

generation has three benefits. First, since each085

sub-question is grounded by a knowledge triplet086

extracted from the question, the sub-questions are087

highly likely to be relevant to the original question.088

Second, as each sub-question is generated from a089

distinct triplet, the sub-questions are not redundant.090

Third, we can better track how each sub-question091

is grounded and composed. Additionally, we allow092

representing triplet entities as variables, which acts093

as the entity placeholders and facilitates represent-094

ing question sentences as the triplets. Allowing095

variables in the knowledge triplets resembles first-096

order logic (FOL) (Barker-Plummer et al., 2011)097

representations, which are useful for specific tasks098

such as claim verification (Wang and Shu, 2023),099

but we do not require strict formal representations100

or external theorem provers for the reasoning pro-101

cess (Wang and Shu, 2023; Olausson et al., 2023;102

Pan et al., 2023a).103

For each generated sub-question, the LLM gen-104

erates the answer. We filter out uninformative sub-105

question/answer pairs if the answer confidence is106

below a threshold, similarly to (Jiang et al., 2023b).107

In the open-book settings, where we can retrieve108

external knowledge, we allow retrieving relevant109

paragraphs by using the sub-question as the query110

so that the answer can be better generated leverag-111

ing the retrieved information.112

Some previous works also leverage extracted113

entities or triplets. Sun et al. (2023a); Jiang114

et al. (2023a) uses extracted entities for travers-115

ing given external knowledge graphs in knowledge-116

base question answering. Fu et al. (2021) uses117

entities and relations for sub-question generation,118

and it is evaluated on 2WikiMultiHopQA (Ho et al.,119

2020), but their approach is less flexible since it re-120

quires fine-tuning of multiple different components,121

the question type should be separately estimated,122

and the final answer is limited as an aggregation123

of the sub-questions’ answers. Recent works (Li124

and Du, 2023; Liu et al., 2024) extract entities and125

their relations from the knowledge documents and126

augment them to the input prompt for reasoning.127

Different from them, we elicit a graph with vari-128

ables from the input question and leverage it to129

decompose the complex question into multiple sim-130

ple and relevant sub-questions.131

We evaluate the effectiveness of our proposed132

methods on three multi-hop reasoning bench-133

mark datasets: 2WikiMultihopQA (Ho et al.,134

2020), MuSiQue (Trivedi et al., 2022), and Bam- 135

boogle (Press et al., 2023). Our experiments are 136

conducted with Llama-3 (Meta, 2024), which is 137

a widely used open source LLM, with two model 138

sizes (8B and 70B), and GPT-3.5 Turbo (Ouyang 139

et al., 2022), which is a popular proprietary LLM. 140

From the experiments, our method shows the best 141

performance compared to the other prompting 142

methods on top of the LLMs in both the closed- 143

book (no retrieval) and the open-book (knowledge 144

retrieval) settings. 145

Our main contributions are as follows: 146

• We propose a GE-Reasoning method that elic- 147

its knowledge triplets of the questions and 148

utilize them for generating relevant and dis- 149

tinctive sub-questions. 150

• We propose an in-context learning method for 151

extracting knowledge triplets with variable 152

entities, which allows suitable triplet represen- 153

tations of the input questions. 154

• We present retrieval augmented generation 155

with structural knowledge refinement that fil- 156

ters out irrelevant knowledge information. 157

• Our extensive experiments demonstrate that 158

our proposed approach outperform the base- 159

lines on three multi-hop question answer- 160

ing benchmark datasets: 2WikiMultihopQA, 161

MuSiQue, and Bamboogle. 162

2 Related Works 163

2.1 Prompts for Multi-Step Reasoning 164

Chain-of-thoughts prompting (Wei et al., 2022; 165

Chowdhery et al., 2022; Kojima et al., 2022) 166

has been successfully applied to various reason- 167

ing tasks by providing the reasoning steps in the 168

demonstrations. The other approach for multi-step 169

reasoning (Jung et al., 2022; Press et al., 2023; 170

Gao et al., 2023; Creswell et al., 2023; Parisi et al., 171

2022; Schick et al., 2023) is applying symbolic 172

functions to the prompting. Further, least-to-most 173

prompting (Zhou et al., 2023) proposes a multi- 174

stage prompting approach where one prompt is de- 175

signed for generating sub-questions, and the other 176

prompt is used for answering the sub-questions. In 177

addition, some works (Hu et al., 2023; Pan et al., 178

2023b; Lyu et al., 2023) explore code-based ap- 179

proaches with external compilers to execute the 180

code. Different from these works, our prompting 181

method provides explicit guidance with elicited 182
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graphs to the LLMs to reason for the complex183

multi-hop questions. Additionally, we iteratively184

generate the intermediate rationales and then verify185

them to reach the correct answer from the question186

without external programs.187

2.2 Prompting with Knowledge Retrieval188

Prompting has also been widely applied to open-189

book question answering tasks requiring external190

knowledge information. Lazaridou et al. (2022);191

Sun et al. (2023b); Yu et al. (2023) use prompt-192

ing methods for single retrieval for each question,193

which is suboptimal for knowledge intensive multi-194

hop questions. Self-Ask (Press et al., 2023) is pro-195

posed to improve the reasoning capability of LLMs196

by decomposing the question into sub-questions197

and simply answers the sub-questions using Google198

Search API. However, this approach is not based199

on multi-step reasoning, which is still with lim-200

ited capabilities. ReAct (Yao et al., 2023) prompt-201

ing generates a sequence of reasoning steps and202

action steps, but its performance highly depends203

on the scale of language models and it requires204

fine-tuning to outperform conventional chain-of-205

thought prompting methods on multi-hop ques-206

tion answering in the open domain setting. IR-207

CoT (Trivedi et al., 2023) uses knowledge retrieval208

given the intermediate thought as a query. There-209

fore, it sometimes replaces an accurate rationale210

with an incorrect rationale influenced by the noisy211

knowledge. Compared to these related works, our212

method shows the effectiveness for diverse sizes213

of LLMs on multi-hop question answering tasks in214

the open-domain settings.215

3 Graph Elicitation for Guiding216

Multi-Step Reasoning217

The goal of our Graph Elicitation for guiding218

multi-step Reasoning (GE-Reasoning) is to solve219

complex multi-hop question-answering by decom-220

posing the complex question into multiple sub-221

questions and generating the sub-answers with222

guidance based on elicited graphs. The overview223

of our GE-Reasoning is depicted in Figure 1. Con-224

cretely, we start with constructing a question graph225

by eliciting a graph from the question (Step1.226

Question graph construction (Sec. 3.1)). Then,227

we iterate the following steps. First, we gener-228

ate a sub-question q(j) based on one of the ex-229

tracted triplets to obtain the information required230

to answer the input question x by referring to231

the question graph (Step2. Sub-question gen- 232

eration (Sec. 3.2)). After generating the sub- 233

question, we predict its answer r(j) by prompting 234

LLMs (Step3. Sub-answer generation (Sec. 3.3)) 235

along with Step4. retrieval augmented genera- 236

tion (Sec. 3.4) if needed. Next, we evaluate the 237

confidence of the subanswer and use it to fill the 238

variable entity (Step5. Filtering and Variable 239

assignment (Sec. 3.5)). If there exist no remain- 240

ing question triplets with variables or the maxi- 241

mum number of the repetitions is reached, we stop 242

the iterative generation and predicts the final an- 243

swer of the input question. The pseudocode of 244

GE-Reasoning is in Algorithm 1. 245

3.1 Question Graph Construction. 246

We construct the question graph Gq = (Vq,Rq, Tq) 247

by extracting a set of triplets from the question 248

q, where Vq and Rq are sets of nodes and rela- 249

tions, respectively. Tq denotes a set of triplets, 250

t = (vh, r,vt), where vh,vt are head and tail 251

nodes, respectively, and r is the relation between 252

the two nodes. This question graph is a hetero- 253

geneous graph that consists of various types (rela- 254

tions) of edges connecting entities, which can be 255

represented as (head, relation, tail) triplets. One 256

way to construct the question graph is using re- 257

lation extraction models (Fu et al., 2019, 2021; 258

Melnyk et al., 2022). However, they require addi- 259

tional training step and their graph constructions 260

do not generalize well beyond question sentences 261

and diverse datasets. 262

To address these limitations, we introduce an 263

in-context learning method to harness the power of 264

LLMs. Given a question sentence x, we prompt the 265

language model to extract triplets from the sentence 266

as follows: 267

Gx = LM (EG,x) , (1) 268

where Gx the question graph represented by a set 269

of triplets and EG = {(xi,Gi)}|EG|
i=1 is a set of ex- 270

emplars consisting of pairs of input xi and the 271

corresponding graph Gi. The input prompt for the 272

question graph construction is in Table 8. For ex- 273

ample, given the question “Who is the spouse of 274

the director of film The Golden Calf (1930 Film)", 275

we extract the token sequence of triplets Gx = { 276

(The Golden Calf; director; name: #1), 277

(name: #1; spouse; name: #2) } by Eq. (1), 278

where name: #1, name: #2 are variables with 279

their type denoting the entities required to be an- 280

swered via sub-questions. The type annotation adds 281
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Question graph 
construction

Subquestion 
generation

Subanswer
generation

Retrieval 
augmented 
generation

Question: Who is the spouse 
of the director of film The 
Golden Calf (1930 Film)?

Filtering &
Variable

assignment

The Golden 
Calf

director

name: #1 name: #2spouse

(1) Who directed The Golden Calf?

The film “The Golden Calf” was 
directed by Millard Webb.(1) Who directed The Golden Calf?

The Golden 
Calf name: #1

director

The film “The Golden Calf” was 
directed by Millard Webb.

Question graph construction
Question: Who is the spouse of the director of film 
The Golden Calf (1930 Film)?

Subquestion generation Subanswer generation

Retrieval augmented generation with structual knowledge refinement

Triplet

Subquestion

Question graph
Subquestion

Subanswer

The Golden 
Calf

director

Millard 
Webb #2spouse

Filtering & Variable assignment

Unconfident

Confident

Answer
19 June 2013

Continue

Stop

(1) Who directed The Golden Calf?

Query

The Golden Calf is a 1930 
American pre-Code comedy 
film directed by Millard Webb

by Fox Film Corporation.

…
.

(The Golden Calf; release year; 1930)
(The Golden Calf; director; Millard Webb)
(The Golden Calf; starring; Jack Muhall)
(The Golden Calf; starring; Sue Carol)
(The Golden Calf; starring; El Brendel)

Augmented

Figure 1: The overview of our graph-guided prompting method for the complex reasoning task. We first construct
the question graph by extracting the triplets from the question with in-context learning. Then, we sequentially repeat
the following steps: (1) sub-question generation step (Sec. 3.2) that generates an intermediate sub-question based on
a triplet with one variable ((The Golden Calf; director; name: #1)) of the question graph. (2) sub-answer
generation step (Sec. 3.3) that generates the sub-answer by answering the previously generated sub-question. (3)
retrieval augmented generation step (Sec. 3.4) that retrieves the knowledge given the sub-question as a query and
then extracts triplets followed by filtering them to augment informative ones, based on the confidence thresholding.
(4) variable assignment step (Sec. 3.5) that fills the variable based on the sub-answer. If there are no remaining
question triplets with single variables and the repetition limit is reached, we stop the iteration. After the end of the
iterations, the final answer to the original question is generated.

the details of variables, which helps the model to282

comprehend them. Once all the knowledge triplets283

are generated, we filter out invalid triplets such as284

those without any variable entities or with invalid285

formats.286

3.2 Sub-Question Generation287

We generate sub-questions q(j) with concrete guid-288

ance by the generated graph Gx. While the previous289

sub-question generation works such as Radhakr-290

ishnan et al. (2023); Yoran et al. (2023) generate291

subquestions only dependent on in-context demon-292

strations, we explicitly guide the model to gener-293

ate subquestions with the graph structure Gx (i.e.,294

knowledge triplets). Specifically, we first sample295

a triplet with one variable from the graph Gx and296

construct a candidate set Cx ⊆ Gx. Then, the LLM297

generates a sub-question q(j) based on the question298

triplet t(j) ∈ Cx, which can be formulated as: 299

q(j) = LM
(
Et→q, t

(j)
)
, (2) 300

where Et→q = {(ti, qi)}
|Et→q |
i=1 is a set of exemplars 301

consisting of pairs of triplet ti and the correspond- 302

ing sub-question qi. The triplets with two variables 303

are not used for sub-question generation, but they 304

can be sub-question generatable if one of the vari- 305

ables are assigned later as described in Section 3.5. 306

The graph-based guidance facilitates generating rel- 307

evant and distinct sub-questions. Our experimental 308

result in Section 4.5 shows that the proposed ap- 309

proach effectively suppresses generating irrelevant 310

sub-questions. 311

3.3 Sub-Answer Generation 312

Given each sub-question q(j) along with previously 313

generated sub-questions and sub-answers, the LLM 314
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Who is the spouse of the director of film 
The Golden Calf (1930 Film)? 

The Golden Calf is a 1930 American pre-Code 
comedy film directed by Millard Webb and written 
by Marion Orth and Harold R. Atteridge. The film 
stars Jack Mulhall, Sue Carol, El Brendel, Marjorie 
White, Richard Keene and Paul Page. The film was 
released on March 16, 1930, by Fox Film 
Corporation.

The Golden Calf (German: Das goldene Kalb) is a 
1925 German silent drama film directed by Peter 
Paul Felner and starring Henny Porten, Olga Engl 
and Rosa Valetti. The film's sets were designed by 
the art directors Otto Erdmann and Hans Sohnle.

(a) Conventional Retrieval augmented generation

Query

Question: Who is the spouse of the director of film The Golden Calf (1930 Film)?

Who directed The Golden Calf (1930 Film)?

The Golden Calf is a 1930 American pre-Code 
comedy film directed by Millard Webb

by Fox Film Corporation.

Query (The Golden Calf; release year; 1930)
(The Golden Calf; director; Millard Webb)
(The Golden Calf; starring; Jack Muhall)
(The Golden Calf; starring; Sue Carol)
(The Golden Calf; starring; El Brendel)

(The Golden Calf; release year; 1930)
(The Golden Calf; director; Millard Webb)

Who is the spouse of Millard Webb?

Query

Augment

Augment Filtering
Extraction

Millard Webb( 6 December 1893 - 21 April 1935), 
was an American screenwriter and director. 
Mary Eaton married Webb in 1929

…
.

…
.

(Millard Webb; born date; 6 December 1983)
(Millard Webb; death date; 21 Apirl 1935)
(Millard Webb; nationality; America)
(Mary Eaton; marrying; Millard Webb)

(Millard Webb; marrying; Millard Webb)

Augment
Filtering

Extraction

(b) Retrieval augmented generation with structural knowledge refinement

Figure 2: A comparison of conventional and our retrieval augmented generation approaches. In the conventional
approaches, the input query is compound and complex to limit retrieving the full knowledge sufficient to reason
over multi-hop question. It also augments all the information, including irrelevant ones, to the input prompt without
filtering them. Our retrieval augmented generation approach uses a sub-question of each step as an input query for
the retrieval system. After the retrieval, knowledge triplets are extracted from the knowledge paragraphs, and then
relevant triplets are augmented to the input prompt after the filtering.

generates the corresponding answer r(j) :315

r(j) = LM
(
E ,x, q(1), r(1), . . . q(j)

)
. (3)316

We use stochastic decoding with temperature 0.6317

for the diverse answers during the iteration process.318

Since each sub-question q(i) is simpler and shorter319

than the original question, it is easier for the LLM320

to predict the correct answer.321

However, the LLM may still provide uncertain322

sub-answers due to the lack of knowledge. Mo-323

tivated by Jiang et al. (2023b), we maintain the324

generated sub-answer if the confidence is above a325

threshold. Otherwise, we use retrieval augmented326

generation, where knowledge retrieval is leveraged327

for the sub-answer generation, as described in the328

next section.329

3.4 Retrieval Augmented Generation with330

Structural Knowledge Refinement331

A common approach for the retrieval augmented332

generation is single-level retrieval, which directly333

uses the input question x as the query for the re-334

trieval system and then uses both the input and335

the retrieved knowledge documents Dx = Ret (x)336

to generate the answer (Chen et al., 2017; Guu337

et al., 2020; Lewis et al., 2020). However, if the338

question is compound or requires multi-step reason-339

ing, where important questions emerge amidst the340

reasoning process, a single retrieval might return341

irrelevant content or miss crucial information.342

To deal with these issues, our retrieval method 343

uses multi-level retrieval with sub-questions and 344

refines the retrieved knowledge. Existing multi- 345

level retrieval approaches such as IRCoT (Trivedi 346

et al., 2023) use a sentence of the previous reason- 347

ing step as a query for the retrieval system. How- 348

ever, the previous sentence may be unrelated to the 349

current reasoning step, which results in the retriev- 350

ing irrelevant content. Thus, we use the generated 351

sub-question q(j) (e.g., ‘Who directed The Golden 352

Calf (1930 Film)?’) as the query instead of the 353

complex input question or the sentence of the pre- 354

vious reasoning step. The sub-question reflects the 355

information needed in the current reasoning step, 356

facilitating the retrieval of informative knowledge. 357

Since we retrieve paragraphs, those retrieved 358

contents may contain both relevant and irrelevant 359

information to the sub-question. Therefore, we ex- 360

tract only relevant information from the paragraphs 361

to help answering the sub-questions. The overall 362

procedure is depicted in Figure 2. Specifically, we 363

extract all possible knowledge triplets from each 364

retrieved raw paragraph using the prompt in Ta- 365

ble 11. Then, we filter out irrelevant triplets using 366

the prompt in Table 12. Finally, as the outcome 367

of the retrieval, we append the remaining triplets 368

to the input prompt instead of the raw knowledge 369

paragraphs. Some recent works (Li and Du, 2023; 370

Liu et al., 2024) also extract knowledge triplets 371

from the additional context, but they do not con- 372

sider the relevance between the extracted triplets 373
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and the input question, and use all the triplets in-374

cluding noisy ones. Different from them, we use375

only informative triplets as additional contexts to376

the reasoning.377

3.5 Filtering and Variable Assignment378

The filtering step evaluates the confidence of the379

sub-answer. If the LLM generates low-confident380

answers even when retrieval augmentation is used,381

we filter out the current sub-question and the cor-382

responding sub-answer. Note that even if the cur-383

rent sub-question and the answer are filtered out384

due to low confidence, the stochastic sub-answer385

generation may produce high confident answers in386

subsequent iterations.387

If the answer has a high-confidence, we assign388

the answer to the variable of the triplet used for389

generating the sub-question. If the same variable390

exists in other triplets, we also update them391

accordingly. For example, in Figure 1, ‘Millard392

Webb‘ is assigned to the variable entity name: #1393

after getting the answer of the sub-question ‘Who394

directed The Golden Calf?’. Since name: #1 also395

exists in (name: #1; spouse; name: #2),396

the triplet is changed to397

(Millard Webb; spouse; name: #2), which398

becomes eligible for sub-question generation.399

3.6 Iterative Generation400

We stop generating sub-questions and their answers401

when no remaining question triplets with single402

variables exist, or the repetition limit1 is reached.403

Once the iteration is over, we generate the answer404

for the original question with the following instruc-405

tion at the end of the prompt: “So the answer is406

answer”.407

4 Experiments408

4.1 Experimental Setup409

We evaluate the effectiveness of our pro-410

posed methods on three multi-hop question411

answering benchmark datasets: 2WikiMul-412

tihopQA (2WikiMHQA) (Ho et al., 2020),413

MuSiQue (Trivedi et al., 2022), and Bamboogle414

(Bamboo) (Press et al., 2023). For the open-domain415

setting, we use the set of paragraphs provided in416

2WikiMHQA and MuSiQue to curate an exter-417

nal knowledge corpus following the other exist-418

ing works (Trivedi et al., 2023). For Bamboogle419

dataset, we use a retrieval based on Google search420

110 in our experiments.

following existing works (Yoran et al., 2023; Zhao 421

et al., 2023). In addition, we follow Trivedi et al. 422

(2023); Jiang et al. (2023b) to randomly subsample 423

500 questions out of the dev set for 2WikiMHQA 424

and MuSiQue datasets. We use all 125 questions 425

for Bamboo dataset. We provide 6 exemplars for 426

the in-context learning to predict the answer on all 427

the datasets. We evaluate the performance of the 428

approaches with the answer-level exact match (EM) 429

and token-level F1. 430

4.2 Models 431

We experiment with open source Llama-3 (8B and 432

70B) (Meta, 2024) and proprietary GPT 3.5 Turbo 433

(Ouyang et al., 2022) as the base LLMs. For the 434

knowledge retrieval, we employ BM25 (Robertson 435

et al., 2009) implemented with Elasticsearch and 436

use the top-2 retrieved documents following other 437

RAG works (Jiang et al., 2023b). 438

4.3 Baselines 439

In the open-book setting, which leverages the exter- 440

nal knowledge, we use the following baselines: No 441

retrieval: predicting the answer using CoT prompt- 442

ing without any external knowledge. One retrieval: 443

predicting the answer using CoT prompting with 444

the context retrieved with the input question as the 445

query. Verify-and-Edit (Zhao et al., 2023): gen- 446

erating the reasoning steps and then predicting the 447

answer after editing inaccurate sentences with the 448

retrieved knowledge. FLARE (Jiang et al., 2023b): 449

actively retrieving the knowledge context based 450

on confidence and predicting an answer with the 451

retrieved context. IRCoT (Trivedi et al., 2023): 452

interleaving the retrieval with sentences and an- 453

swer generation with the retrieved context. ERA- 454

CoT (Liu et al., 2024): capturing relationships be- 455

tween entities and adding the relationships to the 456

input prompt for better reasoning. While Liu et al. 457

(2024) uses ERA-CoT with gold knowledge as the 458

additional contexts, we evaluate ERA-CoT with 459

retrieved knowledge for fair comparisons with the 460

other approaches. 461

To validate the effectiveness of our proposed 462

prompting method without knowledge retrieval 463

(i.e., closed book setting), we use the following 464

baselines: Chain-of-Thoughts (Wei et al., 2022): 465

predicting the answer with the reasoning steps with 466

ICL exemplars. Zero-Plus-Few-Shot CoT (Ko- 467

jima et al., 2022): including “Let’s think step by 468

step.” before the reasoning steps of CoT. Self- 469

Consistency (Wang et al., 2023): sampling five 470
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Llama3-8B Llama3-70B GPT-3.5 Turbo

2WikiMHQA MusiQue Bamboo 2WikiMHQA MusiQue Bamboo 2WikiMHQA MusiQue Bamboo

Methods EM F1 EM F1 EM EM F1 EM F1 EM EM F1 EM F1 EM

No retrieval 31.6 38.94 11.4 21.11 45.4 48.0 56.41 21.4 32.18 64.8 37.0 45.28 15.2 25.49 56.6
One retrieval 35.0 44.66 16.2 24.99 52.8 53.8 65.75 25.2 35.92 67.2 40.6 50.80 16.4 25.75 57.0
Verify-and-Edit 36.4 43.00 18.8 27.54 52.6 55.8 66.17 30.0 41.41 66.8 42.8 52.54 16.6 25.91 58.0
FLARE 41.8 50.70 22.6 31.72 54.0 65.2 72.62 32.0 42.86 69.0 50.8 61.31 19.4 31.33 57.2
IRCoT 45.6 57.35 22.6 31.94 53.2 63.8 73.39 29.6 40.96 69.6 48.2 58.53 17.8 29.06 57.6
ERA-CoT 35.2 42.93 18.0 26.64 52.8 54.8 65.78 26.2 37.60 66.2 42.0 51.67 16.4 26.02 56.2

GE-Reasoning (Ours) 53.0 60.99 23.8 33.06 55.8 66.2 77.54 33.0 43.95 72.0 52.8 64.03 23.2 32.83 59.0

Table 1: Performance comparisons on multi-hop question answering datasets in the open-book setting.

2WikiMHQA MusiQue

Ret. Query Subq Gen. EM F1 EM F1

Input question w/o Subq Gen. 35.0 44.66 16.2 24.99
Input question w/o G-Guidance 35.8 44.22 16.4 24.70
Input question with G-Guidance 37.6 47.61 17.0 26.13

Subquestion w/o G-Guidance 49.2 57.32 22.4 31.76
Subquestion with G-Guidance 53.0 60.99 23.8 33.06

Table 2: Performance comparison based on the retrieval
query types and subquestion generation methods on
multi-hop question answering datasets with Llama3-
8B. (Ret. Query: Retrieval query type, Subq. Gen.:
Subquestion generation).

2WikiMHQA MusiQue

Knowl. Refine. Filter. EM F1 EM F1

52.0 58.68 22.8 31.63
✓ 53.4 60.41 23.2 32.18
✓ ✓ 53.0 60.99 23.8 33.06

Table 3: Ablation studies of our GE-Reasoning on
multi-hop question answering datasets with Llama3-
8B. (Knowl. Refine.: Knowledge Refinement, Filter.:
Filtering).

reasoning paths with a decoding temperature of471

0.7 and using majority voting to get the answer.472

Self-ask (Press et al., 2023): sequentially asking473

questions until reaching the final answer.474

4.4 Experimental Results475

We evaluate our proposed methods using Llama3-476

8B, Llama3-70B, and GPT-3.5 Turbo in Table 1.477

From the table, our GE-Reasoning shows the478

best performance compared to the other baseline479

prompting methods on all the datasets with various480

LLMs. This results indicate that our prompting481

methods are widely applicable to diverse LLMs482

with different sizes for multi-hop QA tasks.483

4.5 Additional Experimental Results.484

Importance of retrieval query and subquestion485

generation. To demonstrate the importance of486

the retrieval query type and the graph-guidance, we487

conduct additional experiments with different re-488

trieval queries and subgraph generation approaches489

2WikiMHQA MusiQue

Methods EM F1 EM F1

Chain-of-Thoughts 31.6 38.94 11.4 21.11
Zero-Plus-Few-Shot CoT 34.2 40.09 11.4 20.57
Self-Consistency 33.8 40.87 11.6 21.21
Self-ask 33.4 39.47 13.0 21.64

GE-Reasoning (ours) 36.4 42.75 15.4 24.91

Table 4: Performance comparison on multi-hop question
answering datasets using Llama-3-8B without knowl-
edge retrieval.

Graph quality QA

Methods Acc. EM F1

w/o type 95.4 52.2 60.16
with type 96.0 53.0 60.99

Table 5: Evaluation of graph quality and question an-
swering with and without using entity type when con-
structing a question graph on 2WikiMHQA dataset us-
ing Llama-3 8B.

in Table 2. The table shows that using the sub- 490

questions as the retrieval query substantially outper- 491

forms using the input question. This demonstrates 492

that the input question is insufficient to retrieve 493

full knowledge to solve the multi-step reasoning 494

problems. For the subgraph generation, (w/o Subq 495

Gen.) denotes the standard CoT without subgraph 496

generation, and (w/o G-Guidance) decomposes the 497

question into sub-questions only with an in-context 498

learning scheme with a few demonstrations. The 499

table shows that the graph-guidance consistently 500

helps the model reason over multi-hop questions 501

by guiding the reasoning process on different re- 502

trieval query types. When using the sub-question 503

as a retrieval query, the graph-guidance improves 504

the prompting without graph-guidance with a mar- 505

gin of 3.67 F1 score on 2WikiMHQA dataset. It 506

leads to that the graph guidance is more effective in 507

decomposing the question into sub-questions com- 508

pared to the question decomposition, prompting 509

only with a few exemplars. 510

Contribution of structural knowledge refine- 511

ment and filtering. We provide the ablation stud- 512
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Question & Answer w/o G-guidance with G-guidance (Ours)

Question: Which film
whose director is younger,
Running For Grace or Irulum
Oliyum?
Answer: Running For Grace

(1) Who directed Irulum Oliyum?
Irulum Oliyum was directed by Puttanna Kanagal.
(2) Who directed Running For Grace?
Running For Grace was directed by David L. Cunningham.
(3) Who directed Who is Running?
Who is Running was directed by Oxide Pang Chun.
(4) Who is the youngest director among Oxide Pang Chun, Put-
tanna Kanagal, and David L. Cunningham?
Oxide Pang Chun is the youngest director.
So the answer is Who is Running.

(1) Who directed Irulum Oliyum?
(Irulum Oliyum; director; name: #1)
Irulum Oliyum was directed by Puttanna Kanagal.
(2) Who directed Running For Grace?
(Running For Grace; director; name: #2)
Running For Grace was directed by David L. Cunning-
ham.
(3) Who is younger, Puttanna Kanagal or David L. Cun-
ningham?
David L. Cunningham is younger.
So the answer is Running For Grace.

Question: Who is Ahaziah
Of Israel’s maternal grandfa-
ther?
Answer: Ithobaal I

(1) Who is Ahaziah Of Israel’s mother?
Ahaziah Of Israel’s mother is Jezebel.
(2) Who is Jezebel’s husband?
Jezebel’s husband is Ahab, King of Israel.
(3) Who is Ahab’s father?
Ahab’s father is Omri, King of Israel.
(4) Who is Ahaziah Of Israel’s maternal grandfather?
Ahaziah Of Israel’s maternal grandfather is Omri, King of Israel.
So the answer is Omri.

(1) Who is Ahaziah Of Israel’s mother?
Ahaziah Of Israel’s mother is Jezebel.
(2) Who is Jezebel’s father?
Jezebel’s father is Ithobaal I of Sidon.
(3) Who is Ahaziah Of Israel’s maternal grandfather?
Ahaziah Of Israel’s maternal grandfather is Ithobaal I of
Sidon.
So the answer is Ithobaal I of Sidon.

Table 6: Comparison on reasoning steps and answers generated by prompting without and with the graph guidance.

ies to explore the contribution of structural knowl-513

edge refinement and filtering in Table 3. The table514

shows that both structural knowledge refinement515

and filtering contribute to the performance improve-516

ment of our GE-Reasoning. Especially, the struc-517

tural knowledge refinement achieves the significant518

performance improvement of 1.4 on EM metric in519

2WikiMHQA dataset. This result indicates that520

the retrieved knowledge paragraphs contain irrele-521

vant information in many cases and the refinement522

process can mitigate the problem.523

Performance comparison without knowledge re-524

trieval. We also compare the performance of our525

prompting approach with other prompting meth-526

ods without using knowledge retrieval (i.e., closed527

book setting.) Table 4 shows that our method528

achieves the best performance, indicating our pro-529

pose method is effective in both the retrieval aug-530

mented setting and the pure LLM setting for multi-531

step reasoning.532

Quality of the constructed question graph. To533

empirically prove that our question graph construc-534

tion generates an accurate question graph and de-535

noting type improves the quality of the question536

graph and sub-questions based on the question537

graph, we evaluate the quality of the question graph538

and question-answering with and without type on539

2WikiMHQA dataset using Llama-3 8B in Table 5.540

We evaluate the quality of the question graph with541

ground-truth graph of 2WikiMHQA. The table542

shows that our question graph construction accu-543

rately generates a question graph with and without544

type even using the smallest LLM we tried. Also,545

it demonstrates using the type noticeably improves546

the reasoning capability of the prompting method547

with the 0.8 performance gain on EM score. 548

4.6 Qualitative Analysis 549

Here, we perform qualitative analysis by compar- 550

ing the reasoning steps and answers generated by 551

prompting without and with graph guidance in Ta- 552

ble 6. (w/o G-Guidance) decomposes the question 553

into sub-questions only with in-context learning 554

without the graph guidance. Given the question 555

“Which film whose director is younger, Running 556

for Grace or Irulum Oliyum?", (w/o G-Guidance) 557

generates irrelevant sub-question “Who directed 558

Who is Running?" while the prompting with graph- 559

guidance generates sub-questions and their answers 560

relevant to solve the main question. Rather, (w/o 561

G-Guidance) gives the answer “Who is Running", 562

instead of “Running for Grace" or “Irulum Oliyum". 563

This case shows that the question decomposition 564

without the guidance is prone to generating the 565

wrong sub-question and our graph-guidance ad- 566

dresses it and effectively helps LLMs reason on 567

multi-hop questions. 568

5 Conclusion 569

We have proposed a GE-Reasoning method to ex- 570

plicitly guide the large language models to reach 571

the correct answer. We repeat the sub-question 572

generation, answer generation, and answer filter- 573

ing steps until predicting the final answer. We 574

use retrieval augmentation using intermediate sub- 575

questions as queries to obtain the external knowl- 576

edge triplets helpful for the intermediate reason- 577

ing processes. Our experimental results on three 578

multi-hop question answering benchmark datasets 579

demonstrate the effectiveness of our GE-Reasoning 580

methods. 581
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6 Limitations582

Similar to other prompting methods, the perfor-583

mance of our GE-Reasoning method relies on the584

large language models and the quality of the demon-585

strations. In the open-book setting, the quality of586

retrieved knowledge is highly dependent on BM25587

retriever. Therefore, using advanced retrieval meth-588

ods help our model improve the performance.589

7 Ethics Statement590

Our GE-Reasoning prompting addresses the po-591

tential ethical issues of the large language models,592

such as the hallucination issue. Some remaining593

concerns are that it could suffer from the ethical594

issue of the large language models such as Llama-3595

and GPT-3.5 since it depends on the large language596

models to reason on multi-hop questions.597
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A Datasets and Licenses824

We use following three benchmark multi-hop ques-825

tion answering datasets to evaluate the performance826

of the baselines and our method. To the best of our827

knowledge, these datasets do not have any privacy828

issue.829

• 2WikiMultihopQA2 (Ho et al., 2020) con-830

sists of 2-hop complex questions requiring the831

composition or comparison.832

• MuSiQue3 (Trivedi et al., 2022) is a more833

challenging dataset where the problems in-834

clude 2 to 4 hop questions that can be decom-835

posed into simpler questions.836

• Bamboogle4 (Trivedi et al., 2022) is a dataset837

consisting of 125 multi-hop questions where838

the supporting evidence is from Wikipedia.839

B Implementaion Details840

Due to the heavy computational costs, we perform841

experiments with a single run on 2WikiMHQA842

and Musique datasets and 4 runs on Bamboogle843

dataset. All the experiments are conducted using844

in-context learning (Brown et al., 2020) with 6845

demonstrations to predict the answer on all the846

datasets. For the knowledge retrieval, we employ847

BM25 (Robertson et al., 2009) implemented with848

Elasticsearch and use top-2 retrieved documents849

following other RAG works (Jiang et al., 2023b).850

C Additional Experiments851

We conduct additional experiments to compare the852

efficiency of our GE-Reasoning with other baseline853

prompting methods in Table 7. The time is mea-854

sured as seconds per input question. From the table,855

our GE-Reasoning shows the best performance on856

the 2WikiMHQA dataset with a comparable time857

compared to other retrieval-based methods. In par-858

ticular, GE-Reasoning improves 10.29 F1 score859

and 5.0 seconds per question compared to FLARE.860

D Input Prompts861

Table 8 shows the prompts for question graph con-862

struction. For the subquestion and subanswer gen-863

eration, we use prompts in Table 9 and Table 10,864

2Copyright (c) 2020 Xanh Ho, Licensed under Apache-2.0
license

3Copyright (c) Licensed under Apache-2.0 license
4Copyright (c) 2022 Ofir Press, Licensed under MIT li-

cense

Methods EM F1 Time

No retrieval 31.6 38.94 2.8
One retrieval 35.0 44.66 8.2
Verify-and-Edit 36.4 43.00 14.6
FLARE 41.8 50.70 21.9
IRCoT 45.6 57.35 12.8
ERA-CoT 35.2 42.93 11.2

GE-Reasoning (Ours) 53.0 60.99 16.9

Table 7: Performance and efficiency comparisons on
2WikiMHQA dataset using Llama-3 8B. The time is
evaluated as seconds per question. Bold indicates the
best performance.

respectively. Table 11 and Table 12 are prompts 865

for extracting triplets from the knowledge passages 866

and filtering out irrelevant triplets in Section 3.4. 867
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Algorithm 1 Algorithm of GE-Reasoning

Input: x: input question, k1, k2: hyper-parameter
Output: Answer: answer of the input question

1: Gx ← ConstructGraph (x)
2: Stop← False
3: j ← 1
4: Cx ← FindTripletswithOneVariable (Gx)
5: while Stop is False do
6: t(j) ← Sample (Cx)
7: q(j) ← SubquestionGenerate

(
t(j)

)
8: r(j) ← SubanswerGenerate

(
q(1), . . . q(j−1), r(j−1), q(j)

)
9: if Confidence(r(j)) < k1 then

10: Dq(j) ← Ret
(
q(j)

)
11: D̃q(j) ← KnowledgeRefine

(
Dq(j) , q(j)

)
12: r(j) ← SubanswerGenerate

(
D̃q(j) , q(j)

)
13: end if
14: if Confidence(r(j)) < k2 then
15: q(j), r(j) ← “”, “”
16: else
17: Gx ← VariableAssignment

(
Gx, r(j), t(j)

)
18: end if
19: j ← j + 1
20: Cx ← FindTripletswithOneVariable (Gx)
21: if j >= 10 or Cx = ∅ then
22: Stop← True
23: end if
24: end while
25: Answer← FinalAnswer

(
q(1), . . . q(j−1), r(j−1), q(j), r(j)

)
26: return Answer
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Given a sentence, and all entities within the sentence. Extract all relationships between entities which directly stated
in the sentence. Every relationship stated as a triple: (E_A; Relation; E_B).
Sentence: When did the director of film Hypocrite (Film) die? Relation: (Hypocrite (Film); director; name: #1),
(name: #1; death date; date: #2) a
...
a
Given a sentence, and all entities within the sentence. Extract all relationships between entities which directly stated
in the sentence. Every relationship stated as a triple: (E_A; Relation; E_B).
Sentence: {sentence}
Triplets:

Table 8: A question graph construction prompt for eliciting a graph from the question.

Given the triplet, generate a subquestion based on the triplet.
Triplet: (Hypocrite (Film); director; name: #1)
Subquestion: Who directed Hypocrite (Film)?
a
...
a
Given the triplet, generate a subquestion based on the triplet.
Triplet: {triplet}
Subquestion:

Table 9: A subquestion generation prompt.

Question: When did the director of film Hypocrite (Film) die?
To answer this question, we answer the following subquestions:
(1) Who directed Hypocrite (Film)?
The film Hypocrite was directed by Miguel Morayta.
(2) When did Miguel Morayta die?
Miguel Morayta died on 19 June 2013.
So the answer is 19 June 2013.
a
...
a
Question: {question}
To answer this question, we answer the following subquestions:
{subquestion}

Table 10: A subanswer generation prompt.

Extract triplets from the following paragraph:
Maheen Khan is a Pakistani fashion and costume designer, also an award winner fashion designer for fashion labels
a
...
a
Triplets:
(Maheen Khan; nationality; Pakistan)
(Maheen Khan; profession; fashion and costume designer)
(Maheen Khan; award winner; The Embroidery HouseMaheen)
a
...
a
Extract triplets from the following paragraph:
{paragraph}
Triplets:

Table 11: A prompt for extracting triplets from the knowledge passage.

Given knowledge triplets and a question, select triplets that are relevant to the question.
Triplets:
{triplets extracted from the knowledge passage} Question:
{question}
Filtered triplets:

Table 12: A prompt for filtering out irrelevant triplets.
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