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Abstract

Claim: This work is not advocating LLM re-001
placement of human reviewers but rather ex-002
ploring LLM assistance in peer review.003

Large Language Models (LLMs) are increas-004
ingly utilized in scientific research assessment,005
particularly in automated paper review. How-006
ever, existing LLM-based review systems face007
significant challenges, including limited do-008
main expertise, hallucinated reasoning, and a009
lack of structured evaluation. To address these010
limitations, we introduce DeepReview, a multi-011
stage framework designed to emulate expert012
reviewers by incorporating structured analy-013
sis, literature retrieval, and evidence-based ar-014
gumentation. Using DeepReview-13K, a cu-015
rated dataset with structured annotations, we016
train DeepReviewer-14B, which outperforms017
CycleReviewer-70B with fewer tokens. In its018
best mode, DeepReviewer-14B achieves win019
rates of 88.21% and 80.20% against GPT-o1020
and DeepSeek-R1 in evaluations. Our work021
sets a new benchmark for LLM-based paper022
review, with all resources publicly available.023

1 Introduction024

Peer review is the foundation of scientific progress,025

ensuring that research is novel, reliable, and rig-026

orously evaluated by experts before publication027

(Alberts et al., 2008). With the increasing volume028

of research submissions, Large Language Models029

(LLMs) have become promising tools to support030

reviewers (Yang et al., 2024; Chris et al., 2024;031

Li et al., 2024b; Scherbakov et al., 2024; Si et al.,032

2025). For example, the ICLR 2025 conference033

has introduced an LLM-based system to assist re-034

viewers in providing feedback (Blog, 2024).035

Recent research has explored two primary ap-036

proaches to improve LLM-based review systems:037

(1) employing LLM-powered agents to simulate the038

peer review process, as exemplified by AI-Scientist039

(Chris et al., 2024) and AgentReview (Jin et al.,040

2024a); and (2) developing open-source models 041

trained on extensive datasets from existing peer 042

review platforms, such as ReviewMT (Tan et al., 043

2024a) and CycleReviewer (Weng et al., 2025). 044

Despite these advancements, current systems ex- 045

hibit several critical limitations: they struggle to 046

comprehensively identify submission flaws, result- 047

ing in superficial feedback (Zhou et al., 2024a); 048

lack evidence-based justifications (Zhuang et al., 049

2025); and fail to provide clear, actionable sugges- 050

tions (Ye et al., 2024; Du et al., 2024). Moreover, 051

their vulnerability to prompt engineering leads to 052

inaccurate evaluations (Ye et al., 2024). While 053

robust feedback is crucial for scientific advance- 054

ment and peer review integrity, developing reliable 055

evaluation frameworks faces two significant chal- 056

lenges: (1) The scarcity of structured paper review 057

datasets that capture fine-grained expert evaluation 058

processes. Most available open review datasets pri- 059

marily contain aggregated reviews and decisions, 060

limiting LLMs’ ability to learn systematic review 061

reasoning chains and increasing their susceptibility 062

to shortcut learning and adversarial manipulation. 063

(2) LLMs’ inherent constraints, including restricted 064

domain knowledge, lack of dynamic knowledge 065

updating mechanisms, and a tendency to generate 066

hallucinated content without adequate verification 067

(Schintler et al., 2023; Drori and Te’eni, 2024), 068

which significantly impair their capability to assess 069

complex scientific content (Wang et al., 2020; Yuan 070

et al., 2021). 071

To address these challenges, we introduce Deep- 072

Review, a structured multi-stage review frame- 073

work that closely aligns with the expert review 074

process by incorporating novelty assessment, multi- 075

dimensional evaluation criteria, and reliability ver- 076

ification. We develop a comprehensive data syn- 077

thesis pipeline that integrates retrieval and rank- 078

ing(Asai et al., 2024), self-verification (Weng et al., 079

2023), and self-reflection (Ji et al., 2023), ensuring 080

the soundness and robustness of LLM-generated 081
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suggestions. This approach enables deeper insights082

into the reasoning and decision-making of paper083

review. The resulting dataset, DeepReview-13K,084

consists of raw research papers, structured interme-085

diate review steps, and final assessments. Based086

on that, we train DeepReviewer-14B, a model that087

offers three inference modes – Fast, Standard, and088

Best – allowing users to balance efficiency and re-089

sponse quality. We further construct DeepReview-090

Bench, a comprehensive benchmark containing091

1.2K samples, which evaluates both quantitative092

aspects (rating prediction, quality ranking, and pa-093

per selection) and qualitative review generation094

through LLM-based assessment.095

Extensive experiments demonstrate DeepRe-096

viewer 14B’s superior performance across multiple097

dimensions. Compared to existing systems like098

CycleReviewer-70B, GPT-o1, and Deepseek-R1,099

our model achieves substantial improvements in100

Score (Rating MSE: 44.80% ↑), Ranking (Rat-101

ing Spearman: 6.04% ↑), and Selection (Accuracy102

1.80% ↑). In LLM-as-a-judge evaluation (Wang103

et al., 2024b; Rewina et al., 2025), it achieves a104

80% win rate against GPT-o1 and Deepseek-R1.105

Notably, DeepReviewer exhibits strong resilience106

to adversarial attacks despite no explicit robust-107

ness training. Furthermore, our Test-Time Scaling108

analysis reveals that DeepReviewer can enhance109

its performance by adjusting reasoning paths and110

response lengths.111

Our work establishes a foundation for robust112

LLM-based review systems through DeepReview,113

a structured framework that addresses fundamen-114

tal challenges in automated manuscript evaluation.115

We introduce DeepReview-13K, a dataset featur-116

ing fine-grained review reasoning chains, along-117

side DeepReview-Bench, a benchmark for auto-118

mated paper review. Built upon these resources, our119

DeepReviewer-14B model demonstrates substan-120

tial improvements over existing approaches while121

maintaining strong resilience to adversarial attacks,122

validating the effectiveness of our structured ap-123

proach to automated scientific evaluation. Our124

code, model, and data will be publicly available125

under the agreement of our usage policy.126

2 Related Work127

Reliable Scientific Literature Assessment. Re-128

cent studies have demonstrated significant progress129

in automated scientific research. Chris et al. (2024)130

develop an AI scientist for autonomous hypothe-131

sis generation and experimentation (Langley, 1987; 132

Daniil et al., 2023; AI, 2025; Zonglin et al., 2023; 133

Li et al., 2024c; Hu et al., 2024). Multi-agent frame- 134

works (Ghafarollahi and Buehler, 2024; Rasal and 135

Hauer, 2024; Su et al., 2024) enable collaborative 136

scientific reasoning, while Weng et al. (2025) show 137

LLM-based review systems can enhance scientific 138

discovery through reinforcement learning. How- 139

ever, these systems often lack structured reasoning, 140

resulting in unreliable feedback. 141

Robust LLM-based Paper Review. Recent 142

work spans generation-focused approaches using 143

role-playing agents (D’Arcy et al., 2024; Gao et al., 144

2024; Yu et al., 2024; Weng et al., 2025), meta- 145

review synthesis (Santu et al., 2024; Li et al., 2023; 146

Zeng et al., 2024), and bias detection mechanisms 147

(Liang et al., 2024; Tyser et al., 2024; Tan et al., 148

2024b). Hybrid workflows (Jin et al., 2024b; Zyska 149

et al., 2023) combine human-AI collaboration with 150

iterative refinement. While evaluation benchmarks 151

(Funkquist et al., 2022; Zhou et al., 2024b; Kang 152

et al., 2018) and ethical analyses (Ye et al., 2024; 153

Latona et al., 2024) have advanced the field, ex- 154

isting systems struggle with complex assessments 155

and remain vulnerable to adversarial attacks, high- 156

lighting the need for explicit reasoning processes. 157

3 Data Collection 158

We present DeepReview-13K, a training dataset 159

that captures the intermediate reasoning processes 160

inherent in academic paper reviews, addressing 161

the fundamental challenges in Paper Review tasks 162

from three dimensions: the scarcity of high-quality, 163

structured review datasets and standardized evalua- 164

tion frameworks. 165

3.1 DeepReview-13K 166

Dataset Number Tokens Rating Accept Rate

ICLR 2024 Train 4131 10439 5.34 37.8%
ICLR 2025 Train 9247 10062 5.13 31.2%
DeepReview-13K 13378 10178 5.18 33.24%

ICLR 2024 Test 652 10681 5.47 43.7%
ICLR 2025 Test 634 10241 5.18 31.1%
DeepReview-Bench 1286 10464 5.33 37.49%

Table 1: Dataset Statistics. The table shows the average
values of Tokens, Rating, and Accept Rate

The statistics of this dataset are detailed in Table 167

1. We initially collected raw data from the OpenRe- 168

view platform arXiv repository, gathering 18,976 169

paper submissions spanning two ICLR conference 170
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Title: CycleResearcher: Improving 
Automated Research via Automated 
Review
Abstract: The automation of scientific 
discovery has been a long-standing  ...
S1. Introduction: Automating general 
scientific discovery has been a long-
standing ambition of the research  ...
S2.Dataset Construction: In this 
section, We present an overview   ....
......

<boxed_question>
1. What are the key technical approaches used in previous studies for automating the 
peer review process, and how do they differ in terms of their reliance on human input 
and machine learning models?
2. How have large language models (LLMs) been utilized in the past for ...
3. What are the current challenges and limitations in using LLMs for scientific ...

question generation

<boxed_analysis>
This paper presents a compelling exploration into the automation of the scientific...

  Question  +
Related 
Works

ReRank

Generate 
Answer

<boxed_simreviewers>
Reviewer 1:   ...R 6 
Reviewer 2:   ...R 6 
Reviewer 3:   ...R 6 
Reviewer 4:   ...R 6 

[1]: xxx
[2]: xxx
[3]: xxx

Summary:It leveraging LLMs to simulate both ... 
Strengths: The introduction of a novel framework...
Weaknesses: There are several weaknesses that...
Suggestions: First, the authors should conduct a...
Soundness: 3 Presentation: 3 Contribution: 3 Rating: 6 Decision: Accept

DeepReviewer 

Novelty 
Verification

Multi-dimensional 
Review

Reliability Verification

Meta Reviewer Comment

Rating: 6.25 Decision: Accept

Mode:       FAST STANDARD BEST

a) Input Example b) Output Example

c) Model

Novelty Verification

Multi-dimensional Review

Reliability Verification

Meta Reviewer Comment and Final Rating

<boxed_verification>
Weakness Statement 1:"It is unclear how well the framework"
Evidence Collection 1:The paper explicitly ..." (Motivation section)
Evidence Analysis 1: ....
Weakness Statement 2: ...

Summary
Strengths
Weaknesses
Suggestion
Score: 3 3 3 6

Real World ICLR 2025 Review Results

Rating: 6 Rating: 6 Rating: 6

Decision: Accept

Rating: 8

paper analysis

literature review

(1)Maintaining technical depth
(2)Ensuring actionable feedback
(3)Preserving professional tone 

(1) Methodology Verification 
(2) Experimental Verification 
(3) Comprehensive Analysis

(Concise overview of the core ideas and findings presented.)
(Key advantages, positive attributes described.)

( Main drawbacks,  or areas needing improvement identified.)
( Offers actionable advice or recommendations.)

Reliability Verification

Paper

Figure 1: Overview of the DeepReviewer. (a) Input paper example with a real-world research paper. (b) Output
example showing DeepReviewer’s multi-stage reasoning process: Novelty Verification, Multi-dimension Review,
and Reliability Verification. (c) Inference modes: fast, standard, and best, highlighting different reasoning paths.
We provide a more detailed case study in the appendix D.

cycles (2024-2025)1. Using the MinerU tool (Wang171

et al., 2024a), we convert papers to parseable Mark-172

down format, prioritizing LATEX source code when173

available from arXiv. For each paper, we assembled174

a review set R comprising three key components:175

(1) textual assessments (Strengths, Weaknesses,176

and Questions), (2) interactive discussions from177

the rebuttal phase, and (3) standardized scores, in-178

cluding overall ratings (∈ [1, 10]) and fine-grained179

evaluations of Soundness, Presentation, and Con-180

tribution (∈ [1, 4]). Additionally, we collect meta-181

review texts and final ratings with acceptance de-182

cisions. These data serve as the foundation for183

constructing our review reasoning chain.184

3.2 DeepReview-Test185

To evaluate performance, we randomly sampled186

10% (1.2K) of the dataset to create DeepReview-187

Bench. Our evaluation framework assesses both188

quantitative scores and qualitative aspects of review189

generation through the following tasks:190

Quantitative Evaluation: 1) Rating prediction:191

using MAE, MSE, accuracy, and F1 metrics 2)192

Paper quality ranking: measured by Spearman cor-193

relation 3) Pairwise paper selection (n=2): assessed194

through accuracy195

1Empty PDFs were filtered during conversion

Qualitative Evaluation: While previous work 196

(Tan et al., 2024a) relied on simple text similarity 197

metrics (e.g., ROUGE (Lin, 2004), BLEU (Pap- 198

ineni et al., 2002)), these metrics fail to capture 199

specific review capabilities. Motivated by recent 200

findings (Li et al., 2024a), we adopt the LLM-as-a- 201

judge paradigm using Gemini-2.0-Flash-Thinking 202

to conduct pairwise comparative evaluations of gen- 203

erated reviews. Detailed evaluation metrics are 204

provided in Appendix B. 205

4 Methodology 206

Drawing inspiration from recent advances in com- 207

plex reasoning methods (Xiang et al., 2025; Hao 208

et al., 2024), we propose a deep-thinking evaluation 209

framework that decomposes the review process into 210

three key steps in Figure 1: (1) novelty verification 211

z1: assessing research originality through literature 212

review; (2) multi-dimension evaluation z2: synthe- 213

sizing insights from multiple expert perspectives; 214

and (3) reliability verification z3: examining inter- 215

nal consistency and logical coherence. 216

4.1 Task Definition 217

Formally, given an input paper q, our goal is to 218

generate a review pair (s,a), where s represents 219

the qualitative assessment text (meta-review), we 220
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express the reasoning process as:221

q → z1 → z2 → z3 → (s,a)222

We formulate the review score generation as a223

marginalization over sequential reasoning chains:224

p(a|q) ∝
∫

p(a|z1:3,q)
3∏

t=1

p(zt|z<t,q)dZ (1)225

Here, the chain-of-thought term
∏3

t=1 p(zt|z<t,q)226

explicitly models the sequential dependencies be-227

tween reasoning steps, Z represents all possible228

intermediate state sequences (s1, . . . , sn). This229

structured approach aims to enhance the reliability230

of the evaluation process.231

4.2 Structured Reasoning Process232

We present a comprehensive automated data con-233

struction pipeline, which is specifically designed234

to generate high-quality supervised fine-tuning235

datasets that capture complete reasoning paths,236

shown as (z1, z2, z3).237

Stage 1: Novelty Verification (z1). Our nov-238

elty verification framework consists of three key239

components: question generation, paper analy-240

sis, and literature review. Initially, based on the241

paper, we use the Qwen-2.5-72B-Instruct model242

(Qwen et al., 2025) to generate three key research243

questions, focusing on research gaps, innovative di-244

rections, and methodological breakthroughs to cap-245

ture domain-specific characteristics. Additionally,246

to ensure thorough understanding, we employ the247

Gemini-2.0-Flash-thinking model to conduct sys-248

tematic paper analysis with a specifically designed249

system prompt (Figure 6) across research motiva-250

tion, core ideas, technical approaches, and experi-251

mental design. Then, literature retrieval, compari-252

son, and summary are built on OpenScholar (Asai253

et al., 2024) to address these research questions.254

Using Qwen-2.5-3B-Instruct with few-shot learn-255

ing, we transform questions into search keywords256

to retrieve approximately 60 relevant papers via257

Semantic Scholar API. Subsequently, the ReRank258

model2 reorder retrieved papers and select the top259

10 most relevant papers, and its internal QA model260
3 generates comprehensive reports as novelty anal-261

ysis z1, incorporating works cited in review R.262

2https://huggingface.co/OpenSciLM/OpenScholar_
Reranker

3https://huggingface.co/OpenSciLM/Llama-3.1_
OpenScholar-8B

Stage 2: Multi-dimension Review (z2). To pro- 263

vide constructive review, we transform author rebut- 264

tals into instructive suggestions while synthesizing 265

multiple review R into comprehensive perspectives. 266

Specifically, using Qwen-2.5-72B-Instruct, we de- 267

velop a review reconstruction pipeline that analyzes 268

each review in R with its corresponding author re- 269

sponse, capturing experimental results, theoretical 270

proofs, and implementation details from rebuttals 271

to transform criticisms into concrete technical sug- 272

gestions. The reconstruction process (z2) follow 273

three principles: (1) maintaining technical depth; 274

(2) ensuring actionable feedback; (3) preserving 275

professional tone and original citations. 276

Stage 3: Reliability Verification(z3). In or- 277

der to ensure assessment accuracy through system- 278

atic evidence analysis, we employ Gemini-2-Flash- 279

thinking to conduct systematic evidence analysis 280

through a four-stage verification chain: method- 281

ology verification, experimental verification, and 282

comprehensive analysis. Each review comment 283

requires supporting evidence from the paper and 284

receives an assigned confidence level. Finally, we 285

utilize Qwen to generate a new Meta-Review by in- 286

tegrating the original Meta-Review, reviewer com- 287

ments, and verification outcomes. This step iden- 288

tifies key weaknesses while providing evidence- 289

based analysis and constructive suggestions. 290

Quality Control Mechanism. To ensure 291

the high quality of our synthetic DeepReview- 292

13K dataset, we implemented a rigorous auto- 293

mated quality control process using Qwen-2.5-72B- 294

Instruct. This process involves a multi-faceted ap- 295

proach to assess each generated sample for logical 296

integrity and completeness. Specifically, Qwen-2.5- 297

72B-Instruct was tasked with examining each sam- 298

ple for: (1) Logical Consistency: verifying that the 299

reasoning chain (z1, z2, z3) and the final evaluation 300

(s,a) are logically coherent and non-contradictory; 301

(2) Completeness: checking for any missing or 302

empty fields within the structured data format, en- 303

suring all components of the reasoning path and 304

evaluation are present. Samples failing any of these 305

checks, indicating logical inconsistencies, incom- 306

pleteness, or failing to meet our quality standards, 307

were automatically flagged and removed from the 308

dataset. The final DeepReview-13K dataset com- 309

prises 13,378 valid samples in Table 1. 310

4.3 Model Training 311

We train our model based on Phi-4 14B (Abdin 312

et al., 2024) using the DeepReview-13K dataset. 313
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ICLR 2024 ICLR 2025

Method Model Score Ranking Selection Score Ranking Selection

R. MSE↓ R. MAE↓ D. Acc.↑ D. F1↑ R. Spearman↑ Pair. R. Acc↑ R. MSE↓ R. MAE↓ D. Acc.↑ D. F1↑ R. Spearman↑ Pair. R. Acc↑

Agent Review

Claude-3-5-sonnet 2.8878 1.2715 0.4333 0.3937 0.1564 0.5526 2.8406 1.2989 0.2826 0.2541 -0.0219 0.5432
Gemini-2.0-Flash-Thinking 3.1943 1.3418 0.4400 0.4318 -0.0252 0.5044 2.6186 1.2170 0.4242 0.4242 0.0968 0.5496
DeepSeek-V3 1.9479 1.0735 0.4105 0.3403 0.3542 0.6096 1.9951 1.1017 0.3140 0.2506 0.1197 0.5702

AI Scientist

GPT-o1 4.3414 1.7294 0.4500 0.4424 0.2621 0.5881 4.3072 1.7917 0.4167 0.4157 0.2991 0.6318
Claude-3-5-sonnet 3.4447 1.5037 0.4787 0.4513 0.0366 0.5305 3.0992 1.3500 0.5579 0.4440 -0.0219 0.5169
Gemini-2.0-Flash-Thinking 4.9297 1.8711 0.5743 0.5197 0.0745 0.5343 3.9232 1.6470 0.6139 0.4808 0.2565 0.6040
DeepSeek-V3 4.7337 1.7888 0.5600 0.5484 0.2310 0.5844 4.8006 1.8403 0.4059 0.3988 0.0778 0.5473
DeepSeek-R1 4.1648 1.6526 0.5248 0.4988 0.3256 0.6206 4.7719 1.8099 0.4259 0.4161 0.3237 0.6289

CycleReviewer
8B 2.8911 1.2371 0.6353 0.5528 0.2801 0.5993 2.4461 1.2063 0.6780 0.5586 0.2786 0.5960
70B 2.4870 1.2514 0.6304 0.5696 0.3356 0.6160 2.4294 1.2128 0.6782 0.5737 0.2674 0.5928

DeepReviewer 14B 1.3137 0.9102 0.6406 0.6307 0.3559 0.6242 1.3410 0.9243 0.6878 0.6227 0.4047 0.6402

Table 2: Performance comparison of reviewer models on DeepReview-13k datasets. Notes: Metrics are grouped
into Score (Rating MSE, Rating MAE, Decision Accuracy, Decision F1), Ranking (Rating Spearman), and Selection
(Pairwise Rating Accuracy). Abbreviations: R.=Rating, MSE=Mean Squared Error, MAE=Mean Absolute Error, D.
Acc.=Decision Accuracy, D. F1=Decision F1 score, Pair. R. Acc.=Pairwise Rating Accuracy.

The training process was conducted on 8x H100314

80G GPUs with DeepSpeed + ZeRO3 (Rajbhandari315

et al., 2020; Rasley et al., 2020) for optimization.316

Notably, we extended the context window to 256K317

using LongRoPE (Ding et al., 2024), with a 40K318

context window during training for full-parameter319

fine-tuning. Given memory constraints, samples320

exceeding the preset context length are randomly321

truncated. The model is trained for 23,500 steps322

with a batch size of 16 and a learning rate of 5e-6.323

Inference Strategy. We divided each sample324

in the DeepReview-13K data into three modes us-325

ing reasoning path cropping, as shown in Figure326

1(c), which allows for efficiency adjustments at327

test time based on varying requirements. The Fast328

mode directly generates final evaluation results and329

comprehensive analysis reports (s,a), minimizing330

computational cost by bypassing intermediate rea-331

soning steps. The Standard mode executes core332

evaluation steps including z2 and z3, maintaining333

high efficiency while ensuring evaluation quality,334

making it appropriate for routine research assess-335

ment. The Best mode implements the complete336

reasoning chain (z1, z2, z3), encompassing novelty337

verification, multi-dimension assessment, reliabil-338

ity verification, and comprehensive analysis gen-339

eration. For novelty verification during inference,340

as in Stage 1 (Section 4.2), we employ Semantic341

Scholar API and OpenScholar to ensure accurate342

assessment of research novelty and citation correct-343

ness through comprehensive literature review and344

analysis. All three modes share the same model345

architecture, differing only in their executed evalu-346

ation steps. This allows the trained DeepReview-347

14B model to execute different reasoning paths at348

inference time, controlled by input instructions.349

5 Experiments 350

5.1 Experimental setting 351

Baselines. We consider two types of baselines: 352

(1) Prompt-based baselines including AI Scien- 353

tist (Chris et al., 2024) and AgentReview (Jin 354

et al., 2024a) implemented with various back- 355

bone models (GPT-o1-2024-12-17, Claude-3.5- 356

sonnet-20241022, Gemini-2.0-Flash-Thinking-01- 357

21, DeepSeek-V3, and DeepSeek-R1); (2) Fine- 358

tuned baselines including CycleReviewer-8B and 359

CycleReviewer-70B, both trained on ICLR 2024 360

review data. For inference, we use a temperature 361

of 0.4 with maximum input and output lengths set 362

to 100K and 16,384 tokens respectively to ensure 363

complete text processing. 364

5.2 Main Results 365

Test results are shown in Table 2. Compared with 366

prompt-based baselines, DeepReviewer reduces 367

Rating MSE by an average of 65.83% and improves 368

Decision Accuracy by an average of 15.2% points 369

from AI Scientist. When compared to strong fine- 370

tuned baseline CycleReviewer-70B, DeepReviewer 371

represents reductions of 44.80% for Rating MSE. 372

For the critical accept/reject decision task, Deep- 373

Reviewer achieves 64.06% decision accuracy and 374

0.6307 F1 score on ICLR 2024, substantially sur- 375

passing all baselines. Notably, DeepReviewer with 376

14B parameters outperforms significantly larger 377

models including CycleReviewer-70B (70B param- 378

eters) and other closed-source LLMs, demonstrat- 379

ing that DeepReviewer provides more reliable pa- 380

per assessment than other approaches. 381

DeepReviewer achieves the highest Rating 382

Spearman correlations of 0.3559 and 0.4047 on 383

ICLR 2024 and ICLR 2025 respectively, improv- 384

ing upon CycleReviewer-70B by 6.04% and AI 385
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Score Ranking Pairwise Accuracy

Method Model S. MSE↓ S. MAE↓ P. MSE↓ P. MAE↓ C. MSE↓ C. MAE↓ S. Spearman↑ P. Spearman↑ C. Spearman↑ Pair. S. Acc↑ Pair. P. Acc↑ Pair. C. Acc↑
ICLR 2024

AI Scientist

GPT-o1 0.4589 0.5336 0.5483 0.5983 0.7550 0.7147 0.1872 0.0723 0.1103 0.5797 0.5407 0.5621
Claude-3-5-sonnet 0.3052 0.4388 0.4745 0.5504 1.1420 0.8876 0.1692 0.0178 0.0275 0.6017 0.5440 0.5726
Gemini-2.0-Flash-Thinking 0.7233 0.6224 0.5264 0.5797 0.9036 0.7480 0.1050 0.1561 0.0274 0.5853 0.5929 0.5471
DeepSeek-V3 0.8810 0.7718 0.7662 0.7145 1.6936 1.1400 0.2258 0.3189 0.1574 0.6028 0.6242 0.5933
DeepSeek-R1 1.0540 0.8629 0.5356 0.5746 1.9564 1.2967 0.1664 0.2927 0.3009 0.6091 0.6315 0.6517

CycleReviewer
8B 0.2516 0.3917 0.2356 0.3686 0.2507 0.3941 0.1990 0.3324 0.2593 0.5769 0.6103 0.5923
70B 0.2375 0.3897 0.2414 0.3737 0.2657 0.4052 0.2320 0.3373 0.2354 0.5829 0.6230 0.5896

DeepReviewer 14B 0.1578 0.3029 0.1896 0.3291 0.2173 0.3680 0.3204 0.3784 0.3335 0.6175 0.6353 0.6208

ICLR 2025

AI Scientist

GPT-o1 0.4513 0.5500 0.4878 0.5750 0.6734 0.6802 -0.0390 -0.2837 0.1671 0.5541 0.5426 0.5966
Claude-3-5-Sonnet 0.4565 0.5279 0.5804 0.6346 0.8251 0.7628 -0.0814 -0.0790 -0.0051 0.5543 0.5272 0.5454
Gemini-2.0-Flash-Thinking 0.4279 0.5219 0.6337 0.6114 0.5696 0.5876 0.3565 0.0593 0.2773 0.6535 0.5499 0.6321
DeepSeek-V3 0.7999 0.7409 0.9120 0.7657 2.0180 1.2594 0.1926 0.0621 -0.0677 0.6014 0.5683 0.5315
DeepSeek-R1 0.8575 0.7636 0.4884 0.5586 2.1620 1.3750 0.3130 0.3133 0.3060 0.6289 0.5989 0.6268

CycleReviewer
8B 0.2617 0.3931 0.2880 0.4208 0.2667 0.4112 0.2377 0.2498 0.2511 0.5913 0.6074 0.5919
70B 0.2588 0.3998 0.2562 0.3998 0.2601 0.4034 0.2320 0.2772 0.1905 0.5865 0.6051 0.5775

DeepReviewer 14B 0.2239 0.3650 0.2178 0.3662 0.2632 0.4095 0.3810 0.3698 0.3239 0.6057 0.6380 0.6222

Table 3: Performance comparison of reviewer models on fine-grained evaluation dimensions. This table
presents the performance across three key assessment aspects: Soundness (S.), Presentation (P.), and Contribution
(C.) on ICLR 2024 and 2025 conferences.

Scientist (DeepSeek-R1) by 25.02%. In the paper386

selection task, It demonstrates superior discrimina-387

tion ability with pairwise accuracies of 0.62 and388

0.64 on ICLR 2024 and ICLR 2025 respectively.389

Table 3 presents a detailed analysis across three390

critical dimensions: Soundness, Presentation, and391

Contribution. Particularly for Soundness assess-392

ment on ICLR 2024, DeepReviewer-14B achieves393

an MSE of 0.1578 and MAE of 0.3029, repre-394

senting improvements of 33.58% and 22.09% over395

CycleReviewer-70B. While DeepReviewer shows396

marginally lower performance than AI Scientist397

(Gemini-2.0-Flash-Thinking) in Contribution and398

Soundness accuracy, it maintains a balanced and399

strong performance across all dimensions.400

We observe a strong correlation between fine-401

grained assessment capability and overall rating402

performance. Models that excel in dimension-403

specific evaluations, such as DeepReviewer and404

Claude-3.5-Sonnet, consistently demonstrate supe-405

rior performance in overall ratings. This pattern406

validates the effectiveness of our multi-stage rea-407

soning chain design, particularly the necessity of408

multi-facet evaluation in our framework.409

5.3 Review Text Quality410

Table 4 shows that DeepReviewer’s overwhelm-411

ing advantages across all evaluation dimensions.412

Interestingly, in the comparison with AI Scientist413

(Gemini-2.0-Flash-Thinking), despite being used414

as the judge, Gemini assessed most reviews in fa-415

vor of DeepReviewer (winning 53.47% in construc-416

tive value and analytical depth), with only two di-417

mensions showing preference for its own reviews418

(20.79% in technical accuracy). This self-critical419

evaluation further validates the objectivity of our as- 420

sessment framework. In terms of overall judgment, 421

DeepReviewer achieves remarkable win rates of 422

88.21% against AI Scientist (GPT-o1) and 98.15% 423

against AgentReview (GPT-4o) on ICLR 2024. 424

The advantages are most prominent in con- 425

structive value and analytical depth. When com- 426

pared with AgentReview (GPT-4o), DeepReviewer 427

achieves win rates of 99.02% and 99.01% respec- 428

tively, indicating that our Deep review with Think- 429

ing framework generates more insightful analysis 430

and actionable suggestions. These qualitative as- 431

sessments corroborate our quantitative findings, fur- 432

ther validating the effectiveness of the multi-stage 433

reasoning approach in our framework. 434

5.4 Defend Attacks Analysis 435

We evaluate DeepReviewer’s robustness against 436

adversarial attacks (Ye et al., 2024) by inserting 437

malicious instructions into input papers. Figure 2 il- 438

lustrates the rating comparison under normal and at- 439

tack scenarios across different dimensions. Though 440

not specifically trained with any adversarial sam- 441

ples, The DeepReviewer model demonstrates su- 442

perior robustness compared to baseline systems. 443

Under attack, the overall rating increase for Deep- 444

Reviewer is merely 0.31 points (from 5.38 to 5.69), 445

while other systems show substantial vulnerabil- 446

ity, for example, Gemini-2.0-Flash-Thinking ex- 447

hibits a dramatic increase of 4.26 points (from 4.23 448

to 8.49) and DeepSeek-V3 shows a 1.41 increase 449

(from 6.76 to 8.17). This pattern held across fine- 450

grained dimensions: for instance, Soundness scores 451

for DeepReviewer increased by only 0.12 points, 452

compared to larger increases for Claude-3.5-Sonnet 453
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Baselines Constructive Value Analytical Depth Plausibility Technical Accuracy Overall Judgment

DeepReviewer 14B vs. Win(%)↑ Lose(%) Win(%)↑ Lose(%) Win(%)↑ Lose(%) Win(%)↑ Lose(%) Win(%)↑ Lose(%)

ICLR 2024
AI Scientist GPT-o1 89.80 6.67 87.67 6.67 51.69 3.53 25.12 11.67 88.21 6.63
AI Scientist Claude-3.5-Sonnet 96.88 3.12 97.92 2.08 80.21 4.17 77.08 2.08 95.74 4.26
AI Scientist Gemini-2.0-Flash-Thinking 53.47 17.82 53.47 20.79 24.75 10.89 18.81 20.79 59.41 25.74
AI Scientist DeepSeek-V3 96.04 1.98 99.01 0.00 72.28 0.99 67.33 4.95 96.22 0.00
AI Scientist DeepSeek-R1 89.22 7.84 74.51 13.73 45.10 5.88 26.47 18.63 80.20 16.83
AgentReview Claude-3.5-Sonnet 96.84 1.05 98.94 0.00 90.43 0.00 77.08 0.00 98.90 0.00
AgentReview Gemini-2.0-Flash-Thinking 98.00 1.00 95.11 1.00 81.64 0.01 65.00 3.00 96.74 1.00
AgentReview GPT-4o 99.02 0.99 99.01 0.99 95.05 0.99 61.76 4.90 98.15 1.00
CycleReviewer 8B 97.30 1.80 98.20 0.91 90.92 0.91 87.50 0.00 96.09 0.91
CycleReviewer 70B 98.33 1.11 98.89 0.01 92.78 0.01 79.44 0.01 98.33 1.11
ICLR 2025
AI Scientist GPT-o1 91.67 8.33 89.58 8.33 60.42 4.17 37.50 8.33 91.67 8.33
AI Scientist Claude-3.5-Sonnet 97.87 1.06 100.00 0.00 92.55 1.06 65.96 0.00 98.94 1.06
AI Scientist Gemini-2.0-Flash-Thinking 52.43 18.45 52.43 23.30 33.98 7.77 19.42 20.39 59.41 24.75
AI Scientist DeepSeek-V3 96.04 2.97 97.03 1.98 75.25 2.97 63.37 3.96 97.03 2.97
AI Scientist DeepSeek-R1 89.29 6.25 81.25 10.71 51.79 5.36 26.79 18.75 87.39 9.01
AgentReview Claude-3.5-Sonnet 95.74 1.06 97.85 2.15 90.32 2.15 74.74 1.05 97.83 2.17
AgentReview Gemini-2.0-Flash-Thinking 92.16 1.96 93.08 3.00 78.20 0.65 61.76 4.90 92.16 4.90
AgentReview GPT-4o 95.28 2.09 95.37 1.40 92.10 0.85 65.03 5.47 94.15 2.39
CycleReviewer 8B 98.45 1.55 98.24 1.89 86.37 0.77 86.36 2.27 98.45 1.55
CycleReviewer 70B 96.17 1.64 96.17 2.19 86.34 1.64 72.68 3.28 96.72 1.64

Table 4: Direct comparison of DeepReviewer with the baselines on general alignment tasks. Win indicates that
Gemini-2.0-Flash-Thinking assesses DeepReviewer’s response as superior compared to the baseline. Cells marked
in light gray suggest baseline the winner.
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Figure 2: Demonstrates the scoring comparison of AI Scientist and DeepReviewer 14B models under normal and
attack scenarios. The DeepReviewer model shows the smallest increase in scores (the growth of red bars relative to
blue bars in the graph) when under attack, indicating its stronger robustness.

(1.10) and Gemini-2.0-Flash-Thinking (1.38). We454

attribute this robustness to DeepReviewer’s multi-455

stage reasoning framework, which, unlike direct456

input-output models, including content understand-457

ing, novelty verification, and reliability checks. It458

enabling a focus on intrinsic paper quality despite459

malicious prompts. However, the slight score in-460

creases under attack suggest room for improve-461

ment, we suggest that incorporating adversarial462

samples during training.463

5.5 Test-Time Scalability Study464

DeepReviewer model features unique test-time465

scaling capabilities through two mechanisms, both466

controllable via input instructions: Reasoning Path467

Scaling and Reviewer Scaling. Reasoning Path468

Scaling offers three inference modes—Fast, Stan- 469

dard, and Best—with progressively deeper reason- 470

ing and corresponding output token lengths of ap- 471

proximately 3,000, 8,000, and 14,500 tokens, re- 472

spectively. Complementing this, Reviewer Scaling, 473

employed within Standard mode, adjusts the num- 474

ber of simulated reviewers from R=1 to R=6. It 475

enabling the synthesis of multi-perspective evalu- 476

ations through simulated reviewer collaboration. 477

Both scaling mechanisms inherently extend the 478

model’s evaluation process: Reasoning Path Scal- 479

ing by increasing analytical depth, and Reviewer 480

Scaling by emulating collaborative review. 481

Performance Analysis. Figure 3 illustrates sig- 482

nificant performance enhancements as inference 483
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Figure 3: The performance of the DeepReviewer model in the Test-Time Scaling experiment. The x-axis represents
the number of Tokens generated during model inference, and the y-axis represents different evaluation metrics. The
green and red dashed lines are linear regression fitting curves for Reasoning Path Scaling and Reviewer Scaling
scaling methods, respectively.

computation increases. In Reasoning Path Scal-484

ing (red stars), switching from Fast to Best mode485

results in steady improvements across all metrics,486

with the Rating Spearman correlation increasing487

by 8.97% (from 0.326 to 0.355). Reviewer Scaling488

(green diamonds) presents more diverse patterns489

across various tasks. In scoring tasks (Decision Ac-490

curacy, Rating MSE, Soundness MSE), consistent491

performance gains are observed with additional492

reviewers, indicating that score aggregation is en-493

hanced by multiple viewpoints. The performance494

variability in Reviewer Scaling, especially when495

R ̸= 4, likely arises from the model’s training dis-496

tribution being focused around four reviewers. De-497

spite some variability, both scaling methods show498

positive trends (see regression lines), indicating our499

framework effectively uses more computational re-500

sources. The benefits vary by metric: scoring tasks501

improve most, followed by ranking, then selection.502

This suggests that multi-stage reasoning excels in503

complex paper evaluations, while simpler compar-504

isons (e.g., choosing between two papers) gain less505

from added reasoning.506

Furthermore, we observe that DeepReviewer’s507

Fast mode, with only half the output tokens (3000),508

outperformed the CycleReviewer model (6000 out-509

put tokens) across various metrics (See Table 2),510

including Decision Accuracy, Rating MSE, and511

fine-grained Spearman correlations for Soundness,512

Presentation, and Contribution. Despite its simpli- 513

fied reasoning path, Fast mode retains core evalu- 514

ation logic, such as identifying key paper content 515

and critical flaws. We show that DeepReviewer 516

utilizes each token more effectively, focusing on 517

the most crucial information and achieving high 518

performance with fewer output tokens. 519

Despite these variations, both scaling approaches 520

demonstrate positive trends across metrics, val- 521

idating that increased computational investment 522

– whether through more sophisticated inference 523

modes or additional simulated reviewers – en- 524

hances the model’s paper assessment capabilities. 525

6 Conclusions 526

We presented DeepReviewer, a novel framework 527

for research paper evaluation aimed at enhancing 528

the reliability of LLMs in paper reviews. DeepRe- 529

viewer achieves adaptable reasoning depth through 530

Test-Time Scaling to meet diverse needs. Our 531

contributions are threefold: (1) the creation of 532

DeepReview-13K, a detailedly annotated dataset 533

that facilitates training for systematic and deep 534

paper evaluation; (2) the training of the DeepRe- 535

viewer model; and (3) comprehensive validation of 536

DeepReviewer’s superiority in both objective and 537

subjective assessments. Notably, we explored and 538

demonstrated effective Test-Time Scaling through 539

Reasoning Path and Reviewer Scaling strategies. 540
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Limitations541

Firstly, our approach relies on a synthetic dataset,542

DeepReview-13K, constructed through an auto-543

mated pipeline. Although meticulously designed544

to mimic expert review processes and incorporat-545

ing quality control mechanisms, this synthetic data546

may not fully capture the complexities and nu-547

ances of genuine human paper review. We have548

strived to mitigate this by leveraging real-world549

review data from ICLR conferences and incorporat-550

ing structured reasoning annotations, but the inher-551

ent limitations of synthetic data persist. Secondly,552

while DeepReviewer offers Test-Time Scaling for553

efficiency, the "Best" mode, which employs the554

complete reasoning chain and external knowledge555

retrieval, can be computationally intensive. We556

address this by providing "Fast" and "Standard"557

modes, allowing for a trade-off between thorough-558

ness and computational cost, catering to diverse559

application needs. Furthermore, while we have560

shown robustness against adversarial attacks, com-561

plete immunity is not yet achieved, indicating a562

need for ongoing research into enhancing security563

and reliability. Despite these limitations, DeepRe-564

viewer represents a significant step towards more565

reliable and robust LLM-based paper review sys-566

tems, and our exploration of structured reasoning567

and Test-Time Scaling opens avenues for future568

research in this critical area.569

Ethical Considerations570

The development of DeepReviewer, while holding571

significant promise for enhancing the efficiency and572

potentially the quality of scholarly paper review,573

inherently carries ethical considerations that de-574

mand careful attention. We recognize that automat-575

ing aspects of the peer review process introduces576

risks of bias amplification, deskilling of human re-577

viewers, and a potential erosion of transparency578

and accountability. Specifically, DeepReviewer,579

like any LLM, could inadvertently perpetuate or580

even amplify existing biases present in the train-581

ing data or encoded within its architecture. This582

could lead to systematic disadvantages for research583

from underrepresented groups, novel or unconven-584

tional methodologies, or topics perceived as less585

mainstream, even if the DeepReview-13K dataset586

was synthetically generated to be representative587

and fair. Furthermore, over-reliance on automated588

review assistance might diminish the critical think-589

ing skills of human reviewers, potentially leading590

to a deskilling effect over time and a dependence 591

on AI-driven assessments without sufficient human 592

oversight. 593

To proactively address these ethical concerns 594

and mitigate potential harms, we have imple- 595

mented a multi-faceted approach throughout Deep- 596

Reviewer’s development and deployment. Firstly, 597

while our training data is synthetic, we have rigor- 598

ously designed the DeepReview-13K dataset and 599

its generation pipeline to explicitly model expert 600

reviewer reasoning and incorporate diverse perspec- 601

tives, aiming to minimize the introduction of unin- 602

tended biases. Secondly, we emphasize that Deep- 603

Reviewer is intended as a decision support tool, 604

designed to augment, not replace, human exper- 605

tise. We strongly advocate for a human-in-the-loop 606

approach, where DeepReviewer’s outputs are crit- 607

ically evaluated and contextualized by expert re- 608

viewers. To ensure transparency, we are releasing 609

DeepReviewer as an open-source resource, allow- 610

ing for community scrutiny of its code, architecture, 611

and potential biases. Alongside the code release, 612

we will provide comprehensive user guidelines 613

and best practices that explicitly caution against 614

over-reliance on automated outputs and emphasize 615

the importance of human oversight and critical as- 616

sessment. Furthermore, our open-source licens- 617

ing, while permissive, mandates that users disclose 618

their institutional affiliation, personal information, 619

and intended use case upon downloading DeepRe- 620

viewer. This measure aims to foster accountability 621

and enable a feedback loop, allowing us to moni- 622

tor real-world applications, gather user feedback, 623

and iteratively improve the model and its ethical 624

safeguards. We also commit to ongoing bias au- 625

diting and benchmarking of DeepReviewer across 626

diverse datasets and review scenarios, continually 627

evaluating its performance and identifying areas 628

for refinement. We believe these proactive mea- 629

sures, combined with ongoing community engage- 630

ment and responsible user practices, are crucial 631

to harnessing the benefits of DeepReviewer while 632

minimizing its potential for harm and ensuring its 633

ethical and beneficial application within the scien- 634

tific peer review process. 635
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A Responsible Use and 956

Recommendations for DeepReviewer 957

It is crucial to emphasize that DeepReviewer, de- 958

spite its advancements in automated paper eval- 959

uation, is not intended to replace human peer 960

review. Our work aims to enhance, not substi- 961

tute, the invaluable expertise and nuanced judgment 962

of human reviewers. DeepReviewer should be re- 963

garded as a sophisticated tool to assist researchers 964

and the academic community, providing supple- 965

mentary insights and streamlining certain aspects 966

of the review process, but always under the care- 967

ful oversight and final authority of human experts. 968

This section outlines responsible and conservative 969

recommendations for leveraging DeepReviewer’s 970

capabilities in practical scenarios, focusing on how 971

it can aid human researchers and enhance the peer 972
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review process without undermining its fundamen-973

tal human-centric nature.974

A.1 Enhanced Author Self-Assessment and975

Manuscript Refinement976

Perhaps the most appropriate and ethically sound977

application of DeepReviewer lies in empower-978

ing authors to critically assess and refine their979

manuscripts before they are submitted for formal980

peer review. By submitting their work to Deep-981

Reviewer, authors can obtain an automated, initial982

evaluation of their paper’s perceived strengths and983

potential weaknesses across various dimensions984

such as soundness, clarity of presentation, and po-985

tential contribution. This feedback can highlight986

areas where the manuscript might be strengthened987

prior to exposure to human reviewers.988

However, it is crucial for authors to approach989

DeepReviewer’s feedback with a discerning and990

critical mindset. The automated evaluation should991

be considered as a preliminary signal, not a defini-992

tive judgment. Authors must exercise their own993

expertise and judgment in interpreting the sugges-994

tions. DeepReviewer’s output may point to areas995

that warrant further attention, but the ultimate deci-996

sions regarding manuscript revision must rest with997

the authors themselves, informed by their deep un-998

derstanding of their own work and potentially by999

seeking feedback from trusted colleagues. This ap-1000

plication strictly positions DeepReviewer as a for-1001

mative tool for author self-improvement, ensuring1002

that it aids in enhancing manuscript quality without1003

encroaching on the formal peer review process.1004

A.2 Preliminary Assistance for Human1005

Reviewers in Initial Paper Scoping1006

In contexts where human reviewers are faced with a1007

high volume of submissions, DeepReviewer could1008

potentially offer a very limited form of preliminary1009

assistance in the very initial stages of paper scop-1010

ing. Reviewers could, as an optional and auxiliary1011

step, utilize DeepReviewer to generate a rapid, au-1012

tomated overview of a submitted paper. This might1013

provide a very high-level summary of potential ar-1014

eas of focus within the manuscript. Such a prelimi-1015

nary overview could, in some cases, help reviewers1016

gain a very initial sense of the paper’s scope and1017

potentially assist in workload management, by al-1018

lowing them to perhaps initially prioritize papers1019

based on a very rough automated categorization.1020

However, it is absolutely vital to underscore that1021

this use case is strictly as an aid to the reviewer’s1022

workflow, and not as a substitute for any aspect of 1023

their intellectual engagement with the paper. The 1024

automated output from DeepReviewer should never 1025

influence the reviewer’s own independent, detailed 1026

reading and critical analysis of the manuscript. Re- 1027

viewers must engage deeply with the paper itself, 1028

applying their expertise and judgment. DeepRe- 1029

viewer’s preliminary output, if used at all, should 1030

be treated as an extremely rough and initial sig- 1031

nal only, and should not replace or diminish the 1032

core, human-driven process of rigorous peer review. 1033

Over-reliance on or misinterpretation of automated 1034

outputs at this stage carries significant risks and 1035

must be avoided. 1036

A.3 Author-Facing Pre-Review Feedback via 1037

Deployed Model 1038

An alternative application, focusing purely on au- 1039

thor benefit, is to deploy DeepReviewer as a readily 1040

accessible service that authors can utilize to obtain 1041

feedback on their manuscripts before they are sub- 1042

mitted to a journal or conference and undergo hu- 1043

man peer review. In this scenario, DeepReviewer 1044

is made available as a tool that authors can directly 1045

interact with. Authors submit their manuscript, and 1046

in return, receive an automated review generated 1047

by DeepReviewer. 1048

Critically, the output of DeepReviewer in this 1049

context is intended solely for the authors’ informa- 1050

tion and improvement. It should not be used in 1051

any way as part of a formal submission or decision- 1052

making process. The feedback is provided directly 1053

to the authors, allowing them to gain insights into 1054

how an automated system might evaluate their 1055

work. This application bypasses the need to in- 1056

volve or burden human reviewers at this stage, fo- 1057

cusing entirely on providing authors with a po- 1058

tentially helpful, albeit automated, perspective on 1059

their manuscript. It is essential to emphasize that 1060

the feedback generated by DeepReviewer in this 1061

author-facing context should be explicitly commu- 1062

nicated as not being a substitute for, or represen- 1063

tative of, genuine human peer review, and cannot 1064

be used as a basis for any acceptance or rejection 1065

decisions within formal academic venues. 1066

B Evaluation Tasks and Metric 1067

To comprehensively assess LLMs’ capabilities in 1068

research paper evaluation, we adopt a point-wise 1069

evaluation paradigm inspired by the LLM-as-a- 1070

judge framework (Li et al., 2024a; Wang et al., 1071
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2024b; Rewina et al., 2025; Swarnadeep et al.,1072

2025). We comprise three core tasks that exam-1073

ine different aspects of LLMs’ ability to perceive,1074

judge, and differentiate paper quality:1075

Score Task evaluates LLMs’ accuracy in inde-1076

pendent paper assessment scenarios. For any paper1077

Ci in the ReviewerBench dataset, the model inde-1078

pendently conducts quality assessment and outputs1079

a scalar score Ri ∈ R as its predicted quality rat-1080

ing. Ideally, the model’s predicted score Ri should1081

closely align with the average expert rating Si re-1082

ceived during the ICLR review process. We employ1083

Mean Squared Error (MSE) and Mean Absolute1084

Error (MAE) as primary evaluation metrics for this1085

task. Furthermore, we calculated accuracy and F11086

score based on the Decision, which is commonly1087

an Accept or Reject output in research paper evalu-1088

ation systems.1089

Ranking Task examines LLMs’ ability to dis-1090

tinguish paper quality and effectively rank papers1091

within large collections. Given a set of N pa-1092

pers C = C1, C2, . . . , CN , the model first pre-1093

dicts scores R1, R2, . . . , RN for each paper. Subse-1094

quently, based on these predicted scores, the model1095

ranks the papers in C, outputting an ordered se-1096

quence R = C(1), C(2), . . . , C(N) arranged by pre-1097

dicted quality in descending order, where C(i) rep-1098

resents the paper ranked i-th by the model. The1099

Spearman coefficient is used to evaluate ranking1100

accuracy.1101

Selection Task simulates practical scenarios1102

such as peer review or reward model construction,1103

where high-quality papers need to be quickly and1104

accurately identified from a small pool of candi-1105

dates. For this task, we sample non-overlapping1106

small batches Cbatch = C1, C2, . . . , Cm from1107

the Test dataset, where m is the predetermined1108

batch size. For each batch Cbatch, the model se-1109

lects what it considers the highest-quality paper1110

Cbest ∈ Cbatch. The model’s selection is compared1111

against the paper with the highest actual review1112

scores, with accuracy computed as the average suc-1113

cess rate across all batch selections. In this study,1114

we set m = 2. And we performed pairwise match-1115

ing on all papers in the Test dataset to calculate the1116

final Selection score.1117

Review Comments Evaluate , following the1118

LLM-as-Judge paradigm, we employ Gemini-2.0-1119

Flash-Thinking (The system prompt as shown in1120

Figure 4) as the judge to conduct pairwise com- 1121

parative evaluations of review comments generated 1122

by DeepReviewer and various baseline systems, 1123

and Judge outputs “win”, “lose”, or “tie”. For 1124

each evaluation instance, we present the assessor 1125

with: (1) the original paper, and (2) paired reviews 1126

from different systems in randomized order, where 1127

each review contains summary, strengths, weak- 1128

nesses, and suggestions. The assessment covers 1129

five critical dimensions: constructive value, ana- 1130

lytical depth, plausibility, technical accuracy, and 1131

overall judgment. 1132

C Data Collection Permissions 1133

The original paper data and corresponding review 1134

comment data used to construct DeepReview-13K 1135

are sourced from OpenReview, with a portion of 1136

papers originating from ArXiv. Data from Open- 1137

Review is distributed under the Creative Commons 1138

Attribution 4.0 International (CC BY 4.0) license, 1139

which permits us to copy and modify the review 1140

comment data. Paper data from ArXiv may in- 1141

clude licenses such as CC BY 4.0 (Creative Com- 1142

mons Attribution), CC BY-SA 4.0 (Creative Com- 1143

mons Attribution-ShareAlike), CC BY-NC-SA 4.0 1144

(Creative Commons Attribution-NonCommercial- 1145

ShareAlike), and CC Zero. Given that we have not 1146

modified the original papers, our usage is compli- 1147

ant with the original agreements. We do not claim 1148

copyright over these materials and will retain the 1149

original authors’ names in the distribution of this 1150

data. 1151

D Case Study: Analysis of 1152

DeepReviewer’s Meta-Review 1153

To further illustrate the capabilities of DeepRe- 1154

viewer, we present a detailed case study analyzing 1155

the Meta-Review generated by DeepReviewer-14B 1156

(Best mode) (See in Figure 8) for the "CycleRe- 1157

searcher" paper4 (Weng et al., 2025), a submis- 1158

sion from ICLR 2025 not included in the training 1159

dataset. This paper, focusing on automating the 1160

research lifecycle with LLMs, received four inde- 1161

pendent reviews from human experts (Reviewer 1162

7LzG: Figure 9, CzSX: Figure 10, GAvj: Figure 1163

11, and 5wHA: Figure 12). DeepReviewer-14B, 1164

operating in its most comprehensive "Best" mode, 1165

synthesized these diverse perspectives into a sin- 1166

gle Meta-Review, aiming to emulate the holistic 1167

4https://openreview.net/forum?id=bjcsVLoHYs
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understanding and critical assessment of a sea-1168

soned meta-reviewer. A preliminary examina-1169

tion reveals a striking alignment between Deep-1170

Reviewer’s Meta-Review and the individual human1171

assessments, both in terms of overall sentiment,1172

identified strengths and weaknesses, and even the1173

final score prediction, which closely mirrors the av-1174

erage human rating. This case study delves deeper1175

into the nuances of this comparison, highlighting1176

both the remarkable capabilities and subtle limita-1177

tions of DeepReviewer in mimicking expert meta-1178

reviewing.1179

Comparing the summaries, DeepReviewer ac-1180

curately captures the core contribution of the "Cy-1181

cleResearcher" paper, emphasizing the novel frame-1182

work for automating the research lifecycle with1183

LLMs, the two key components (CycleResearcher1184

and CycleReviewer), the iterative reinforcement1185

learning approach (SimPO), and the creation of1186

the Review-5k and Research-8k datasets. This1187

summary resonates strongly with the initial sum-1188

maries provided by all four human reviewers, each1189

of whom also highlighted these central aspects of1190

the paper. Furthermore, DeepReviewer’s identified1191

strengths mirror the positive aspects recognized1192

by the human reviewers. For instance, the "inno-1193

vative approach to automating the research lifecy-1194

cle" echoes Reviewer 7LzG’s praise for the "highly1195

innovative" framework and Reviewer 5wHA’s ac-1196

knowledgment of the "Innovative Use of Preference1197

Data" and "Automation of the Research Lifecycle."1198

The appreciation for the "Review-5k and Research-1199

8k datasets" also aligns with Reviewer 5wHA’s ex-1200

plicit mention of "Valuable Datasets" and Reviewer1201

CzSX’s comment on the datasets being a "resource1202

that is rather helpful for the field." Similarly, the1203

recognition of the "CycleResearcher model gener-1204

ates papers with an average quality level close to1205

human-written preprints" echoes Reviewer GAvj’s1206

observation that the system "achieved an accep-1207

tance rate of 31.07%, similar to ICLR 2024’s accep-1208

tance rate" and Reviewer 7LzG’s claim of "papers1209

of quality close to human-written preprints."1210

The most compelling aspect of DeepReviewer’s1211

Meta-Review is its synthesis of weaknesses and1212

corresponding suggestions, demonstrating an abil-1213

ity to identify and consolidate critical concerns1214

raised across different reviewers. DeepReviewer’s1215

critique regarding "potential for bias in the training1216

data" and "lack of analysis of diversity" directly1217

addresses concerns implicitly or explicitly raised1218

by reviewers, particularly regarding generalizabil-1219

ity and potential limitations of the datasets. The 1220

weakness concerning "computational resources" 1221

aligns with Reviewer 7LzG’s mention of "Com- 1222

plexity of Implementation" and the need for "sig- 1223

nificant computational resources." Similarly, the 1224

concern about the "potential for misuse" and the 1225

need for "robust safeguards" reflects the ethical 1226

considerations raised by Reviewer 5wHA ("Insuffi- 1227

cient Ethical Considerations," "Misuse of Technol- 1228

ogy") and Reviewer GAvj ("Potentially harmful in- 1229

sights, methodologies and applications"). The sug- 1230

gestion for "more details on the specific prompts" 1231

and "evaluation criteria" addresses the implicit de- 1232

sire for more clarity on methodology, a common 1233

thread in academic reviews. Finally, the point 1234

about "generalizability across different research do- 1235

mains" directly mirrors Reviewer 7LzG’s primary 1236

"Weakness: Generalizability Across Domains." 1237

This systematic identification and aggregation of 1238

weaknesses and suggestions from multiple review- 1239

ers showcase DeepReviewer’s capacity to perform 1240

a nuanced and comprehensive meta-analysis. 1241

While DeepReviewer-14B demonstrates a re- 1242

markable ability to synthesize human review in- 1243

sights, it is important to acknowledge potential 1244

limitations. For instance, while DeepReviewer cap- 1245

tures the essence of the critiques, the depth of tech- 1246

nical understanding in specific areas might not fully 1247

match that of a human meta-reviewer deeply versed 1248

in the nuances of reinforcement learning or AI 1249

ethics. Furthermore, the Meta-Review, while com- 1250

prehensive, might lack the subtle nuances and per- 1251

spectives that a human meta-reviewer could bring 1252

to the synthesis process, potentially overlooking 1253

more implicit or nuanced concerns expressed in the 1254

individual reviews. However, despite these subtle 1255

limitations, DeepReviewer’s performance in gener- 1256

ating a coherent, insightful, and critically aligned 1257

Meta-Review is undeniably impressive. Crucially, 1258

DeepReviewer’s overall rating prediction of 6.0 1259

aligns closely with the average human rating, fur- 1260

ther validating its ability to not only understand 1261

the qualitative aspects of paper evaluation but also 1262

to synthesize them into a quantitative judgment 1263

consistent with expert consensus. This case study 1264

underscores DeepReviewer’s potential as a power- 1265

ful tool for assisting and potentially augmenting 1266

the peer review process. 1267
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E Information About Use Of AI1268

Assistants1269

During the writing process, language models were1270

utilized to refine and improve the phrasing and1271

clarity of certain sections of this paper. This was1272

solely for text polishing and did not involve AI in1273

research design, analysis, or idea generation.1274
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You are a neutral arbitrator evaluating peer review comments for 
academic papers. Your role is to analyze and compare reviews through 
careful, evidence-based assessment. Your judgments must be strictly 
based on verifiable evidence from the paper and reviews.

For each evaluation, you must:

1. Thoroughly understand the paper by analyzing:
   - Research objectives and contributions
   - Methodology and experiments
   - Claims and evidence
   - Results and conclusions

2. For each review, methodically examine:
   - Claims made about the paper
   - Evidence cited to support claims
   - Technical assessments and critiques
   - Suggested improvements

3. Compare reviews systematically using:
   - Direct quotes from paper and reviews
   - Specific examples and counterexamples
   - Clear reasoning chains
   - Objective quality metrics

You will evaluate reviews based on these key aspects:

**Technical Accuracy**
- Are claims consistent with paper content?
- Is evidence properly interpreted?
- Are technical assessments valid?
- Are critiques well-supported?

**Constructive Value**
- How actionable is the feedback?
- Are suggestions specific and feasible?
- Is criticism balanced with strengths?
- Would authors understand how to improve?

**Analytical Depth**
- How thoroughly are key aspects examined?
- Is analysis appropriately detailed?
- Are important elements addressed?
- Is assessment comprehensive?

**Communication Clarity**
- Are points clearly articulated?
- Is feedback specific and concrete?
- Is reasoning well-explained?
- Are examples effectively used?

For each aspect and overall judgment, you must:
1. Provide specific evidence from source materials
2. Quote directly from paper and reviews
3. Explain your reasoning in detail
4. Consider alternative interpretations

**Input Format:**
- Complete paper text
- Assistant A's review 
- Assistant B's review

**Output Format:**

For each aspect:

```
**[Aspect Name] - Evidence Analysis:**
- From Assistant A:
  [Direct quotes and specific examples]
  [Detailed analysis of evidence]
- From Assistant B:
  [Direct quotes and specific examples]
  [Detailed analysis of evidence]
- Comparative Assessment:
  [Evidence-based comparison]
  [Clear reasoning chain]

**[Aspect Name] - Judgment:**
**Evidence-Based Reason:** [Detailed justification citing specific 
evidence]
**Better Assistant:** [A or B or Tie]
- If Tie: Explain why both reviews are equally strong on this aspect
```

Conclude with:

```
**Comprehensive Analysis:**
[Synthesis of evidence across aspects]
[Analysis of relative strengths]
[Discussion of key differences or similarities]

**Overall Judgment:**
**Evidence-Based Reason:** [Detailed justification synthesizing key 
evidence]
**Better Assistant:** [A or B or Tie]
- If Overall Tie: Explain why both reviews are comparable in overall 
quality
```

Key Requirements:
1. Base all judgments on concrete evidence
2. Quote directly from source materials
3. Provide detailed reasoning chains
4. Maintain neutral arbitrator perspective
5. Judge Tie when evidence shows equal strength
6. Always justify Tie decisions with specific evidence

When judging Tie:
- Ensure both reviews demonstrate similar levels of quality
- Provide explicit evidence showing comparable strengths
- Explain why differences are not significant enough to favor one over 
the other
- Consider both quantity and quality of evidence

Begin analysis after receiving complete materials. Take time to examine 
evidence thoroughly and provide detailed, justified assessments.

Figure 4: System prompt used to guide Gemini-2.0-Thinking-Flask as Judge to evaluate generated review comments.
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You are tasked with improving an academic paper review based solely on:
1. The original review
2. The authors' response (for understanding only, never to be referenced)

OUTPUT FORMAT:
{
  "weaknesses": string,  // Enhanced critique maintaining original format
  "suggestions": string,  // 2-3 detailed paragraphs (approximately 500 words total)
  "citations": [         // Only include if citations in original review are paper titles
    string,        // Complete title of first cited paper, as [1]
    string,        // Complete title of second cited paper, as [2]
    ...                 // Additional citations as needed
  ]
}

CITATION RULES:
1. Only include citations array if the original review cites actual paper titles
2. If original review's citations are not paper titles, then:
   - Set citations array to empty []
   - Do not use any numerical citations ([1], [2], etc.) in weaknesses and suggestions
3. When citations are used, maintain consistent numerical format

FUNDAMENTAL RULES:
- Write as the original reviewer who has NOT seen any response
- Never mention or hint at the existence of author response
- Maintain the exact formatting style of the original review
- Keep consistent technical depth throughout
- Use numerical citations only when original citations are paper titles

REVIEW IMPROVEMENT PROCESS:

1. Analyze Original Review
- Identify each criticism point
- Understand the technical depth of each point
- Note the writing style and tone
- Map the logical flow of arguments
- Determine if citations are paper titles

2. Use Response Understanding (without reference)
- Identify which criticisms are valid concerns
- Recognize which points are misunderstandings
- Note where technical depth could be enhanced
- Understand which aspects are most important

WEAKNESSES REQUIREMENTS:

Format Requirements:
- Maintain exact formatting of original review
- Keep same paragraph breaks and structure
- Preserve section organization
- Use numerical citations only if original citations are paper titles
- Include citations in array only if they are paper titles

Content Enhancement:
- Expand valid technical criticisms with specific details
- Remove confirmed misunderstandings
- Transform vague criticisms into specific technical points
- Add concrete examples where appropriate
- Maintain professional and constructive tone
- Only use numerical citations if original citations are paper titles

Writing Style:
- Use precise technical terminology
- Provide detailed reasoning
- Keep consistent technical depth
- Maintain professional tone
- Focus on substantive issues

CITATION HANDLING:

When Original Contains Paper Titles:
- Use numerical format: [1], [2], etc.
- Include complete titles in citations array
- Format multiple references as [1,2] or [1,2,3]
- NEVER create fake paper titles
- ONLY cite papers from original review

When Original Does Not Contain Paper Titles:
- Set citations array to empty []
- Do not use numerical citations in text
- Maintain original criticism without citation format

Example JSON With Paper Title Citations:
{
  "weaknesses": "This method has limitations compared to previous work [1,2]. The 
evaluation metrics are similar to [3].",
  "suggestions": "Detailed suggestions text...",
  "citations": [
    "Title of Paper One",
    "Title of Paper Two",
    "Title of Paper Three"
  ]
}

Example JSON Without Paper Title Citations:
{
  "weaknesses": "This method has limitations compared to previous work. The evaluation
 metrics are similar to existing approaches.",
  "suggestions": "Detailed suggestions text...",
  "citations": []
}

SUGGESTIONS SECTION:

Structure:
- Write 2-3 substantial paragraphs
- Total length approximately 500 words
- Each paragraph 150-200 words
- Maintain logical flow between paragraphs
- Include citations only if original contains paper titles

Content Requirements:
Each paragraph should demonstrate:
- Deep technical understanding
- Specific implementation details
- Concrete methodological improvements
- Clear practical guidance
- Logical connection to weaknesses
- Citations only when original contains paper titles

FORMAT:
If original uses multiple line breaks:
- Keep identical break patterns
- Maintain section lengths
- Use same spacing structure

If original is continuous:
- Keep continuous paragraph format
- Maintain paragraph density
- Don't introduce new breaks

OVERALL:

QUALITY CRITERIA:
1. Technical depth matches or exceeds original review
2. All points are specific and actionable
3. Maintains professional and constructive tone
4. Provides concrete examples and details
5. Suggestions address all valid weaknesses
6. Logical flow between and within sections
7. Proper citation handling based on original format

CRITICAL REMINDERS:
1. Never reveal knowledge from response
2. Write as initial reviewer
3. Maintain original formatting
4. Provide specific details
5. Keep consistent technical depth
6. Transform vague points into specific ones
7. Only use numerical citations when original citations are paper titles
8. Only include citations array when original contains paper titles

Remember: Your task is to write an enhanced initial review that demonstrates deeper 
technical understanding while maintaining the original perspective and proper citation 
handling based on the nature of original citations.

Figure 5: System prompt designed to instruct the LLM on how to enhance and improve the usefulness of original
review comments by incorporating author responses and maintaining original review context.
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You are participating in a knowledge distillation task to capture the 
academic reviewing thought process of a target model. While you will 
receive structured summaries and review opinions of papers, you must 
analyze them as if reading complete academic manuscripts directly.

IMPORTANT: 
1. Your primary goal is to reveal your complete thinking process about the 
paper
2. Within the thought block, focus exclusively on analyzing the 
paper's content
3. Never mention JSON, review opinions, or structured 
data in your analysis

ANALYSIS STAGES (Each requiring careful consideration):

1. RESEARCH CONTEXT AND HISTORICAL PERSPECTIVE (3-4 minutes)
- Evolution of research in this field
- Key historical developments and breakthroughs
- Existing research gaps and limitations
- Previous approaches to similar problems
- Broader academic context

2. PROBLEM SPACE EXPLORATION (3-4 minutes)
- Core research challenges
- Research motivations
- Real-world implications
- Problem-solving significance
- Alternative problem formulations

3. CONCEPTUAL FRAMEWORK ANALYSIS (4-5 minutes)
- Theoretical foundations
- Novelty of proposed ideas
- Logical structure of arguments
- Conceptual framework coherence
- Theoretical limitations

4. METHODOLOGICAL DEEP DIVE (5-6 minutes)
For each technical component:
- Theoretical underpinnings
- Design choices and implications
- Assumptions and validity
- Approach completeness
- Edge cases and limitations
- Alternative approaches
- Practical implications

5. EXPERIMENTAL DESIGN ANALYSIS (9-10 minutes)
For each experiment:
- Experimental setup
- Methodology choices
- Metrics appropriateness
- Results robustness
- Confounding factors
- Alternative designs
- Statistical validity

6. RESULTS INTERPRETATION (7-8 minutes)
- Findings significance
- Alternative interpretations
- Evidence strength
- Practical implications
- Generalizability
- Limitations and edge cases

7. SYNTHESIS AND IMPLICATIONS (4-5 minutes)
- Theory-practice connections 
- Research implications
- Future directions
- Practical applications
- Societal impacts
- Long-term implications

8. CRITICAL REFLECTION AND IMPROVEMENT ANALYSIS (9-10 minutes)

- Theoretical Limitations
- Methodological Limitations
- Experimental Limitations
- Practical Limitations
- Theoretical Enhancements
- Methodological Improvements
- Experimental Refinements
- Practical Enhancements
- Theoretical extensions
- Algorithm improvements
- New application domains
- Integration possibilities
- Performance optimizations
- Scalability enhancements

DEEP THINKING PRINCIPLES:
- Full consideration of each aspect
- Systematic assumption questioning
- Hidden connection identification
- Multiple perspective analysis
- Edge case consideration
- Practical/theoretical implication evaluation

CRITICAL ANALYSIS ELEMENTS:
- Evidence-based conclusions
- Alternative explanation consideration
- Weakness identification
- Generalizability assessment
- Theoretical contribution evaluation

ANALYSIS QUALITY STANDARDS:

1. Thoroughness
- Comprehensive aspect coverage
- Detailed consideration
- Systematic component examination
- Complete implication analysis

2. Depth
- Detailed concept examination
- Thorough implication consideration
- Careful assumption analysis
- Deep connection exploration

3. Objectivity
- Evidence-based conclusions
- Balanced alternative consideration
- Limitation recognition
- Fair approach evaluation

4. Innovation
- Novel aspect identification
- Creative solution recognition
- Unique approach consideration
- Original contribution analysis

OUTPUT FORMAT:

[Your detailed analysis following all stages above, demonstrating deep 
thinking and systematic evaluation while maintaining focus purely 
on paper content]

Remember: You should consider that you have thoroughly read and 
comprehended the complete paper. Your analysis should demonstrate 
careful consideration of each stage while maintaining the natural flow 
of academic thinking. 

The single thought block should capture your complete reasoning process,
 reflecting both explicit and implicit aspects of the research.

Figure 6: System prompt designed to guide the LLM in detailed analysis of research papers. This prompt is used
specifically during the Novelty Verification stage to make analysis context.
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You are participating in a critical validation task to verify and reflect on 
reviewer weaknesses identified in academic papers. Your role is to 
systematically analyze each criticism against the original paper content, 
ensuring that identified weaknesses are substantiated by concrete 
evidence.

IMPORTANT:
1. Your primary goal is to validate each reviewer weakness through 
careful examination of the paper
2. Every weakness must be supported by specific evidence from the 
paper
3. Consider potential misunderstandings or contradictions between 
different reviewer opinions

VALIDATION STAGES:

1. INITIAL WEAKNESS CATEGORIZATION (3 minutes)
- Categorize weaknesses by type (theoretical, methodological, 
experimental, practical)
- Map weaknesses to relevant paper sections
- Note potential misunderstandings

2. METHODOLOGICAL VERIFICATION (8 minutes)
For method-related weaknesses:
- Core method examination:
  * Mathematical formulations and algorithms
  * Theoretical foundations and assumptions
  * Implementation details and constraints
  * Parameter choices
  
- Technical validation:
  * Mathematical correctness
  * Algorithm complexity and convergence
  * Model limitations
  * Error handling
  
- Literature validation:
  * Missing citations for key concepts
  * Gaps in literature comparison
  * Insufficient baseline justifications
  * Incomplete theoretical foundations

Each identified weakness must be supported by:
1. Direct quotes from method description
2. Mathematical or algorithmic evidence
3. Missing literature citations

3. EXPERIMENTAL VALIDATION (8 minutes)
For experiment-related weaknesses:

- Dataset Analysis:
  * Dataset characteristics
  * Data preprocessing and splits
  * Control groups
  * Sample size justification
  
- Implementation Details:
  * Hyperparameter choices
  * Hardware specifications
  * Code reproducibility
  
- Results Validation:
  * Metric selection justification
  * Statistical significance
  * Error analysis
  * Missing baselines
  * Generalization assessment
  

- Design Gaps:
  * Missing control experiments
  * Incomplete ablations
  * Insufficient robustness tests

Each experimental weakness requires:
1. Specific experimental details from paper
2. Numerical results evidence
3. Missing specifications
4. Impact on conclusions

4. SYNTHESIS AND REFLECTION (5 minutes)
- Cross-validate different reviewer opinions
- Resolve apparent conflicts
- Distinguish valid from invalid criticisms

VALIDATION QUALITY STANDARDS:
1. Evidence Requirements
- Direct quotes from paper
- Specific section references
- Clear connection to criticism

2. Analytical Depth
- Thorough examination of each claim
- Analysis of assumptions
- Evidence quality evaluation

OUTPUT FORMAT:

For each weakness:

1. Weakness Statement:
[Quote the original weakness]

2. Evidence Collection:
a) Method-related Evidence (if applicable):
   - Algorithm/mathematical formulation quotes
   - Implementation details
   - Missing literature citations
   
b) Experiment-related Evidence (if applicable):
   - Dataset/setup descriptions
   - Results and metrics
   - Missing specifications

3. Literature Gap Analysis:
   - Missing citations list
   - Required baseline references
   
4. Validation Analysis:
   - Primary evidence summary
   - Supporting quotes
   - Impact assessment

5. Conclusion:
   - Validity status: [Valid/Partially Valid/Invalid]
   - Confidence level: [High/Medium/Low]
   - Key supporting evidence

Remember:
1. Every conclusion must be supported by specific evidence from the paper
2. Maintain objectivity and thoroughness in analysis
3. Document clear reasoning for all assessments

Figure 7: System prompt used to guide Gemini-2.0-Thinking-Flask in the Reliability Verification stage. It instructs
the model to systematically analyze each review comment and find supporting evidence from the original paper.
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Meta-Review From DeepReviewer-14B

Summary:
This paper introduces a novel framework for automating the research lifecycle using large language models (LLMs). The framework aims to mimic the 
iterative process of research, review, and refinement.  The core of this framework consists of two models: CycleResearcher, a policy model for 
generating research papers, and CycleReviewer, a reward model that simulates peer reviews. The authors use an iterative reinforcement learning 
approach, specifically SimPO, to refine both models. To facilitate training and evaluation, the authors created two large-scale datasets, Review-5k and 
Research-8k. Empirical results show that CycleResearcher generates papers with an average quality comparable to human-written preprints, 
achieving a 31.07\% acceptance rate. CycleReviewer shows a 26.89\% improvement in mean absolute error (MAE) compared to individual reviewers. 
The contribution lies in the application of LLMs to automate the entire research lifecycle, the introduction of large-scale datasets, and the 
demonstration of a functional iterative framework. This work can impact the way research is conducted, particularly in machine learning. The paper 
raises questions about potential biases, computational costs, and ethical implications.

Strength:
The paper's core strength is its innovative approach to automating the research lifecycle using LLMs. The CycleResearcher and CycleReviewer 
framework effectively models the iterative process of research, review, and refinement. The use of SimPO is a notable technical contribution. The 
introduction of Review-5k and Research-8k datasets is a valuable resource. The CycleResearcher model generates papers with an average quality level 
close to human-written preprints, achieving a 31.07\% acceptance rate. The CycleReviewer model's 26.89\% improvement in MAE compared to 
individual reviewers indicates potential for automated research assessment. The inclusion of human evaluation and objective model-based 
evaluations provides a comprehensive assessment. The paper's exploration of ethical considerations and the implementation of Fast-DetectGPT 
demonstrates a responsible approach. The authors advocate for disclosure of LLM use in research, which is a positive step towards transparency.

Weaknesses:
- The paper does not adequately address the potential for bias in the training data for both CycleResearcher and CycleReviewer. There's a risk that the 
models perpetuate existing biases. The paper describes the data collection process for Review-5k and Research-8k, but lacks any discussion of 
potential biases within these datasets. The lack of analysis of the diversity of authors, institutions, or research topics is a significant concern.  
- The paper lacks a detailed discussion on computational resources for training and deploying the framework. The use of large language models and 
iterative refinement processes can be computationally intensive. While the paper mentions the hardware used, it does not provide explicit training 
times per epoch or iteration, nor does it provide inference times.
- The paper does not sufficiently explore the potential for misuse of the framework. The paper introduces Fast-DetectGPT and discusses ethical 
considerations, but lacks mechanisms beyond the RL framework to guarantee the factual correctness or scientific validity of the generated content.  
- The paper could provide more details on the specific prompts used for the LLMs and the criteria for evaluating the quality of generated papers. The 
paper describes the stages of paper generation but does not provide the exact prompts used for each stage. Similarly, it mentions the criteria used by 
CycleReviewer, but not the specific prompts.
- The paper could benefit from a more detailed discussion of the limitations, such as the potential for generating derivative or low-quality research. It 
is unclear how the framework addresses the risk of converging to safe or incremental ideas.
Finally, the paper could explore the generalizability of the framework across different research domains. The current experiments seem to focus on 
machine learning and computer science, and it is unclear how the framework would perform in other fields.

Suggestions:
-  Implement a more rigorous analysis of training datasets for bias. Use stratified sampling or re-weighting. Explore methods for detecting and 
reducing bias in model outputs. Include a qualitative analysis of the generated outputs. Release training data for independent scrutiny.
-  Provide a detailed breakdown of hardware and software requirements. Explore methods for reducing the computational cost. Provide a comparison 
of the computational resources required. Consider providing a cloud-based deployment option.
-  Implement robust safeguards to ensure the quality and integrity of generated research outputs. Use automated quality checks, and implement a 
human-in-the-loop review process. Explore methods for detecting and preventing malicious use. Clearly communicate the limitations of the 
framework.
-  Provide a detailed breakdown of the prompts used for each stage of the research lifecycle, including examples. Clearly define evaluation criteria. 
Improve reproducibility and transparency.
-  Conduct a more thorough analysis of the limitations, regarding the potential for generating derivative or low-quality research. Explore methods for 
mitigating the risk of converging to safe or incremental ideas.
-  Investigate the generalizability of the framework across different research domains. Conduct experiments in diverse fields and analyze the 
performance in each domain.

Questions:
-  How does the framework handle the generation of novel research ideas that are not present in the training data?
-  What are the computational costs associated with training and running the CycleResearcher and CycleReviewer models?
-  How does the framework ensure the ethical use of generated research and prevent potential misuse?
-  Can the framework be adapted to other research domains beyond machine learning and computer science?
-  What specific prompts are used to guide the LLMs in each stage of the research lifecycle?
-  What metrics or rubrics are used to assess the novelty, validity, and significance of the generated research?

Soundness: 3.0
Presentation: 3.0
Contribution: 3.0
Confidence: 5.0
Rating: 6.0

Figure 8: The Meta-Review comment for CycleResearcher from DeepReviewer-14B
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General Responses and Summary of Revisions

Official Comment

by Authors ( Guangsheng Bao (/profile?id=~Guangsheng_Bao1), Jindong Wang (/profile?id=~Jindong_Wang4), Minjun Zhu (/profile?id=~Minjun_Zhu2), Yixuan Weng (/profile?id=~Yixuan_Weng1),
+3 more (/group/info?id=ICLR.cc/2025/Conference/Submission489/Authors))

24 Nov 2024, 22:34 (modified: 24 Nov 2024, 22:57) Everyone Revisions (/revisions?id=sbRuuFbX42)

Add: Public Comment

−

＝



  

Comment:

We sincerely thank all reviewers for their careful and constructive feedback, which has helped us significantly improve our work. We are encouraged by the reviewers' recognition of several key

strengths:

"The introduction of CycleResearcher and CycleReviewer,..., is highly innovative." (Review 7LzG)

"The paper includes numerous experiments and ablations. The overall methodology is sound" (Review GAvj)

"The paper includes numerous experiments and ablations" (Review CzSX)

"The introduction of the Review-5k and Research-8k datasets could be highly beneficial to the research community" (Review 5wHA)

Based on your constructive comments, we have made substantial improvements to strengthen our paper's contributions and address the limitations. The major enhancements include:

1. Automated Research Pipeline: We implemented a complete automated scientific discovery pipeline with real experimental capabilities, including code generation and execution through GPT-o1-

preview (The API call implementation code for specific experiments comes from AI Scientist and aidir. We have integrated these into one unified system to produce a paper with complete and real

experimental results.). Full codebase and experiment logs are included in supplementary materials (Appendix G).

2. Extended Dataset Coverage: We created a new Researcher-14K dataset incorporating recent NeurIPS 2024, ACL and CVPR papers, enhancing model performance across scales. With this

expansion, our 72B model achieved improved results (average score from 5.20 to 5.38, acceptance rate from 25.81% to 33.64%), demonstrating the value of comprehensive training data

(Appendix F.1).

3. Reward Model Validation: We implemented an independent evaluation framework using a separate reward model trained on the Review-5k test set. Results show minimal performance

differences (~0.14 in average score), validating our system's robustness beyond reward exploitation (Appendix F.2).

4. Comprehensive Benchmarking: We added complete ICLR 2024 benchmark comparisons:

ICLR 2024 Submissions: 5.54

ICLR 2024 Accepted: 6.44

CycleResearcher-12B: 5.36 (auto) / 4.8 (human)

AI Scientist: 4.31 (auto) / 3.6 (human) This provides clear context for our model's current capabilities (Section 4.3).

5. Enhanced Ethics Framework: We significantly expanded our ethics considerations with:

Mandatory disclosure requirements

Institutional affiliation verification

Publisher verification license

95%-accurate detection system

Comprehensive usage guidelines

Human-AI collaboration protocols (Section 7: Ethics Statement, Appendix A)

6. Evaluation Stability Analysis: We conducted comprehensive stability testing for CycleReviewer:

Temperature setting: 0.4

Three independent evaluation runs

Consistent performance metrics (std < 1%) This validates the reliability of our evaluation framework.

7. Domain Adaptation Discussion: We clarified our framework's current focus on machine learning while outlining concrete steps for cross-domain expansion through publisher collaborations and

domain-specific training data collection (Appendix Limition).

8. Terminology Refinement: We updated our terminology from "revision" to "refinement" to more accurately reflect the model's learning process and avoid confusion with paper revisions

(Throughout paper).

With the generous guidance from our esteemed reviewers, we have been able to substantially enhance our paper's technical depth, experimental rigor, and practical impact. We believe these

comprehensive improvements address the key concerns raised while maintaining the innovative contributions of our work. We would be honored if the reviewers find these enhancements worthy of a

more favorable evaluation.
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Summary:

The paper explores the use of open-source large language models to automate the entire research process, from literature review and manuscript preparation to peer review and revision. The

proposed framework includes CycleResearcher, which performs research tasks, and CycleReviewer, which simulates the peer review process. The study demonstrates that CycleReviewer can

outperform human reviewers in predicting paper scores, and CycleResearcher can generate papers of quality close to human-written preprints. The models are trained using two new datasets,

Review-5k and Research-8k, which capture the complexities of peer review and research paper generation. The results indicate that this approach can significantly enhance the efficiency and quality of

scientific research, while also providing ethical safeguards to prevent misuse.

Soundness: 2: fair

Presentation: 3: good

Contribution: 2: fair

Strengths:

The introduction of CycleResearcher and CycleReviewer models to automate the entire research process, including literature review, manuscript preparation, peer review, and revision, is highly

innovative. This framework mimics the real-world research cycle, enhancing the efficiency and consistency of scientific inquiry. Performance Improvement: The CycleReviewer model demonstrates a

significant improvement in predicting paper scores, outperforming human reviewers by 26.89% in mean absolute error (MAE). This indicates that the model can provide more accurate and consistent

evaluations than individual human reviewers. Quality of Generated Papers: The CycleResearcher model generates papers with an average quality close to human-written preprints, achieving an

acceptance rate of 31.07%. This shows that the model can produce high-quality research outputs that are competitive with human-generated content. Large-Scale Datasets: The development of the

Review-5k and Research-8k datasets, which capture the complexities of peer review and research paper generation, provides valuable resources for training and evaluating models in academic paper

generation and review.

Weaknesses:

Generalizability Across Domains: The models are primarily designed for machine learning-related research, and their generalizability to other scientific fields remains unexplored. This limitation

suggests that the framework might not perform as well in domains outside of machine learning. Reward Design: The paper highlights the issue of reward definition, where the policy model might

exploit loopholes in the reward model to maximize rewards without genuinely improving the quality of the generated research. This behavior could undermine the long-term goal of producing high-

quality research outputs. Complexity of Implementation: Implementing the framework requires significant computational resources and expertise in reinforcement learning and LLMs. This complexity

might be a barrier for widespread adoption, especially for smaller research teams or institutions with limited resources.

Questions:

The framework is primarily designed for machine learning-related research. How do you envision adapting CycleResearcher and CycleReviewer to other scientific fields, such as biology or social

sciences, where the nature of research and evaluation criteria might differ significantly? The paper mentions the potential issue of reward hacking, where the policy model might exploit loopholes in

the reward model. Could you elaborate on the specific strategies you are considering to mitigate this issue and ensure that the generated research outputs maintain high academic rigor and novelty?

Flag For Ethics Review: No ethics review needed.

Rating: 6: marginally above the acceptance threshold

Confidence: 3: You are fairly confident in your assessment. It is possible that you did not understand some parts of the submission or that you are unfamiliar with some pieces of related work.

Math/other details were not carefully checked.

Code Of Conduct: Yes
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by Authors ( Guangsheng Bao (/profile?id=~Guangsheng_Bao1), Jindong Wang (/profile?id=~Jindong_Wang4), Minjun Zhu (/profile?id=~Minjun_Zhu2), Yixuan Weng (/profile?
id=~Yixuan_Weng1), +3 more (/group/info?id=ICLR.cc/2025/Conference/Submission489/Authors))
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Comment:

Weakness: Generalizability Across Domains: The models are primarily designed for machine learning-related research, and their generalizability to other scientific fields remains

unexplored. This limitation suggests that the framework might not perform as well in domains outside of machine learning.

We appreciate the reviewer's observation about our framework's current domain specificity. Indeed, we acknowledge that our present implementation focuses primarily on machine

learning research, and the generalizability across different scientific domains remains to be thoroughly validated. This is an important limitation of our current work that deserves careful

consideration and future investigation. Our reinforcement learning optimization framework is designed to be domain-agnostic in its core architecture. The iterative preference optimization

mechanism we developed focuses on universal academic qualities such as methodological soundness, clarity of presentation, and significance of contribution, rather than domain-specific

content. We chose machine learning as our initial domain primarily because it offers abundant high-quality training data through open-access papers and peer reviews, and uniquely allows

for potential automation of experimental processes through code generation and results analysis.

Question: The framework is primarily designed for machine learning-related research. How do you envision adapting CycleResearcher and CycleReviewer to other scientific fields, such

as biology or social sciences, where the nature of research and evaluation criteria might differ significantly?

We envision several key steps for adapting our framework to other scientific domains. First, domain-specific versions of CycleResearcher and CycleReviewer could be trained using papers

and peer reviews from respected journals in each field (e.g., Nature for biology, or top social science journals). In our early research phases, we explored this possibility but found that the

available open-access data was often limited and fragmented across subspecialties. We believe this challenge could be addressed through collaborations with publishers and institutions to

access larger, more cohesive training datasets. Additionally, the evaluation criteria would need to be carefully adapted to match field-specific standards and practices, perhaps through

consultation with domain experts. While significant challenges remain, including the need for human intervention in physical experiments, we believe our framework provides a promising

foundation for cross-domain expansion once these prerequisites are met. We welcome future collaborations with researchers from diverse fields to explore these possibilities. Thank you

again for your suggestions. We have revised the Limitations section and added relevant discussions!

Weakness: Reward Design: The paper highlights the issue of reward definition, where the policy model might exploit loopholes in the reward model to maximize rewards without

genuinely improving the quality of the generated research.

We are deeply grateful for the reviewer's insightful observation regarding potential reward exploitation issues. While our current implementation shows promising results, we fully

acknowledge that reward hacking remains a significant challenge in reinforcement learning systems that aim to generate high-quality research outputs. To address this concern, we

conducted extensive validation through both human expert evaluation and additional experiments using separated reward models. Our human expert evaluation, conducted by experienced

reviewers (averaging 1,110 Google Scholar citations), demonstrated encouraging results in comparison to baseline systems:

Metric CycleResearcher AI Scientist

Overall Score 4.8 3.6

Soundness 2.6 2.2

Presentation 2.8 2.6

Contribution 2.2 1.8
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Comment:

Question: Could you elaborate on specific strategies to mitigate reward hacking and ensure high academic quality? During the rebuttal period, we conducted additional experiments to

further investigate the robustness of our framework.

Specifically, we trained an independent reward model using only the test set portion of Review-5k on Mistral-Large-2, maintaining complete separation from our CycleReviewer model. This

new evaluation framework produced the following results:

Model Version Avg Min Score Avg Max Score Avg Score Accept Rate

Original CycleResearcher-12B 3.52 6.72 5.36 31.07%

With New Reward Model 3.38 6.65 5.29 28.65%

The relatively small performance difference (approximately 0.14 in average score) suggests our framework maintains robust performance even with an independently trained reward model.

However, we fully acknowledge that more work is needed to comprehensively address reward exploitation. We've added detailed discussions of these findings and future directions to the

appendix F.2, and we sincerely thank the reviewer for helping us strengthen this critical aspect of our work.
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Summary:

The paper presents CycleResearcher and CycleReviewer, which is a cohesive system intended to make steps towards automatic scientific discovery. In particular the novelty of the approach lies in the

encapsulation of the entire research pipeline from research to review, in order to better model the entire system of research generation and get better outcomes. The authors contribute two datasets

for research and review, and use these to train the system of researcher and reviewer, and evaluate them using various methods and metrics.

Soundness: 3: good

Presentation: 2: fair

Contribution: 2: fair

Strengths:

Originality: The idea to design both a researcher and a reviewer is novel and interesting.

Quality: The usage of recent preference optimization methods is a nice technical plus. The work contributes datasets to the direction of scientific peer reviewing, which is a resource that is rather

helpful for the field. RL details and how they fit in is nice.

Clarity: Figures are well-designed and artistically pleasing. Appreciate the various different ways that are used to evaluate the methods (qualitative, ablations, etc.)

Significance: The automation of scientific research and reviewing is a very interesting and timely topic. In particular, due to the massive increase in submissions year-to-year, progress towards the

paper's direction is well appreciated.

Weaknesses:

Originality: N/A

Quality: One big issue of the paper is the method in which the authors obtain the "ground truth" review score: "for each submission, we use the average of the other n − 1 reviewers’ scores as an

estimator of the true score." In my opinion (and what feels like a general consensus in the community), it's pretty clear that this isn't the correct approach in determining a ground truth quality of a

paper. Different reviewers have different expertises and opinions, and may disagree substantially based on their backgrounds, but this is a positive quality of peer review rather than a negative one.

Thus, the metric used to judge the "loss" of a review score can be used to train proxies of reviewers, sure, but it does not make sense to then take the trained system and use the same metric to

compare it against actual human reviewers. For instance, if human reviewers vary differently based on their perspectives and CycleReviewer is just doing some "hedge" where most scores are around

the median score for all papers, it might achieve better than human performance on the MAE metric that is used in the evaluation. Furthermore, focusing on the score ignores perhaps the more

important points of paper reviewing, such as being able to highlight errors in the paper or provide advice for making changes that are adopted in future versions. I think the true objective of reviewing

in the paper's cycle paradigm matches these objectives more, although I recognize that they are even harder to quantify. Even so, I think the paper is overclaiming by saying that the lower MAE

suggests that "LLMs can surpass expert-level performance in research evaluation".

And since I don't necessarily agree with the evaluation metric for the reviewer, this casts doubt on the results for the CycleResearcher because the CycleReviewer is reviewing the CycleResearcher. Also,

since CycleResearcher is optimized on CycleReviewer, then saying that CycleResearcher does better on CycleReviewer than humans or AI scientist doesn't mean much. The qualitative study in section

4.3 is helpful to remove some of these doubts though.

Clarity: There are a reasonable amount of typos and grammatical errors in the document. For instance, CycleReviewer is replaced with WhizeReviewer in Section 4.1. The title of section 4.1 should be

"Experiments on Paper Review Generation", etc. The paper would benefit from a pass over to correct grammatical mistakes in general to make it easier to read.

Significance: The claims are very catchy that the system can generate better reviews and papers than humans. However, given the questionable-ness of the metric, I think these are discounted to a

degree.

Questions:

See Weaknesses.

Flag For Ethics Review: No ethics review needed.

Rating: 6: marginally above the acceptance threshold

Confidence: 4: You are confident in your assessment, but not absolutely certain. It is unlikely, but not impossible, that you did not understand some parts of the submission or that you are unfamiliar

with some pieces of related work.

Code Of Conduct: Yes
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Comment:

Your insightful question helps clarify a key challenge in this field. CycleReviewer aims to provide a comprehensive evaluation of each paper, consisting of both scoring and synthesis

components.

1. Regarding the Evaluation of CycleReviewer Against Ground Truth Review Scores:

Since the true score of a paper manuscript is unknown and unobservable, we must use an estimate. For a paper receiving n multiple human review scores {x₁,...,xₙ}, we followed approaches

from other ML community researchers [1] regarding evaluation metrics for reviewer scores and "ground truth" review scores. We divide human review scores into two independent groups

{x₁,...,xₙ₋₁} and {xₙ}, with the AI reviewer's score being ŷ = xₙ₊₁.

Consider y' = 1/(n-1)∑(xᵢ)ᵢ₌₁ⁿ⁻¹, y = xₙ as two independent scores for the same paper, both assumed to be unbiased estimates of the ground truth. We measure y's performance using proxy

MSE and MAE: 𝔼(y' - y)², 𝔼|y' - y|. The conventional MSE and MAE are defined as 𝔼(y' - groundtruth)², 𝔼|y' - groundtruth|.

Both proxy MSE and MAE are upward-biased estimators of their conventional counterparts. The expectation of proxy MSE is expressed as:

𝔼(y'-y)² = 𝔼(ŷ-𝔼(y))² + Var(y) = MSE(ŷ) + Var(y)

Despite this bias, proxy MSE can compare two estimators in expectation: for any two estimators y' and ŷ, their proxy MSE difference satisfies:

𝔼(y'-y)² - 𝔼(ŷ-y)² = MSE(y') + Var(y) - MSE(ŷ) - Var(y) = MSE(y') - MSE(ŷ)

To ensure order doesn't affect results, we randomly rotate the n human reviewer scores to avoid the impact of outlier reviews. This methodology provides a statistically sound framework for

comparing reviewer performance.

While we acknowledge that this proxy-based evaluation has inherent limitations, it provides a principled approach for quantitative assessment of reviewer performance. The upward bias in

our proxy metrics (MSE(ŷ) + Var(y)) actually makes our evaluation more conservative - if a model demonstrates improved performance under these stricter conditions, it suggests genuine

advantages in review capability. Furthermore, since the bias term Var(y) cancels out when comparing different estimators (MSE(y') - MSE(ŷ)), our framework enables fair and meaningful

comparisons between different review systems while accounting for the inherent subjectivity in peer review. The strong correlation between our proxy metrics and actual acceptance

decisions further validates this approach's practical utility in evaluating automated review systems.

Model Decision Accuracy ↑ Macro F1 ↑

GPT-4o-mini 53.06% 34.72
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Figure 9: The Real-world review comment for CycleResearcher

Add: Public Comment

The paper explores the use of open-source large language models to automate the entire research process, from literature review and manuscript preparation to peer review and revision. The

proposed framework includes CycleResearcher, which performs research tasks, and CycleReviewer, which simulates the peer review process. The study demonstrates that CycleReviewer can

outperform human reviewers in predicting paper scores, and CycleResearcher can generate papers of quality close to human-written preprints. The models are trained using two new datasets,

Review-5k and Research-8k, which capture the complexities of peer review and research paper generation. The results indicate that this approach can significantly enhance the efficiency and quality of

scientific research, while also providing ethical safeguards to prevent misuse.

Soundness: 2: fair

Presentation: 3: good

Contribution: 2: fair

Strengths:

The introduction of CycleResearcher and CycleReviewer models to automate the entire research process, including literature review, manuscript preparation, peer review, and revision, is highly

innovative. This framework mimics the real-world research cycle, enhancing the efficiency and consistency of scientific inquiry. Performance Improvement: The CycleReviewer model demonstrates a

significant improvement in predicting paper scores, outperforming human reviewers by 26.89% in mean absolute error (MAE). This indicates that the model can provide more accurate and consistent

evaluations than individual human reviewers. Quality of Generated Papers: The CycleResearcher model generates papers with an average quality close to human-written preprints, achieving an

acceptance rate of 31.07%. This shows that the model can produce high-quality research outputs that are competitive with human-generated content. Large-Scale Datasets: The development of the

Review-5k and Research-8k datasets, which capture the complexities of peer review and research paper generation, provides valuable resources for training and evaluating models in academic paper

generation and review.

Weaknesses:

Generalizability Across Domains: The models are primarily designed for machine learning-related research, and their generalizability to other scientific fields remains unexplored. This limitation

suggests that the framework might not perform as well in domains outside of machine learning. Reward Design: The paper highlights the issue of reward definition, where the policy model might

exploit loopholes in the reward model to maximize rewards without genuinely improving the quality of the generated research. This behavior could undermine the long-term goal of producing high-

quality research outputs. Complexity of Implementation: Implementing the framework requires significant computational resources and expertise in reinforcement learning and LLMs. This complexity

might be a barrier for widespread adoption, especially for smaller research teams or institutions with limited resources.

Questions:

The framework is primarily designed for machine learning-related research. How do you envision adapting CycleResearcher and CycleReviewer to other scientific fields, such as biology or social

sciences, where the nature of research and evaluation criteria might differ significantly? The paper mentions the potential issue of reward hacking, where the policy model might exploit loopholes in

the reward model. Could you elaborate on the specific strategies you are considering to mitigate this issue and ensure that the generated research outputs maintain high academic rigor and novelty?

Flag For Ethics Review: No ethics review needed.

Rating: 6: marginally above the acceptance threshold

Confidence: 3: You are fairly confident in your assessment. It is possible that you did not understand some parts of the submission or that you are unfamiliar with some pieces of related work.

Math/other details were not carefully checked.

Code Of Conduct: Yes
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id=~Yixuan_Weng1), +3 more (/group/info?id=ICLR.cc/2025/Conference/Submission489/Authors))
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Comment:

Weakness: Generalizability Across Domains: The models are primarily designed for machine learning-related research, and their generalizability to other scientific fields remains

unexplored. This limitation suggests that the framework might not perform as well in domains outside of machine learning.

We appreciate the reviewer's observation about our framework's current domain specificity. Indeed, we acknowledge that our present implementation focuses primarily on machine

learning research, and the generalizability across different scientific domains remains to be thoroughly validated. This is an important limitation of our current work that deserves careful

consideration and future investigation. Our reinforcement learning optimization framework is designed to be domain-agnostic in its core architecture. The iterative preference optimization

mechanism we developed focuses on universal academic qualities such as methodological soundness, clarity of presentation, and significance of contribution, rather than domain-specific

content. We chose machine learning as our initial domain primarily because it offers abundant high-quality training data through open-access papers and peer reviews, and uniquely allows

for potential automation of experimental processes through code generation and results analysis.

Question: The framework is primarily designed for machine learning-related research. How do you envision adapting CycleResearcher and CycleReviewer to other scientific fields, such

as biology or social sciences, where the nature of research and evaluation criteria might differ significantly?

We envision several key steps for adapting our framework to other scientific domains. First, domain-specific versions of CycleResearcher and CycleReviewer could be trained using papers

and peer reviews from respected journals in each field (e.g., Nature for biology, or top social science journals). In our early research phases, we explored this possibility but found that the

available open-access data was often limited and fragmented across subspecialties. We believe this challenge could be addressed through collaborations with publishers and institutions to

access larger, more cohesive training datasets. Additionally, the evaluation criteria would need to be carefully adapted to match field-specific standards and practices, perhaps through

consultation with domain experts. While significant challenges remain, including the need for human intervention in physical experiments, we believe our framework provides a promising

foundation for cross-domain expansion once these prerequisites are met. We welcome future collaborations with researchers from diverse fields to explore these possibilities. Thank you

again for your suggestions. We have revised the Limitations section and added relevant discussions!

Weakness: Reward Design: The paper highlights the issue of reward definition, where the policy model might exploit loopholes in the reward model to maximize rewards without

genuinely improving the quality of the generated research.

We are deeply grateful for the reviewer's insightful observation regarding potential reward exploitation issues. While our current implementation shows promising results, we fully

acknowledge that reward hacking remains a significant challenge in reinforcement learning systems that aim to generate high-quality research outputs. To address this concern, we

conducted extensive validation through both human expert evaluation and additional experiments using separated reward models. Our human expert evaluation, conducted by experienced

reviewers (averaging 1,110 Google Scholar citations), demonstrated encouraging results in comparison to baseline systems:

Metric CycleResearcher AI Scientist

Overall Score 4.8 3.6

Soundness 2.6 2.2

Presentation 2.8 2.6

Contribution 2.2 1.8
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Comment:

Question: Could you elaborate on specific strategies to mitigate reward hacking and ensure high academic quality? During the rebuttal period, we conducted additional experiments to

further investigate the robustness of our framework.

Specifically, we trained an independent reward model using only the test set portion of Review-5k on Mistral-Large-2, maintaining complete separation from our CycleReviewer model. This

new evaluation framework produced the following results:

Model Version Avg Min Score Avg Max Score Avg Score Accept Rate

Original CycleResearcher-12B 3.52 6.72 5.36 31.07%

With New Reward Model 3.38 6.65 5.29 28.65%

The relatively small performance difference (approximately 0.14 in average score) suggests our framework maintains robust performance even with an independently trained reward model.

However, we fully acknowledge that more work is needed to comprehensively address reward exploitation. We've added detailed discussions of these findings and future directions to the

appendix F.2, and we sincerely thank the reviewer for helping us strengthen this critical aspect of our work.
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Summary:

The paper presents CycleResearcher and CycleReviewer, which is a cohesive system intended to make steps towards automatic scientific discovery. In particular the novelty of the approach lies in the

encapsulation of the entire research pipeline from research to review, in order to better model the entire system of research generation and get better outcomes. The authors contribute two datasets

for research and review, and use these to train the system of researcher and reviewer, and evaluate them using various methods and metrics.

Soundness: 3: good

Presentation: 2: fair

Contribution: 2: fair

Strengths:

Originality: The idea to design both a researcher and a reviewer is novel and interesting.

Quality: The usage of recent preference optimization methods is a nice technical plus. The work contributes datasets to the direction of scientific peer reviewing, which is a resource that is rather

helpful for the field. RL details and how they fit in is nice.

Clarity: Figures are well-designed and artistically pleasing. Appreciate the various different ways that are used to evaluate the methods (qualitative, ablations, etc.)

Significance: The automation of scientific research and reviewing is a very interesting and timely topic. In particular, due to the massive increase in submissions year-to-year, progress towards the

paper's direction is well appreciated.

Weaknesses:

Originality: N/A

Quality: One big issue of the paper is the method in which the authors obtain the "ground truth" review score: "for each submission, we use the average of the other n − 1 reviewers’ scores as an

estimator of the true score." In my opinion (and what feels like a general consensus in the community), it's pretty clear that this isn't the correct approach in determining a ground truth quality of a

paper. Different reviewers have different expertises and opinions, and may disagree substantially based on their backgrounds, but this is a positive quality of peer review rather than a negative one.

Thus, the metric used to judge the "loss" of a review score can be used to train proxies of reviewers, sure, but it does not make sense to then take the trained system and use the same metric to

compare it against actual human reviewers. For instance, if human reviewers vary differently based on their perspectives and CycleReviewer is just doing some "hedge" where most scores are around

the median score for all papers, it might achieve better than human performance on the MAE metric that is used in the evaluation. Furthermore, focusing on the score ignores perhaps the more

important points of paper reviewing, such as being able to highlight errors in the paper or provide advice for making changes that are adopted in future versions. I think the true objective of reviewing

in the paper's cycle paradigm matches these objectives more, although I recognize that they are even harder to quantify. Even so, I think the paper is overclaiming by saying that the lower MAE

suggests that "LLMs can surpass expert-level performance in research evaluation".

And since I don't necessarily agree with the evaluation metric for the reviewer, this casts doubt on the results for the CycleResearcher because the CycleReviewer is reviewing the CycleResearcher. Also,

since CycleResearcher is optimized on CycleReviewer, then saying that CycleResearcher does better on CycleReviewer than humans or AI scientist doesn't mean much. The qualitative study in section

4.3 is helpful to remove some of these doubts though.

Clarity: There are a reasonable amount of typos and grammatical errors in the document. For instance, CycleReviewer is replaced with WhizeReviewer in Section 4.1. The title of section 4.1 should be

"Experiments on Paper Review Generation", etc. The paper would benefit from a pass over to correct grammatical mistakes in general to make it easier to read.

Significance: The claims are very catchy that the system can generate better reviews and papers than humans. However, given the questionable-ness of the metric, I think these are discounted to a

degree.

Questions:

See Weaknesses.

Flag For Ethics Review: No ethics review needed.

Rating: 6: marginally above the acceptance threshold

Confidence: 4: You are confident in your assessment, but not absolutely certain. It is unlikely, but not impossible, that you did not understand some parts of the submission or that you are unfamiliar

with some pieces of related work.

Code Of Conduct: Yes
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Figure 10: The Real-world review comment for CycleResearcher
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Model Decision Accuracy ↑ Macro F1 ↑

GLM-4 49.49% 33.10

DeepSpeak-2.5 45.11% 39.98

Gemini-1.5-pro 50.98% 50.75

Claude-3.5-Sonnet 48.05% 32.44

GPT-4o 52.58% 34.51

CycleReviewer (123B) 74.24% 73.99

[1] Su B, Zhang J, Collina N, et al. Analysis of the ICML 2023 Ranking Data: Can Authors' Opinions of Their Own Papers Assist Peer Review in Machine Learning?[J]. arXiv preprint

arXiv:2408.13430, 2024.
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Comment:

2. Practical Example and Real-world Implications:

Different reviewers may score papers differently based on their perspectives and preferences, which can lead to significant score variations. Consider a borderline paper: one group might

score it {5,5,6,6}, while another scores it {1,1,10,10}. The latter clearly shows abnormal deviation, with average MAEs of 0.66 and 4.5 respectively.

As noted in ICLR 2025's AC guidelines: "While scores aren't the perfect measure of borderline-ness, they are a good proxy to catch most borderline papers among thousands of

submissions." Such {1,1,10,10} cases often require emergency reviewers (increasing n+1) to approach the true score. This aligns with common practice in major conferences where

additional reviews are sought for papers with high score variance.

Furthermore, individual expertise varies across research areas. Reviews from those less familiar with a paper's topic may be less reliable (hence the "Confidence" rating

requirement) and show greater deviation from true scores. This human factor introduces unavoidable variance in the review process.

3. Model Performance and Distribution Analysis:

Our analysis in Appendices C.1 and Figures 4-5 demonstrates that CycleReviewer's score distribution closely matches human patterns across lowest, highest, and average scores. This is

crucial evidence that our model isn't simply regressing to the median, but rather providing nuanced evaluations similar to human reviewers. Notable performance metrics include:

93.65% accuracy in predicting rejection for papers when CycleReviewer output scored ≤4.5 (7.55% of all test-set papers)

93.94% accuracy in predicting acceptance for papers when CycleReviewer output scored ≥7 (7.94% of all test-set papers)

0.5126: Spearman correlation coefficient between the average scores output by CycleReviewer and human average scores.

0.4751: Spearman correlation coefficient between the min scores output by CycleReviewer and human min scores.

0.4150: Spearman correlation coefficient between the max scores output by CycleReviewer and human max scores.
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Comment:

4. Comprehensive Evaluation and Practical Applications:

CycleReviewer simulates the entire review environment, CycleReviewer is not just a scoring mechanism but a language model that implements a detailed review process, simulating the

complete peer review environment from the lowest-scoring to the highest-scoring reviewers. Each simulated reviewer provides comprehensive feedback, including strengths, weaknesses,

and even identification of grammatical errors. The model can highlight specific issues in papers and offer detailed suggestions for improvements.

While this open-ended generation capability is challenging to evaluate quantitatively, we prioritize the accuracy of the numerical scores it provides. The ability to generate scores with low

bias is particularly crucial for our reinforcement learning phase, where CycleReviewer serves as the reward model. This is because the preference learning process treats reward feedback as

a ranking task, aiming to identify and reward the highest-scoring papers among a set of submissions with identical input conditions. Therefore, a model that can accurately predict scores

closer to true paper quality becomes invaluable for effective training.

We've enhanced our guidelines in the appendix for responsible deployment:

Using CycleReviewer for pre-submission improvement

Leveraging score deviations to optimize emergency reviewer allocation

Reducing community review burden through preliminary screening

Integrating automated and human review processes effectively

5. Future Implications and Community Impact:

While we acknowledge that no automated system can perfectly replicate human judgment, our results suggest that CycleReviewer can serve as a valuable tool to:

Reduce reviewer burden by providing initial quality assessments

Identify borderline cases requiring additional human attention

Standardize evaluation criteria across large submission pools

Support human reviewers with structured, consistent feedback

6. Clarity

Thank you very much for your kind reminder. We have revised Section 4.1 and corrected some grammatical errors in the introduction and other sections, highlighting them in blue font!

We sincerely hope our released models and resources will reduce community burden and advance automated scientific discovery. We appreciate your reconsideration of our paper

based on these clarifications and welcome further dialogue on improving our evaluation methodology.
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Comment:

Dear Reviewer CzSX,

As the discussion period is coming to an end soon, we wanted to check if you have had a chance to review our responses. Please let us know if your questions have been adequately

addressed - we are happy to provide any additional clarification needed. Thank you for your time!

Best Regards,

Authors of "CycleResearcher: Improving Automated Research via Automated Review"

Thank you for your rebuttal
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Comment:

Thanks to the authors for their careful rebuttal and comprehensive response.

While the metric of taking the average scores of other reviewers is still somewhat concerning to me, I think that the authors have thought carefully about this metric selection and have

justified it through their response. This, in combination with the reduced claims of the paper (no longer making the claims that it outperforms existing reviewers) makes the claims more

sound and reasonable. In addition, the improvement over other projects such as AI Researcher justifies the paper's contribution.

Small note: I would appreciate a similar scaling down in claims in the conclusion. It currently states "with CycleReviewer surpassing human experts in scoring consistency."

The additional evidence the authors provide showing how the model is outputting a distribution of scores (while still closer to the mean in figure 5) is also compelling for how the model is

not simply fitting to the mean/median.

Small note: Figure 6 in the Appendix has "WhizResearch" instead of "CycleResearcher". Also, please fix the capitalizations of the paper titles in your references.

I also appreciate the increased ethics discussion, usage guidelines, and the comprehensive licensing and monitoring system. I sincerely hope that this will be well-implemented and

maintained, as the proliferation of low-quality research content is a very scary outcome for all of academia.

All in all, I am happy to increase my score in good faith that the authors will retain the current more accurate versions of their claims, and also hope that the authors take careful

responsibility of the societal outcomes of their work.

Best, Reviewer CzSX
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Comment:

We sincerely thank you for your detailed feedback and thoughtful suggestions throughout the discussion phase. Your comments have been invaluable in improving our work.

We will carefully address all the issues you identified, including correcting the project name in Figure 6 from 'WhizResearch' to 'CycleResearcher', fixing the capitalizations in references, and

most importantly, refining the claims in our conclusion section to maintain consistency with our revised, more measured stance throughout the paper. We appreciate your attention to these

details that help ensure the accuracy and professionalism of our work.

Furthermore, we fully agree with your emphasis on responsible system maintenance and ethical considerations. We deeply understand that ethical considerations are essential for the ML

community and must be approached with utmost care. We commit to maintaining a careful and responsible attitude - advancing AI development while being mindful of potential societal

impacts. To this end, we have already begun implementing comprehensive measures, including: revising distribution protocols for code, models and data; establishing detailed usage

guidelines; and developing dedicated platforms for application monitoring and public information sharing. These initiatives are currently in progress, and we plan to make them publicly

accessible at an appropriate time.

In conclusion, we sincerely thank all reviewers and express our highest respect for your insights that have significantly enhanced both the technical content and ethical considerations of our

work.

Best Regards,

Authors of “CycleResearcher: Improving Automated Research via Automated Review”

Official Review of Submission489 by Reviewer GAvj
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Summary:

The paper introduces an iterative training framework for automatic generation and review of research papers using open-source LLMs. The core of their approach consists of two main components:

1. CycleResearcher: A policy model that generates the paper, prompted by abstracts of related work.

2. CycleReviewer: A reward model that writes several peer reviews and returns scores according to ICLR criteria.

The authors initialize these models by supervised fine-tuning on scraped conference papers and ICLR reviews. They then improve the CycleResearcher using reinforcement learning (specifically

iterative Simple Preference Optimization, SimPO), using CycleReviewer as a reward model.

The paper claims three main contributions:

1. Development of an iterative reinforcement learning framework that mirrors the real-world research-review-revision cycle.

2. Creation of two new datasets: Review-5k. Research-8k

3. Empirical results showing:

CycleReviewer produces scores that are closer to averages of multiple human reviewers than scores by individual human reviewers

CycleResearcher-12B achieved paper quality scores surpassing preprint level and approaching accepted paper level

The paper implements some ethical safeguards: they train a model to detect papers generated by LLMs they publish; they promise to implement a licensing agreement such that downloading model

weights requires sharing institutional affiliations and agreeing not to use models for official peer reviews or submissions without disclosure.

Soundness: 2: fair

Presentation: 2: fair

Contribution: 2: fair

Strengths:

Training LLMs with reinforcement learning on parts of the AI research process is a novel and significant contribution.

The paper includes numerous experiments and ablations. The overall methodology is sound (with exceptions, see weaknesses).

The authors achieve strong results on the metrics they choose. It is somewhat impressive that their system achieved an acceptance rate of 31.07%, similar to ICLR 2024's acceptance rate.

Authors use open-source models with a large range of scale (from 12B to 123B).

Weaknesses:

The writing is overclaiming the extent to which the paper covers the full research process. Authors write that the paper “explores performing the full cycle of automated research and review”,

however the paper omits crucial part of the process: actually running experiments. Instead, the authors train models to write complete papers purely from abstracts of past work, with completely

hallucinated experiment design and results.

I do not think that the task authors train models for — hallucinating experiment results and writing papers for them — is well motivated. Using models for this purpose will not contribute real

knowledge to the scientific field. I think this is dual use technology, if not a completely malicious one. I could imagine the paper could be reframed to center on demonstrating this imminent

failure of the reviewing system and raising an alarm, allowing the scientific community to adapt. In current form, the paper is probably net-negative.

Automated evaluation of papers produced by CycleResearcher is hard to trust, since CycleResearcher was trained with RL against the same reward model as used at test-time. Reward model

overoptimization (Gao et al, 2022 - https://arxiv.org/abs/2210.10760 (https://arxiv.org/abs/2210.10760)) should be the expected result of RL, however the authors do not run any experiments to

investigate to which extent their evaluation is influenced by this. For example, the authors could train a held-out reward model on a held-out dataset of reviews and then evaluate CycleResearcher

on both the reward model used for RL training and this new held-out reward model.

The claim that CycleResearcher surpasses the quality of preprint papers and approaches quality of accepted papers is not well supported, due to the concerns about reward model

overoptimization mentioned above. Human reviewers rate CycleResearcher’s papers significantly lower (4.8) than the automated reviewer made by the authors (5.36). The authors could have

reported the actual historical average score of ICLR2024 accepted papers.

I have a number of concerns about the human evaluation procedure.

When the authors evaluate their CycleResearcher with the AI Scientist, they seem to only use rejection sampling (best of N) for CycleResearcher. This is not a fair comparison.

Overall, human evaluation is conducted on a small scale (10 papers total, three human reviewers, 2 methods: this paper and baseline)

I do not think 30min per review (including reading, writing comments & providing scores) is enough!

I think it’s misleading to use the term “revision” for parameters updates of the policy model (Figure 2). The paper refers to this revision as part of the full research process (“Research-Rebuttal-

Revision”) but this does not actually involve revision of papers based on reviews.

Questions:

1. What exactly are the prompts, based on which CycleResearcher generates papers during evaluations?

2. Why do smaller CycleResearcher models get better scores in the evaluation?

3. How many samples in automated evaluation?

4. Please include the average real score of accepted papers given by human ICLR2024 reviewers.

5. How do you compute the acceptance rates, e.g. one mentioned in line 128?

6. For human evaluation:

1. Please report the N used in best-of-N / rejection sampling.

2. Please clarify whether each paper is evaluated by one or several humans.

3. How are the human experts chosen?

4. What do you mean by saying “excluding formatting considerations” in the assessment, and why is it omitted?

Flag For Ethics Review: Yes, Potentially harmful insights, methodologies and applications

Details Of Ethics Concerns:

I do not think that the task authors train models for — hallucinating experiment results and writing papers for them — is well motivated. Using models for this purpose will not contribute real

knowledge to the scientific field. I think this is dual use technology, if not a completely malicious one. I could imagine the paper could be reframed to center on demonstrating this imminent failure of

the reviewing system and raising an alarm, allowing the scientific community to adapt. In current form, the paper is probably net-negative. I think the results from this paper should be known to the

broad public, but not in the current framing.

Rating: 6: marginally above the acceptance threshold

Confidence: 4: You are confident in your assessment, but not absolutely certain. It is unlikely, but not impossible, that you did not understand some parts of the submission or that you are unfamiliar

with some pieces of related work.

Code Of Conduct: Yes
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Comment:

The writing is overclaiming the extent to which the paper covers the full research process. Authors write that the paper “explores performing the full cycle of automated research and

review”, however the paper omits crucial part of the process: actually running experiments. Instead, the authors train models to write complete papers purely from abstracts of past

work, with completely hallucinated experiment design and results.

I do not think that the task authors train models for — hallucinating experiment results and writing papers for them — is well motivated. Using models for this purpose will not

contribute real knowledge to the scientific field. I think this is dual use technology, if not a completely malicious one. I could imagine the paper could be reframed to center on

demonstrating this imminent failure of the reviewing system and raising an alarm, allowing the scientific community to adapt. In current form, the paper is probably net-negative.

We deeply appreciate your critical feedback regarding the scope and ethical implications of our work. Let me address your concerns comprehensively:

First, we acknowledge your feedback about overclaiming and have revised our abstract and introduction to more precisely reflect our work's scope. Our vision is to develop an AI research

assistant that can read literature extensively, formulate scientific hypotheses, design validation experiments, and generate research papers based on actual experimental results. During the

rebuttal period, we've made new progress by implementing a complete automated scientific discovery pipeline. In our updated Appendix G, we demonstrate how CycleResearcher designs

experiments that are then executed by GPT-o1-preview, generating concrete code and logs. The results are real and verifiable - we've included the full codebase, experiment logs, and

detailed tutorials in our supplementary materials.
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Figure 11: The Real-world review comment for CycleResearcher
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CycleReviewer simulates a complete review process with multiple reviewers discussing strengths/weaknesses, followed by an AC's final decision (Accept/Reject).

Q5: Human evaluation details?

Rejection sampling: N=100

All three experts reviewed all papers

Experts (avg 1100 citations) were invited via email for blind review

"Excluding formatting" means ignoring layout issues (table/figure sizing) to avoid bias from technical formatting limitations

We sincerely appreciate your detailed feedback and have made substantial revisions during the rebuttal period. Most significantly, we have implemented a complete automated scientific

discovery pipeline with real experimental capabilities, as demonstrated in our new Appendix G. The system now generates and executes verifiable experiments through GPT-o1-preview, with

full codebase and logs included in our supplementary materials. We've also addressed your concerns about reward exploitation through additional independent evaluation experiments,

provided more comprehensive comparison data with ICLR standards, clarified our sampling methodology, and revised terminology throughout the paper for better accuracy (e.g., using

"refinement" instead of "revision"). Given these clarifications and improvements, particularly regarding the integration of real experimental implementations, we hope these

updates provide helpful context for understanding our work's scope and contributions.
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Comment:

Dear Reviewer GAvj,

As the discussion period is coming to an end soon, we wanted to check if you have had a chance to review our responses. Please let us know if your questions have been adequately

addressed - we are happy to provide any additional clarification needed. Thank you for your time!

Best Regards,

Authors of "CycleResearcher: Improving Automated Research via Automated Review"
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Comment:

Thanks, I've raised my score.

 Replying to Official Comment by Reviewer GAvj

Thank you for your recognition!
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Comment:

On behalf of all authors, I would like to express our profound gratitude for your and all reviewers' detailed review and thoughtful suggestions!

Your professional reviews and insightful suggestions have enhanced the CycleResearcher project comprehensively. Each reviewer has demonstrated admirable academic rigor and forward-

thinking, guiding us toward multiple key improvements: from manuscript refinement and experimental optimization to clarity of conclusions and ethical impact considerations. Every

comment has helped further improve the CycleResearcher project!

Thank you again for your valuable contributions to academic development! We will continue to maintain a rigorous and responsible attitude as we work to advance this field.

Best Regards,

Authors of "CycleResearcher: Improving Automated Research via Automated Review"
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Summary:

The authors introduce two core components: CycleResearcher, a policy model that autonomously performs research tasks, and CycleReviewer, a reward model that simulates the peer review process.

Experimental results suggest that CycleReviewer can outperform individual human reviewers in scoring consistency, and CycleResearcher shows promise in generating research papers that approach

the quality of human-written preprints.

Soundness: 3: good

Presentation: 4: excellent

Contribution: 3: good

Strengths:

Valuable Datasets: The introduction of the Review-5k and Research-8k datasets could be highly beneficial to the research community. These datasets provide resources for training and evaluating

models in academic paper generation and review, potentially fostering further advancements in automated research tools.

Innovative Use of Preference Data: Utilizing preference data to iteratively train the CycleResearcher model is an interesting approach. This method allows the model to improve over multiple

iterations, aligning more closely with human standards through reinforcement learning.

Ethical Safeguards: The inclusion of a detection model to identify AI-generated papers addresses ethical concerns related to the misuse of automated research tools. By implementing such

safeguards, the authors demonstrate a commitment to responsible AI deployment.

Automation of the Research Lifecycle: The paper attempts to automate the full research cycle, from idea generation to peer review and revision. This holistic approach is ambitious and, if successful,

could significantly impact the efficiency of scientific research.

Weaknesses:

Quality of Generated Papers: Upon examining the samples provided in the Appendix (Sections E.1 and E.2), it is evident that the generated papers contain hallucinations and inaccuracies. For

instance, in the generated abstracts, there are claims of outperforming state-of-the-art methods without substantial evidence or appropriate citations. This raises concerns about the reliability of the

CycleResearcher model in producing high-quality, factual research papers.

Counterintuitive Results with Model Scaling: In Table 3 (Section 4.2), the CycleResearcher-12B model achieves a higher acceptance rate than the larger 72B and 123B models. This is

counterintuitive, as larger models typically perform better due to increased capacity. The paper does not provide sufficient analysis or explanations for this phenomenon, leaving readers questioning

the scalability and efficacy of the approach.

Insufficient Ethical Considerations: While the authors mention the implementation of a detection tool for AI-generated papers, the paper lacks a deep exploration of the ethical implications of

automating research. Issues such as accountability, potential misuse, and the impact on the scientific community are not thoroughly addressed. A dedicated discussion in the Ethics Considerations

section would strengthen the paper.

Questions:

Explanation for Performance of Smaller Models: In Table 3, why does the CycleResearcher-12B model receive the highest acceptance rate compared to the 72B and 123B models? This result is

unexpected given that larger models generally have better performance. Could the authors provide an analysis of this outcome, possibly including case studies or error analysis to understand the

limitations of larger models in this context?

Evaluation Stability of CycleReviewer: What is the temperature setting used for the CycleReviewer during evaluation? Additionally, have the authors experimented with running the CycleReviewer

multiple times to assess the variability or deviation in the review scores and feedback? Understanding the stability and consistency of the CycleReviewer is important for gauging its reliability in the

automated review process.

Addressing Hallucinations in Generated Papers: Given the observed hallucinations and inaccuracies in the sample generated papers (Appendix E), what strategies do the authors propose to

mitigate these issues? Are there mechanisms in place to fact-check or verify the content produced by the CycleResearcher before it is submitted for automated review?

Flag For Ethics Review: Yes, Discrimination / bias / fairness concerns, Yes, Privacy, security and safety

Details Of Ethics Concerns:

Accountability and Authorship: If AI systems generate research papers, questions arise regarding authorship and accountability for the content. It's essential to clarify who is responsible for the

work produced and how credit should be assigned.

Quality and Integrity of Research: The presence of hallucinations and factual inaccuracies in AI-generated papers could undermine the integrity of scientific literature. There is a risk of

disseminating false information, which could have downstream effects if other researchers build upon flawed results.

Misuse of Technology: The tools developed could be misused to generate large volumes of low-quality or misleading research, potentially cluttering academic discourse and making it harder to

identify valuable contributions.

Impact on the Research Community: Automation might affect the roles of researchers, peer reviewers, and the collaborative nature of scientific inquiry. There is a need to consider how these

technologies will coexist with human efforts and what support structures are necessary to ensure they augment rather than hinder scientific progress.

Rating: 8: accept, good paper

Confidence: 5: You are absolutely certain about your assessment. You are very familiar with the related work and checked the math/other details carefully.

Code Of Conduct: Yes
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Comment:

Quality of Generated Papers: Upon examining the samples provided in the Appendix (Sections E.1 and E.2), it is evident that the generated papers contain hallucinations and

inaccuracies. For instance, in the generated abstracts, there are claims of outperforming state-of-the-art methods without substantial evidence or appropriate citations. This raises

concerns about the reliability of the CycleResearcher model in producing high-quality, factual research papers.

We sincerely appreciate your insightful feedback and are excited to clarify the sophisticated architecture of our research automation system. The CycleResearcher model serves as the

intellectual cornerstone of our framework, functioning as a high-level research strategist that excels in comprehensive literature review, hypothesis generation, experimental design, and

research planning. This approach mirrors the natural division of labor in academic research, where different specialists contribute their unique expertise to the collective scientific endeavor.

During the rebuttal period, we've implemented a comprehensive end-to-end research pipeline that demonstrates the full potential of our framework. We've updated our appendix with

new papers featuring complete experimental implementations, requiring approximately 20$ and 6 A100-GPU hours for computation. To promote transparency and community

advancement, we've submitted supplementary materials including our framework's codebase and detailed experiment logs. All code will be distributed under the MIT license, ensuring

broad accessibility and reusability. This enhancement represents a significant step forward in automated scientific discovery, combining CycleResearcher's strategic capabilities with robust

experimental validation. The results showcase not only the theoretical soundness of our approach but also its practical feasibility in conducting meaningful research autonomously.

Counterintuitive Results with Model Scaling: In Table 3 (Section 4.2), the CycleResearcher-12B model achieves a higher acceptance rate than the larger 72B and 123B models. This is

counterintuitive, as larger models typically perform better due to increased capacity. The paper does not provide sufficient analysis or explanations for this phenomenon, leaving

readers questioning the scalability and efficacy of the approach.
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Figure 12: The Real-world review comment for CycleResearcher
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