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Abstract

With the increase in misinformation across dig-
ital platforms, incongruent news detection is
becoming an important research problem. Ear-
lier, researchers have exploited various feature
engineering approaches and deep learning mod-
els with embedding to capture incongruity be-
tween news headlines and the body. Recent
studies have also shown the advantages of cap-
turing structural properties of the body using
hierarchical encoding. Hierarchical encoding
decomposes the body of a news article into
smaller segments such as sentences or para-
graphs. However, the existing hierarchical
methods have not considered two important
aspects; (i) deeper hierarchical level, and (ii)
importance of different paragraphs in gener-
ating document encoding. Motivated by this,
in this paper, we propose a Gated Recursive
And Sequential Deep Hierarchical Encoding
(GRASHE) method for detecting incongruent
news articles by extends hierarchical encoding
upto word level and incorporating incongru-
ently weight of each paragraph. Experimental
results show that the proposed models outper-
form the bag-of-word features, sequential and
hierarchical encoding-based counterparts. We
also perform various ablation analysis to sup-
port the proposed models.

1 Introduction

Detecting incongruity between news headline and
its body has evolved as an important research prob-
lem in recent times to handle early detection of
misinformation in electronic media (Ecker et al.,
2014)(Chesney et al., 2017). A news article is
considered to be incongruent if its headline does
not represent its body due to fabricated, manipu-
lated, false connection! or wrong context?. People
mostly read news headlines only, instead of the full

"When the caption of the image does not align with its
image or headline does not support its content.
?Legitimate information is presented in the wrong context.

story (Gabielkov et al., 2016). The impressions cre-
ated by news headline to readers are persistent and
significantly contribute to becoming a news story
viral in social media platform (Dos Rieis et al.,
2015). As a result, detecting incongruent news
headlines is becoming an important task to fight
misinformation in electronic media.

Though initial study on incongruity detection
in news article can be credited to Fake News
Challenge (FNC-1) (Pomerleau and Rao,
2017), the importance of the problem can be traced
back to the year 2007 (Andrew, 2007). In the recent
times, researchers have exploited various methods
for detecting incongruent news articles such as sim-
ple n-gram features-based models (Riedel et al.,
2017) (Hanselowski et al., 2017), summarization-
based models (Mishra et al., 2020) (Septlveda-
Torres et al., 2021), and hierarchical encoding-
based models (Yoon et al., 2021) (Yoon et al.,
2019). While incongruent news articles with dis-
tinctive features between its headline and body are
easy to identify, detecting a systematically created
incongruent news article is a non-trivial task.

From the FNC-1 challenge (Pomerleau and
Rao, 2017), it is observed that incorporating
features extracted from diverged perspective helps
in detecting incongruent news articles better.
A classic example is XGBoost, the winner of
the challenge, which considers various types of
features such as n-grams, latent features, sentiment,
etc., is still one of the top-performing systems
even today. However, as observed in (Hanselowski
et al., 2018), the models with bag-of-words
features often fail to capture information like
complex negations, deep semantic relationships,
and propositional contents which are important
for incongruity detection. To capture deeper
contextual and sequential semantic relationship
between texts, studies in (Hanselowski et al.,
2017) (Conforti et al., 2018) (Borges et al., 2019)
combine embeddings obtained from sequential



models (like LSTM) and the explicit features like
n-grams. While the above studies define an article
as a sequence of texts, studies in (Yoon et al.,
2019) (Yoon et al., 2021) have defined an article
as a hierarchical structure, i.e., body as collection
of paragraphs, and paragraph as collection of
sentences. Though the above hierarchical encoding
methods provide promising results as compared to
their sequential and bag-of-word counterparts (also
observed in this paper), these methods have not
considered two important aspects; (i) the hierarchy
has considered only upto paragraph level, not till
word level, and (ii) weights of different paragraphs
in generating document encoding. As observed
in (Li et al., 2015), extending the hierarchical
structure till lower level helps in various text
representation tasks such as semantic relatedness
of sentence pairs, sentiment classification and
natural language interface task etc. Therefore,
extending hierarchical structure till the word
level may also help in detecting incongruent
news articles. Further, for an incongruent news
article, the contributing texts may occupy a small
part of the entire text. In such a scenario, the
congruent part of the body will dominate the
incongruent part. Therefore, it is also important to
incorporate the ability of a constituent paragraph
in representing the entire body while generating
the encoding. Motivated by the above observations,
this paper proposes a Gated Recursive
And Sequential Deep Hierarchical
Encoding (GRASHE) method for detecting
incongruent news articles by extends hierarchical
encoding upto word level and incorporating
incongruently weight of each paragraph. From
various experimental observations over three
publicly available datasets, it is observed that the
proposed method outperforms its bag-of-word,
sequential, and hierarchical counterparts.

The key highlights of the contributions are sum-
marised as follows:

1. Propose a Gated Recursive And Sequen-
tial Deep Hierarchical Encoding (GRASHE)
model which captures hierarchical structure
till word level, and also captures the incongru-
ent weight of the paragraphs.

2. Perform ablation studies to understand the im-
portance of considering deeper hierarchy and
incongruently weight of the paragraphs.

3. Investigate the importance of incorporating ex-

plicit features in addition to the hierarchically
embedded features in capturing incongruity.

The rest of paper is organised a follow. Section 2
briefly presents related studies. In section 3, we
describe our proposed models. Sections 4 presents
experimental setup, results, and analysis. The paper
concludes in section 5.

2 Related Work

In literature, studies (Shu et al., 2017) (Kumar and
Shah, 2018) (Zubiaga et al., 2018) (Sharma et al.,
2019) (Zhou and Zafarani, 2020)(Parikh and Atrey,
2018)(D’Ulizia et al., 2021) have briefly reviewed
and analysed work related to misinformation and
disinformation detection. In this study, we have
retrospect work related to incongruent news article
detection only. As noted in the study (Chesney
et al., 2017), incongruity detection is different from
detecting other types of misinformation. Clickbait
attempts to attract the attention of the reader, sev-
eral stylistic and linguistic features are used, such
as forward-referencing, mention of the attractive
word, public figure, personality, and number. In
contrast, though the headline is deceiving or the
news article is incongruent, it does not use any
stylistic and linguistic feature to attract readers at-
tention. Interestingly, the incongruent headline of
the news article does not force clicking some link
and follow-up to find the conclusion.

In the literature, several models have been pro-
posed for the detection of incongruent news arti-
cle. The first fake news challenge (FNC-1) was
organized by (Pomerleau and Rao, 2017) to detect
the body’s stance concerning headlines in news ar-
ticles. The winner system SLOAT in the SWEN
by talo intelligence of FNC-1 proposed an ensem-
ble model which combines tree model and con-
volution neural network. Second winner system
Team Athene (Hanselowski et al., 2017) trained
multi-layer perceptions on Bag of word-based and
domain-dependent features.(Riedel et al., 2017)
forms concatenated feature vector by combining
the term frequency—inverse document frequency
(TF-IDF) vector of headline and body along with
cosine similarity between TF-IDF vector of head-
line and body. Then these concatenated features are
used to train multi-layer perceptron to classify the
relationship between headline and body of news
article. Realising the importance of contextual and
sequential information, (Hanselowski et al., 2018)
combines bag of words and topic modelling-based
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Figure 1: Schematic diagram of the proposed GRASHE model

features with two-layer stack LSTM for classifica-
tion of the fake news article. (Conforti et al., 2018)
adopted inverted pyramid writing style (Scanlan,
2000) of the news article and four-stage pipeline
of rumor verification proposed by (Zubiaga et al.,
2018). The primary motivation behind adopting an
inverted pyramid writing style is to give more atten-
tion to the first few lines of news articles, while en-
coding to find semantic similarities between news
headlines and the body. (Borges et al., 2019) en-
code headline, full-body and first two lines of the
body and then apply semantic matching between
them. Finally, the outcome of semantic matching
between headline, full-body, first two body lines
are combined with domain-dependent features used
in the study 3 to train a fully connected neural net-
work. Study (Saikh et al., 2020) use bidirectional
GRU to encode words in the news article and then
applies word-level attention to highlight the impor-
tant word concerning the target. (Karimi and Tang,
2019) studied the importance of hierarchical struc-
ture for fake news classifications.

Recent study (Yoon et al., 2019) propose Attentive
Hierarchical Dual Encoder (AHDE) and Attentive

3TALOS Fake News Challenge

Hierarchical Dual Encoder Independent Paragraph
(AHDE-IP) method, which utilises structural prop-
erty present in the news article. The authors divide
news articles into separate paragraphs and encode
each separately using a recurrent neural network
(RNN) followed by an attention mechanism to se-
lect the most relevant paragraphs concerning the
headline. Studies (Mishra et al., 2020)(Sepilveda-
Torres et al., 2021) exploited summarization tech-
nique to match semantic similarity between news
headline and body. (Yoon et al., 2021)proposed
graph hierarchical dual encode model learns the
similarity between headlines and every paragraph
to detect incongruent paragraphs and news articles.

3 Proposed Model

As mentioned above, the objective of the paper
is to study the effect of two important aspects of
encoding news articles while detecting incongruity;
(i) effect of deeper hierarchical encoding by
extending the structure upto word level, and (ii)
incorporating the weights of different paragraphs
defining the ability to represent the encoding of
the entire document. Figure 1 shows the schematic
diagram of the proposed Gated Recursive


https://blog.talosintelligence.com/2017/06/talos-fake-news-challenge.html

And Sequential Deep Hierarchical
Encoding (GRASHE) model. It defines the
hierarchical structure as follows. The body B
of a news article is a sequence of n paragraphs,
B = {Py,Pa,---,Pn}. A paragraph P; is a
sequence of m sentences, P; = {S1,S2,- -+ ,Sm}.
A sentence §; is defined recursively by a de-
pendency parse tree S; consisting of | words,
S; = {wi,wa, - ,w;}. The body is encoded
using a gated sequential model over paragraphs.
The paragraphs are encoded using sequential
model over the sentences. The sentences are
encoded using tree based encoding model over
words. Similarly, the headline is also encoded
using tree based model.

Given a sentence S, we apply child-sum Tree
LSTM (proposed in (Tai et al., 2015)) over its de-
pendency parse tree. Usage of tree encoding has
been motivated from the earlier studies that the
tree encodings such as m7TreeLSTM (Tran and
Cheng, 2018), child-sum Tree LSTM (Tai et al.,
2015), tree-transformer (Wang et al., 2019) help
in capturing long distance dependencies between
words. Though ideally any state-of-the art tree
encoding method may be used for encoding a sen-
tence, this study has considered child-sum Tree
LSTM (Tai et al., 2015). The details of the child-
sum Tree implementation is explained in section
A.l.

A sequence of sentences defines a paragraph.
Once encoding of the sentences are obtained, the
encoding of a paragraph can be estimated using
a sequential model such as RNN, GRU, LSTM,
BERT etc. We consider LSTM in this paper. If s;;
denotes the encoding of a sentence S; in a para-
graph P;, the encoding p; of the paragraph P; is
obtained from the sequence of sentences encoding
in the paragraph using a LSTM model (i.e., hidden
state of the last input to LSTM), as follows.

pi = LSTM(SH,S@‘Q, e Sim) (D

To capture the representation of the text from both
the directions, the unidirectional LSTM in Equa-
tion 1 can also be replaced by bidirectional LSTM.
However, we have employed unidirectional LSTM,
due to considerable computational overhead of bidi-
rectional LSTM.

Similarly, encoding of a body B of a news article
can be learned from the sequence of underlying

paragraph encoding as defined below.

a— LSTM(pl,pQ, ...,pn> )

where a represents the encoding of the body 5. As
the encoding a is biased by last sentences in the
paragraphs, we further combine all the intermediate
encodings to reduce the bias. As the intermediate
encoding of paragraphs capture local context, they
need to be further regularized with a global context
(a in our case) before combining them. Like in
(Zhou et al., 2017), we employ a multi-layer per-
ceptron based select gate as defined in equation 3
and 4.

Cz‘:U(pri—i-Upa—i-bp) 3)

Bi = o (pi @ i) )

where WP, UP and 0P are the select gate parameters
and ® denotes element wise multiplication. The
main motive behind using select gate is to capture
important aspect of encoded representation p; with
respected to a.

To obtain the overall representation of the body,
we apply a weighted summation of the gated repre-
sentation of the paragraphs as defined below.

b=) wpi 5)

where w; is the weight of the paragraph P; repre-
senting its importance. Let M be a matching matrix
between the paragraphsi.e., M;; = pil - p;. The
matching matrix is then converted to a probability
distribution as defined in equation 6.

Pr(p; - Py) = 2P M)

= NVi#£j5 (6
Zk#@xp(Mik) tE1 O

where Pr(P; — P;) denotes the probability of
paragraph P; representing paragraph P;. If the
Pr(P; — Pj) for all j, j # i is uniformly dis-
tributed, it indicates that P; represent all other para-
graphs equally likely. It means P; can represent
the body. This can be quantified using entropy of
the paragraph P; as follows.

H(i) ==Y Pr(P; = P;)log Pr(Pi = P;)
J#
@)
Thus, entropy of all the paragraphs are estimated.
Then, the weight of the paragraph P; is defined



Table 1: Characteristics of Experimental Datasets

Dataset True Fake Total #Head #Body #Para #Sen

Train 17083 18232 35315 9.438 244325 3.799  16.955
1SOoT Test 1726 1815 5313 9377 236379 3.729  16.606

Dev 2607 2706 3541 9388  241.136 3.733  16.607
Train 12057 32917 44974 8478 217216 11 19.465
FNC Test 7064 18349 25413 8503  213.757 10.523 18.744
Dev 1370 3628 4998  8.465  216.347 10.808 19.215
Train 35710 35710 71420 10.558 551.923 13.494 26.649
NELA-17  Test 3151 3151 6302 10529 566.921 13.851 27.526

Dev 3151 3151 6302 10.547 541.188 1349  26.256

using softmax over the entropy H (7).

L erp()
" S can(Hy)

If we want to assign equal weight to all the
paragraphs, we set all the weights to 1/n i.e.,
w; = 1/n,¥i=1..n. we denote this model as
GRASHE®).

Once we obtain the encoding of the body b and
headline h (obtained using child-sum Tree LSTM),
we further estimate the following two vectors sim
and diff capturing similarity and difference be-
tween the body and headline.

®)

sim=boh €))

dif =b—h (10)

Now, we define the final feature for the classifica-
tion as follow.

f =b @ h®sim @ diff (11)

where @ denotes concatenation of vectors. The
feature vector f is then passed through a dense
layer with a softmax output layer. We apply cross
entropy loss to learn the parameters.

4 Experimental setups and discussions

4.1 Dataset

This study uses three publicly available datasets
namely ISOT fake news dataset (Ahmed et al.,
2018) (Ahmed et al., 2017) , FNC dataset (Pomer-
leau and Rao, 2017), and NELA-17 dataset (Horne
et al., 2018) (Yoon et al., 2019). Table 1 presents
the characteristics these datasets. The FNC dataset
has four classes namley agree, disagree, discuss,
and unrelated. The samples in agreed, disagree,
discuss classes are merged and named a True class,
whereas the samples in unrelated class are con-
sidered fake class. For NELA dataset, we curate
the samples following the procedure reported in

(Yoon et al., 2019) over the news corpus provided
at (Horne et al., 2018). The news articles pub-
lished by authenticated sources are labelled as true
class, and the fake samples are generated by ran-
domly inserting paragraphs from another news ar-
ticle into true class news articles. The ISOT and
NELA datasets are relatively balance, whereas the
FNC dataset is highly imbalanced.

4.2 Experimental setups

To compare the performance of the proposed
method with the other existing methods, we have
considered the following baseline systems.

* Fake News Challenge (FNC) (Pomer-
leau and Rao, 2017): Three systems submit-
ted to the challenge are considered namely the
baseline provided by the organizer (FNC-1)*,
the winning system (XGBoost®), and UCL
Machine Reading (UCLMR)®(Riedel et al.,
2017).

StackLSTM (Hanselowski et al., 2018) 7:It
combines various topic modelling features
(LSI-topic, NMF-topic, NMF-cos, LDA-cos)
with embedding obtained with StackLSTM
over the top two hundred words in the news
article.

e Attentive Hierarchical Dual
Encoder (AHDE) (Yoon et al., 2019)%: It
is the first hierarchical model reported in
literature for detecting incongruity.

* Graph—-Based Hierarchical Dual
Encoder (GHDE) (Yoon et al., 2021)%: It is
the most recent study in incongruity detection.
As it needs paragraph level annotations, it has
been tested only with NELA dataset, where
the inserted paragraphs are annotated as fake.

In addition to the above baseline methods reported
in recent studies, we also build the following base-
lines locally.

* RASHE: This model is the GRASH FE with-
out the gates and the weighting aggregation,
i.e., the output of the top LSTM model is used
as the encoding of the body.

*FENC-1 baseline by organizer
SENC-1 Winner : XGBoost
®FNC Winner : UCLMR
"StackLSTM

S ADHE

°GHDE


https://github.com/FakeNewsChallenge/fnc-1-baseline
https://github.com/Cisco-Talos/fnc-1
https://github.com/uclnlp/fakenewschallenge
https://github.com/UKPLab/coling2018_fake-news-challenge
https://github.com/david-yoon/detecting-incongruity
https://github.com/minwhoo/detecting-incongruity-gnn

Table 2: Comparison of the performances of different
models over three benchmark datasets.

Table 3: Comparison performance of hierarchical
structure-based model versus non-hierarchical sequen-
tial model.

| | NELA-17 | ISOT | FNC |
\ Models | Acc  F | Acc  F | Acc  F | NELA-17  ISOT FNC
5 | FNC 0586 0.586 | 0.844 0.844 | 0.586 0.496
2 | XGBoost 0.699 0.699 | 0.989 0989 | 0.977 0.971 Model Acc F Acc F Acc  F
g ‘;: UCLMR 0.589 0.588 | 0.997 0.997 | 0.964 0.955 LSTM 0.555 0.55 0.991 0.99 0.616 0.504
22| mrp 0.603 0.600 | 0.985 0985 | 0.917 0.903 :
7| £ | StackLSTM 0597 0.591 | 0.992 0992 | 0.971 0.963 RASHEWSTM) 0603 0.603 0997 0.997 0.689 0.597
2 g|1sT™ 0555 055 | 0990 0.990 | 0.616 0504 AHDE 0.606 0.606 0913 0913 0.666 0487
2 | | BERT 0572 0563 | 0.894 0.894 | 0.722 0.419
@ | L | AHDE 0.606 0.606 | 0.913 0913 | 0.666 0.487
£ | GHDE 055 033 | - - - -
= | RASHEWSTM) 10,603 0.603 | 0.997 0997 | 0.689 0.597
3 | GRASHE®) 0.664 0.663 | 0.999 0.999 | 0.715 0.629 . .
.| & | crasuE 063 063 | 0.998 0998 | 0.718 0.505 We first compare the methods in baseline
51 géiﬁi - g'ggg gggé g'ggg g'ggg 8;5 g‘gig group. As shown in the table, for NELA-17
Z | 2| StackLSTM® | 0597 0591 | 0992 0992 | 0971 0.963 and FNC datasets, XGBoost outperforms all other
2 | £ | RASHEWSTME) | 0626 0.626 | 0.995 0.995 | 0.962 0.962 .
£ |z | GRASHECF) | 0656 0656|0999 0999 | 0963 0.963 baseline models. ~ Whereas, for ISOT dataset
< | £ | RASHE® 0601 0599 | 0995 0995 | 0.963 0.963 RASH E(LSTM) outperforms all other baseline

RASHEWSTM): 1t is a RASHE model
with LSTM for encoding sentences instead
of child — sumTreeLST M.

* BERT (Devlin et al., 2018): Considering the
encouraging observations of BERT (for vari-
ous NLP tasks) in recent studies, we also build
a classifier using BERT embedding generated
over the text in headline and body.

* LSTM: Like BERT, we also build a classifier
using LSTM embedding generated over the
text in headline and body.

e MLP: Importance of explicit features have
been evident in XGBoost. Considering count,
TF-IDF similarity, SVD top-k vector and sen-
timent features used in XGBoost, a multilayer
perceptron-based classifier is also built.

For all the experimentsGoogle’s worde2vec
(Mikolov et al., 2013) pre-trained embeddings are
used, and F-measure (F), Accuracy (Acc) have
been used as evaluation metrics.

4.3 Results and discussion

The performance of different systems are com-
pared in Table 2. As shown in the table, the ex-
periments are organized into four groups; (i) Ex-
plicit Features: FNC, XGBoost, UCLMR, MLP
and StackLSTM (ii) Without Features: BERT,
AHDE, GHDE and RASHELSTM) (iii) Pro-
posed: GRASHE=) GRASHE and RASHE,
and (iv) Extension with Features: GRASH E(=F),
RASHEWSTME) and RASHEW).

models. Thereafter, we compare the proposed
models with baseline models. Since the ob-
jective of the proposed method is to consider
recursive encoding of sentences by exploiting
the deep hierarchical structure of news article,
the direct comparison is with AHDE method.
The table 2 shows that our proposed meth-
ods (GRASHE and GRASH E™)) outperform
AHDE for all the three datasets. GRASH E out-
performs AHDE by 3.96%, 9.3% and 7.8% over
NELA-17, ISOT and FNC datasets, respectively.
Similarly, GRASH E=) outperforms AHDE by
9.57%, 9.41% and 7.35% over NELA-17, ISOT
and FNC datasets, respectively.

It clearly shows that recursive encoding of sen-
tences helps in capturing better representation of
the body, and hence provides better classification
performance for detecting incongruent news ar-
ticles. To validate these observations, we fur-
ther compare the performance of the proposed
models with RAS H E(LSTM) Tt also shows that
both GRASHE™) and GRASHE outperform
the RASH E(LSTM),

From table 2, it is apparent that GRAS H E(=)
(which considers equal weight to all the para-
graphs) outperforms GRASH E. It indicates that
every paragraph in the body contribute in detecting
incongruity. Lastly, we study the effect of incor-
porating explicit features with different systems.
From table 2 it is evident that GRASH E(=F)
outperformed all other models in the group ex-
tension with feature over the NELA-17 and ISOT
datasets. However, stackLSTM model outperform
GRASHE=¥) with small margin over FNC
dataset.



Table 4: Performance of sequential encoding of sen-
tence versus recursive encoding of sentence structure by
exploiting hierarchical structure of news article.

NELA-17 ISOT FNC
Model Ace F Acc F Acc F

GHDE 0.550 0330 - - - -

AHDE 0.606 0.606 0913 0913 0.666 0.487
RASHEW(XSTM) 0603 0.603 0.997 0.997 0.689 0.597
GRASHE®) 0.664 0.663 0.999 0.999 0.715 0.629
GRASHE 0.630 0.630 0.998 0.998 0.718 0.505

4.3.1 Is hierarchical encoding important?

Considering the earlier studies on incongruity de-
tection of news articles with and without hierar-
chical encoding, the following question is aroused.
Does hierarchical encoding of the body helps in
detecting incongruent news articles? To answer
this question, we compare the performance of dif-
ferent hierarchical models and non-hierarchical
models in table 3. This ablation study considers
an LSTM model that encodes concatenated news
headlines and bodies without exploiting any hi-
erarchical structure of news articles. In contrast,
RASHEWSTM) and AHDFE models are hierar-
chical encoding-based models. Table 3 shows
that both RASHE(STM) and AHDE outper-
form LSTM model over NELA-17, FNC and
ISOT datasets. However, the performance of
LSTM model over ISOT dataset is very close to
RASHEWSTM) and AHDE models. The size
of the news articles in ISOT data are small (see
table 1) as compared to FNC and NELA-17. From
the above observations, we may claim that for the
small articles, considering hierarchical structure
may not be necessarily beneficial, as compared to
that of larger articles.

4.3.2 Does recursive encoding of sentences
help in improving body representation?

In our proposed model, we have used tree en-
coding rather than sequential encoding. Do the
tree-based encoding beneficial? To understand
this, Table 4 compares the hierarchical models
with and without the tree-based encoding. The
proposed GRASHE=) and GRASHE mod-
els are compared with GHDE, AHDE and
RASHEWSTM) models without tree encoding.
It can be observed from the table 4 that both
the recursive encoding-based models (tree encod-
ing) GRASHE=) and GRASHE outperform
all sequential encoding-based methods AHDF,

Table 5: Comparison of Model performance over Dif-
ferent Number of Paragraphs.

NELA-17 ISOT FNC
# of
Model Acc F Acc F Acc F
Paragraphs
RASHE Full 0.652 0.652 0999 0.999 0.712 0.624
RASHE First2 0.550 0.547 0.988 0.988 0.722 0.640

GHDE and SRASHELSTM) models with sig-
nificant margins for all three datasets. This is not
surprising because recursive encoding of the sen-
tence helps in capturing long-distance dependen-
cies between words within sentences.

Considering recursive encoding of sentence
structure, GRASHE follows further deep hier-
archical structure compared to other hierarchical
structure models presented in table 4. GHDE,
AHDE models hierarchical structure limits up to
paragraph level only. Due to recursive encoding of
sentences GRASHE®®) and GRASH E models,
the hierarchical structure goes further deeper upto
word level. From the above observations, it can be
claimed that recursive encoding of sentence struc-
ture boosts the performance in incongruent news
article detection.

4.3.3 Do we need to consider full body?

Study (Scanlan, 2000) suggests that in a news
article with a large number of paragraphs, every
part may not be helpful in regards to incongruent
news article detections. To investigate this, we fur-
ther implement two experiments with RASHE
model as shown in Table 5; (i) considering only
the first two paragraphs, and (ii) which encode full
news articles. We observe from the table that the
RASH FE model with reduced document provides
comparable or better performance than RASHFE
with full document except for the NELA-17 dataset.
It shows that we will be able to reduce model com-
putational time without compromising the classifi-
cation performance with appropriate sentence se-
lection approaches. It may even provide better
performance after removing the noisy sentences.
Document summarization to enhanced document
encoding is left as a possible future work.

4.3.4 Importance of incorporating features of

different aspects
Our empirical study suggested that similarity be-
tween headline and body based on TF-IDF, SVD
top-k vectors and count, sentiment features play an
essential role in incongruent news article detection.



Table 6: Comparison of performance of models over
FNC dataset different topic distribution (FNC°) versus
FNC with similar topic distribution (FNC®) in train and
test.

FNC FNCF
Model Acc F Acc F
AHDE 0.666 0.487 0.661  0.472
RASHEWSTM) 0689 0.597 0.8091 0.764 1
GRASHE®) 0.712 0.624 0.8471 0.809 1
RASHE 0.715 0.629 0.8421 0.8051

This study identifies 151 features ( TF-IDF and
SVD similarity between headline and body, count
and sentiment features) from the ten million-plus
features used in Xgboost. We concatenate these 151
features with the concatenated feature vector ob-
tained in equation 11 and pass to a fully connected
layer. We do it with all the proposed model and its
variations RASHESTM) GRASHE®™) and
RASHE, and named them RASH ELSTME),
GRASHE=F) and RASHE) respectively.
From table 2, it is evident that by incorporat-
ing important features from a different domain,
our proposed models provide comparable results
over ISOT and FNC datasets. However, for the
NELA-17 dataset, there is a reduction in perfor-
mance after adding handcrafted features. It in-
dicates that feature engineering needs an under-
standing of the underlying datasets. We further
build another multi-layer perceptron-based classi-
fier M LP over the 151 manual features to inves-
tigate the response of the features. From table 2,
it is observed that MLP+Feature under-performs
RASHEWSTME) and GRASHES) and out-
performs several other baselines. Dataset domain-
specific feature engineering and adaptation of the
proposed model is not included in this study but
left as a future task.

4.3.5 Effect of Domain Dependency

The domain of the news article gives insight about
the news article. So, it becomes crucial to study the
impact of the domain on incongruent news article
detection task. Is incongruent news article detec-
tion is domain-independent or domain-dependent?
What happens if models for incongruent news ar-
ticle detection model is trained over news article
from domain of certain domain and test over news
article from domain of different domain. To answer
such questions, we conduct an empirical ablation

study over the FNC dataset. FNC dataset provided
by FNC-1 contest has different topics distributions
in training and test set. The training set has news
articles from 200 domain, and the test has news arti-
cles from 100 domain, and there is no common do-
main in training and test. From table 2 it can be ob-
served that the performance of deep learning-based
models is inferior compared to feature-based mod-
els. The main reason behind the poor performance
of deep learning-based model over FNC data sets is
that the news articles from train and test belong to
different domain. To confirm this observation, we
created another dataset as follows: we merged train
and test set provided by the FNC organiser and
randomly permute the sample in merged FNC data
sets. Then created train and set with the same distri-
bution as the original FNC dataset. We called this
newly created data set FNC topic overlap dataset
FNC?T. From table 6 it can be observed that the
performance of RASHE(LSTM) GRASHE®)
and RAS H E models significantly improved over
the FNC* data set compared to the performance
of these models over the F'NC' dataset. Hence,
we can conclude that incongruent news article de-
tection is a domain dependent task. So training
and test should have news articles from the same
domain distribution.

5 Conclusions and Future works

This paper proposed Gated Recursive And Sequen-
tial Deep Hierarchical Encoder model, namely
GRASHE, to detect incongruent news articles.
The proposed models capture syntactic structures
at the sentence level and sequential structures at
the body and paragraph level. From various ex-
periments over three datasets, it is observed that
capturing structural properties at the sentence level
improved the performance of incongruent news
article detection tasks. From the above observa-
tions, we identify the following four potential fu-
ture works; (i) Incorporating features of different
nature with the hierarchical modelling, (ii) Identify-
ing appropriate feature engineering for the datasets
of different nature, and (iii) Devising appropriate
document summarization to reduce document size
for incongruent news article detection. (iv) Based
on our observation from table 6 build a domain-
independent deep learning model for incongruent
news article detections.
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A Appendix
A.1 TreeLSTM using Dependency Parse Tree

Given a sentence .S and it’s a dependency parse
tree, let ch(j) denotes the set of children nodes of
node j. Like in LSTM, child-sum tree LSTM also
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has hidden state A and cell state c. The hidden state
of the node j is defined by the sum of the initial
hidden states of its children nodes as follows.

h; = Zkech(j) h

Using the initial hidden state h;, the corresponding
input, output and intermediate cell gates of node j
are estimated as follows.

12)

i = a(w(”xj +UDR; + b<i>) (13)

o] a(w<°)xj+U<0>Bj+b<0>) (14)

u; = tanh (W(“)xj + U(“)ﬁj + b(“)> (15)

where x; denotes embedding of the word wy;, bl
denotes the bias, W) and U() denote the param-
eter matrices for respective gates. Unlike tradi-
tional LSTM, child-sum tree LSTM has multiple
forget gates, one for each child node. It allows
each child node to incorporate the information se-
lectively. The forget gate for the k' child of the
node j is defined as follows.

£, = J<W(f)Xj +UDh, + b<f>) (16)
The final cell state and hidden state of node j is
defined as follows, respectively.

j=iow+), o froe (A7)

hj = 0y © tanh(cj) (18)

The hidden state of the root node defines the encod-
ing of the sentence.



