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ABSTRACT

Image compression is an important image processing task. Recently, there has been more interest in using autoencoders (AEs) to solve this task. An AE has two goals: (i) compress the original input to a low-dimensional space, at the bottleneck of the network topology, using the encoder (ii) reconstruct the input from the representation at the bottleneck using the decoder. Both parts are optimized jointly by minimizing a distortion-based loss which implicitly forces the model to keep only the variations in the input data required to reconstruct the input without persevering the redundancies. In this paper, we propose a scheme to explicitly penalize feature redundancies in the bottleneck representation. To this end, we propose an additional loss term, based on the pair-wise correlation of the neurons, which complements the standard reconstruction loss forcing the encoder to learn a more diverse and richer representation of the input. The proposed approach is tested using the MNIST dataset and leads to superior experimental results.

1 INTRODUCTION

Image compression is an important task in many applications. Recent advances in deep neural networks (Goodfellow et al., 2016) have enabled efficient modeling for the high-dimensional data and led to outperforming traditional compression techniques (Ulrich et al., 2017; Mentzer et al., 2020; Marcellin et al., 2000; Skodras et al., 2001; Rabbani & Jones, 1991) in image compression (Gregor et al., 2016; Toderici et al., 2017; Ballé et al., 2016). Recently, there has been interest in autoencoders (AEs) (Goodfellow et al., 2016) to solve this problem (Ollivier, 2014; Hu et al., 2020; Cheng et al., 2018; Theis et al., 2017; Rippel & Bourdev, 2017) due to their flexibility and easiness to train (Theis et al., 2017; Hu et al., 2020; Jiang et al., 2017; Yang et al., 2020).

AEs (Goodfellow et al., 2016) are a powerful data-driven unsupervised approach used to learn a compact representation of a given input distribution. AEs have been applied successfully in many applications, such as transfer learning (Deng et al., 2013; Zhuang et al., 2015; Kandaswamy et al., 2014), anomaly detection (Beggel et al., 2019; Zhao et al., 2017; Aygun & Yavuz, 2017; Zhou & Paffenroth, 2017), dimensionality reduction (Petscharnig et al., 2017; Thomas et al., 2016; Wang et al., 2017), and compression (Theis et al., 2017; Han et al., 2018; Golinski et al., 2020; Yingzhen & Mandt, 2018). To accomplish these tasks, an AE uses two different types of networks: The encoder \( g(\cdot) \), which maps the input image \( x \in \mathcal{X} \) to a compact low-dimensional space \( g(x) \), called the bottleneck representation, and the second part called the decoder \( f(\cdot) \), which takes the output of the encoder as input and uses it to reconstruct the original image \( f \circ g(x) \).

Given a distortion metric \( D: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \), which measures the difference between the original input and the reconstructed input (Baldi, 2012; Deng et al., 2013), AEs are trained in an end-to-end manner using gradient descent (Goodfellow et al., 2016) to minimize the loss \( L \) defined as the average distortion over the training data \( \{x_i\}_{i=1}^N \):

\[
\min_{f,g} L(\{x_i\}_{i=1}^N) = \min_{f,g} \frac{1}{N} \sum_{i=1}^N D(x_i, f \circ g(x_i)).
\] (1)

Several extensions and regularization techniques have been proposed to augment this loss (Deng et al., 2013; Golinski et al., 2020; Theis et al., 2017; Cheng et al., 2018; Seybold et al., 2019) to improve the performance of the model. AE-based compression approaches (Theis et al., 2017; Hu...
et al., 2020; Cheng et al., 2018] led to state-of-the-art performance. They are able to map the inputs to compressed compact representations at the bottleneck of the AEs and, at same time, are able to reconstruct the original inputs from these compact representations using the decoder.

By controlling the size the bottleneck, one can explicitly control the dimensionality of the codes and the compression rate [Hu et al., 2020; Theis et al., 2017]. However, a low size of the bottleneck increases the complexity of the task of the decoder risking a higher distortion rate. This trade-off forces the model to keep only the variations in the input data required to reconstruct the input without persevering the redundancies and noise within the input (Baldi, 2012; Cheng et al., 2018). This is achieved implicitly by minimizing the reconstruction error, i.e., distortion $D$.

In this paper, we propose to model the feature redundancy in the bottleneck representation and minimize it explicitly. To this end, we propose augmenting the loss $L$ using the sum of the pair-wise correlations between the elements of the bottleneck. In the context of neural networks, it has been shown that reducing the correlation improves generalization (Cogswell et al., 2016), which has been successfully applied for network pruning (Kondo & Yamauchi, 2014; He et al., 2019; Singh et al., 2020; Lee et al., 2020). In this work, we argue that in the context of autoencoders, we can explicitly penalize the pair-wise correlations between the features at the bottleneck and, thus, avoid redundancy and yield more diverse compressed representations of the input images. The contributions of this paper can be summarized as follows:

- We propose a scheme to avoid redundant features in the bottleneck representation of the autoencoders.
- We propose to augment the loss of autoencoders to explicitly penalize the pair-wise correlations between the features and learn diverse compressed codes from the images.
- The proposed penalty acts as an unsupervised regularizer on top of the encoder and can be integrated into any autoencoder-based model in a plug-and-play manner.

2 **Reducing the Pair-wise Correlation within the Bottleneck Representation**

AEs are a special type of neural networks trained to achieve two objectives: (i) to learn to compress an input signal into a low-dimensional space, (ii) to learn to reconstruct the original input from the low-dimensional representation. This is achieved by minimizing the reconstruction loss over the training samples, which implicitly forces a concise ‘non-redundant’ representation of the data. In this paper, we propose to augment the reconstruction loss to explicitly minimize the redundancy, i.e., correlation, between the features learned at the bottleneck. Given a training data $\{x_i\}_{i=1}^N$ and an encoder $g(\cdot) \in \mathbb{R}^D$, the correlation between the $i^{th}$ and $j^{th}$ features, $g_i$ and $g_j$, can be expressed as follows:

$$C(g_i, g_j) = \frac{1}{N} \sum_n (g_i(x_n) - \mu_i)(g_j(x_n) - \mu_j), \quad (2)$$

where $\mu_i = \frac{1}{N} g_i(x_n)$ is the average output of the $i^{th}$ neuron. Our aim is to minimize the redundancy of the bottleneck representations which corresponds to minimizing the pair-wise covariance between different features. Thus, similar to (Cogswell et al., 2016), we augment the standard loss $L(\{x_i\}_{i=1}^N)$ as follows:

$$L(\{x_i\}_{i=1}^N)_{aug} = L(\{x_i\}_{i=1}^N) + \alpha \sum_{i \neq j} C(g_i, g_j)$$

$$= \frac{1}{N} \sum_{i=1}^N D(x_i, f \circ g(x_i)) + \alpha \sum_{i \neq j} \left( \frac{1}{N} \sum_n (g_i(x_n) - \mu_i)(g_j(x_n) - \mu_j) \right), \quad (3)$$

where $\alpha$ is a hyper-parameter used to control the contribution of the additional term in the total loss of the model. $L_{aug}$ is composed of two terms, the first term depends on both the encoder and decoder part to ensure that the AE learns to reconstruct the input, while the second term depends only on the encoder and its aim is to promote the diversity of the learned features and ensures that the encoder learns less correlated non-redundant features.
Intuitively, the proposed approach acts as an unsupervised regularizer on top of the encoder providing an extra feedback during the back-propagation to reduce the correlations of the encoder’s output. The proposed scheme can be embedded into any autoencoder-based model as a plug-in and optimized in a batch-manner, i.e., at each optimization step, we can compute the covariance using the batch samples. Moreover, it is suitable for different learning strategies and different topologies.

3 EXPERIMENTAL RESULTS

We test the proposed approach using the MNIST dataset (LeCun et al., 1998), which is a handwritten digit dataset composed of 10 classes. MNIST images are $28 \times 28$ pixels, which results in 784-dimensional vectors. The dataset has 50000 samples for training and 10000 for testing. We use the last 10000 training samples as a validation set to optimize the hyper-parameter $\alpha$ in equation 3.

For the autoencoder model, we use a simple architecture. The encoder is composed of two intermediate fully-connected layers composed of 128 and 64 neurons, respectively. The final output of the encoder is composed of $n$ neurons, where $n$ is the size of the bottleneck. Similarly, the decoder part takes the encoder’s output, maps it to an intermediate layer of 64 neurons, then 128 neurons, and outputs a 784-vector. In all the layers, we use Leaky ReLU (LeakyReLU) (Maas et al., 2013) activation except for the final AE output, where sigmoid activation is used.

For the training, we use Adam as our optimizer with a learning rate of $5 \times 10^{-4}$ and the binary cross-entropy loss as our standard training loss $L$. The number of epochs and the batch size are set to 100 and 128 in all experiments, respectively. The hyper-parameter $\alpha$ is selected from {0.001, 0.005, 0.01} using the validation set. The results for different bottleneck sizes are reported in Table 1. We repeat each experiment three times and we report the mean and standard deviation of root-mean-square error (RMSE) errors on the test for the different approaches. We note that the proposed approach consistently boosts the performance of the autoencoder and yields lower errors compared to training with standard loss only.

<table>
<thead>
<tr>
<th>Bottleneck Size</th>
<th>Standard loss</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>$784 \rightarrow 8$</td>
<td>0.1289 ± 0.0002</td>
<td>0.1284 ± 0.0003</td>
</tr>
<tr>
<td>$784 \rightarrow 4$</td>
<td>0.1688 ± 0.0003</td>
<td>0.1676 ± 0.0001</td>
</tr>
<tr>
<td>$784 \rightarrow 2$</td>
<td>0.1974 ± 0.0010</td>
<td>0.1969 ± 0.0003</td>
</tr>
</tbody>
</table>

Figure 1 shows the projection of the test data in 2D produced by the autoencoder using the standard MSE loss and MSE augmented with our approach. We note that the extra feedback provided by the proposed regularizer changes the embedding of the data and yields different codes for the input images. Moreover, we note that explicitly penalizing the redundancies at the bottleneck yields a compact representation of the classes. This is clear especially for the fourth and fifth classes.
4 Conclusion

In this paper, we propose a schema for modeling the redundancies at the bottleneck of an autoencoder. We propose to complement the loss with an extra regularizer, which explicitly penalizes the pair-wise correlation of the neurons at the encoder’s output and, thus, forces it to learn more diverse and compact codes for the input images. The proposed approach can be interpreted as an unsupervised regularizer on top of the encoder and can be integrated into any autoencoder-based compression model in a plug-and-play manner.

Future directions include extensive testing of our approach with the different compression distortion metrics and different quantization techniques such as compressive autoencoders.
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