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Abstract

Learning dynamics is essential for model-based control and Reinforcement Learn-
ing in engineering systems, such as robotics and power systems. However, limited
system measurements, such as those from low-resolution sensors, demand sample-
efficient learning. Symmetry provides a powerful inductive bias by characterizing
equivariant relations in system states to improve sample efficiency. While recent
methods attempt to discover symmetries from data, they typically assume a single
global symmetry group and treat symmetry discovery and dynamic learning as
separate tasks, leading to limited expressiveness and error accumulation. In this
paper, we propose the Latent Mixture of Symmetries (Latent MoS), an expressive
model that captures a mixture of symmetry-governed latent factors from complex
dynamical measurements. Latent MoS focuses on dynamic learning while locally
and provably preserving the underlying symmetric transformations. To further
capture long-term equivariance, we introduce a hierarchical architecture that stacks
MoS blocks. Numerical experiments in diverse physical systems demonstrate that
Latent MoS outperforms state-of-the-art baselines in interpolation and extrapo-
lation tasks while offering interpretable latent representations suitable for future
geometric and safety-critical analyses.

1 Introduction
Learning dynamic models is fundamental to modern physical and control systems, especially when
exact governing equations are unavailable due to incomplete records, device aging, or privacy
constraints [1, 2]. Accurate dynamic modeling enables robust control and Reinforcement Learning
[3], and supports model-based analysis for performance and safety guarantees [4, 5]. However,
sample-efficient learning remains a challenge in practice, where data scarcity arises from low-
resolution meters, communication failures, or storage limitations. For example, in smart grids,
SCADA (Supervisory Control and Data Acquisition) systems typically report measurements every
2 ∼ 10 seconds, while critical events may occur within milliseconds [6, 7].

To mitigate data scarcity issues, existing methods can be grouped into four main categories. The
first category interpolates the low-resolution data by assuming sparsity [8], low-rankness [9], or
manifold geometry [10]. The second category imposes known physical laws as constraints on the
learning process [11, 12]. The third category utilizes Bayesian frameworks that demand accurate
prior distributions [13–15]. In general, all of the above methods require certain domain-specific
assumptions or knowledge. The fourth category requires little prior knowledge and leverages Ordinary
Differential Equation (ODE) solvers to construct a continuous ODE process, e.g., the family of Neural
ODEs [16–19]. Although Neural ODE-based methods are well-suited for sparse data, they often
employ generic architectures such as multilayer perceptrons [16, 20]. This lack of inductive bias
hinders generalization, leading to overfitting rather than capturing true dynamics.

To address these limitations, we propose to use the underlying symmetries in dynamical systems.
Symmetry, defined as a group of transformations that leave a system’s behavior or properties equivari-
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ant [21], is prevalent across various domains. For instance, rotational, reflectional, and translational
symmetries are leveraged in robotics [22], 3D vision data [23], power systems [24], fluid dynamics
[25] and networked systems [26]. Why can symmetry increase sample efficiency? Intuitively, sym-
metry transformations enable a system state to represent a large set of equivariant states, reducing the
amount of data needed for training. A rich line of work has shown the improvements of enforcing
symmetry priors into equivariant neural networks [27–30] with some applications to sample-efficient
RL [31–33]. Some other works investigate symmetry-based data augmentation [34] and regularization
[35–37] for dynamic modeling. They rely on clear symmetry knowledge. For systems with unknown
symmetries, several recent methods propose to discover symmetries from data [38–42].

However, these methods incur large modeling errors when applied to complex dynamical systems due
to the following limitations: (1) Decoupled learning and accumulated errors. Symmetry discovery
and dynamic modeling are typically treated as separate processes, leading to error propagation. (2)
Limited expressiveness of symmetry representations. Most approaches assume that a single (linear
or nonlinear) symmetry group governs at least a segment of data evolution. In practice, however,
the underlying transformations exhibit substantial variability: both in which symmetries are relevant
(often multi-modal and context-dependent), and in when they occur (ranging from short to long
terms across distant segments). To summarize, dynamical systems often do not adhere to strict,
rigid symmetry constraints, but instead exhibit forms of symmetry breaking. This means that while
approximate symmetry structures are present, they may be only partially preserved or vary across
regimes. Our work identifies symmetry breaking in two orthogonal axes: a mixture of groups and
a short- or long-time dependence (see Section 2.1). The mixture of groups appears in literature
[43], and the locally adaptable symmetry breaking is discussed in [44–46]. They are independently
discussed, but our method addresses both in a unified framework.

To address these challenges, we introduce the following modeling strategies. First, grounded in
Lie theory [47], we propose a dynamic learning model that preserves local symmetries in the latent
space, thereby eliminating the need for symmetry discovery algorithms. Second, rather than relying
on a single symmetry group, we consider a mixture of transformations inspired by the expressive
mixture-based model [48]. We refer to the overall framework as the Latent Mixture of Symmetries
(Latent MoS). Latent MoS encodes system evolution as a mixture of latent flows, each governed by
a distinct Lie group. This design enables sample-efficient learning, as each flow captures a local
symmetry transformation that defines a neighborhood of equivariant observations. Finally, to extend
beyond local equivariance, we develop a hierarchical architecture by stacking multiple MoS blocks
with different temporal resolutions. Namely, a higher level of MoS is responsible for modeling
longer-term symmetries. In summary, our contributions are as follows:

• Latent MoS Framework: We propose the Latent Mixture of Symmetries (Latent MoS), a
novel symmetry-preserving model that achieves high sample efficiency.

• Theoretical Foundations: We establish guarantees on the approximation capacity of Latent
MoS and its ability to preserve symmetry structures induced by Lie group transformations.

• Empirical Validation: We demonstrate that Latent MoS outperforms state-of-the-art models
across a variety of dynamical systems, particularly in low-resolution scenarios.

2 Preliminaries
Let x ∈ X ⊆ Rn denote the system state. The discretized dynamics of the system are given by
x(ti+1) = f(x(ti)), where f : X → X is an unknown dynamic function. The objective is to
learn a model that approximates f using historical observations {x(ti)}i∈Nx , which span the time
interval from t0 to tN but can be low-resolution and irregularly sampled. For systems with inherent
uncertainty, the goal becomes learning the transition probability distribution p(x(ti+1) | x(ti)). For
notational simplicity, we focus on the deterministic setting and use f in the following derivations. In
addition, the goal can also be extended to multi-horizon prediction, e.g., long-term forecasting.

2.1 Equivariance for Efficient Dynamic Learning

Intrinsic data scarcity challenges the learning process. Hence, we introduce the equivariance:
Definition 1. Let G be a symmetry group and a nonlinear group action be π′

s(g, ·) : G×X → X .
Then, the dynamic governing function f is G-equivariant if ∀g ∈ G,x(ti) ∈ X :

π′
s(g,x(ti+1)) = f(π′

s(g,x(ti)). (1)
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When π′
s(g, ·) is known or learned, existing methods use it to augment data [34] or impose symmetry

constraints as regularization during training [37], thereby improving sample efficiency. While many
recent models adopt this equivariance concept [32, 40, 37], we propose the following symmetry-
breaking generalizations to suit more complex dynamical behaviors:

• Temporal Dependence. π′
s(g, ·) may depend on time and past observations, requiring the

learning model to be temporally adaptive. This extension is described in Section 3.2.
• Mixture of Groups: Multiple symmetry groups {G1, . . . , GK}, such as the orthogonal

group, the similarity group, the Euclidean group, and the affine group, may simultaneously
influence the system dynamics. The mixture model is discussed in Section 3.2.

• Short- and Long-Term Equivariance: Symmetry relations may exist across multiple
temporal scales. For example, x(ti) and π′

s(g,x(ti)) may correspond to states that are
either temporally close or far apart, depending on the choice of g ∈ G. However, traditional
symmetry discovery methods often fail to capture long-term symmetries due to limited
temporal modeling. Our approach to multi-scale symmetry is discussed in Section 3.3.

2.2 Nonlinear Group Action Decomposition
The nonlinear π′

s(g, ·) is hard to analyze. [40] provides an effective decomposition for a compact Lie
group G and a continuous group action π′

s(g, ·) (g ∈ G):

π′
s(g, ·) = fdec ◦ πs(g) ◦ fenc, (2)

where fenc : X → Z and fdec : Z → X are encoder and decoder neural networks between the
state space X and a latent space Z ⊂ Rm. πs : G → GL(m) is a group representation such that
πs(g) ∈ Rm×m is a matrix that can transform a latent vector z ∈ Z by matrix multiplication. GL is
the general linear group. Under mild assumptions, authors in [40] prove the universal approximation
of a nonlinear group action using the decomposed format in Equation (2). Consequently, we only
need to investigate the equivariant relation on Z , which can be written as follows:

∀g ∈ G, z(ti) ∈ Z, πs(g)z(ti+1) = fz(πs(g)z(ti)). (3)

where fz = fenc ◦ f ◦ fdec is the dynamic function in Z . It’s easy to verify that when Equations (2)
and (3) hold and the encoder and decoder are well-trained (i.e., fdec ◦ fenc = I , where I is the identity
matrix), the equivariant relation in Equation (1) also holds.

2.3 Time-Series Latent Space Construction
To construct the latent space for time-series measurements, we introduce Latent ODE [18] since it can
explicitly model a continuous ODE process in Z , capable of interpolating missing data at arbitrary
times. In Latent ODE, ODE-RNN is the encoder (fenc) to process {x(ti)}i∈Nx and generate a latent
vector z(t0). The decoder (fdec) employs a Neural ODE [16] to reconstruct the input state sequence
and predict the future state. Mathematically, fenc approximates the posterior:

qϕ(z(t0)|{x(ti)}i∈Nx
) = N (µ0,Σ0), µ0,Σ0 = fenc({x(ti)}i∈Nx

), (4)

where ϕ is the parameter set for fenc that approximates the mean and the variance of the posterior
qϕ(z(t0)|{x(ti)}i∈Nx

). The encoding process is shown on the bottom left of Fig. 1. The decoder
uses z(t0) as the initial latent state and solves the ODE problem for inference:

z(t0) ∼ p(z(t0)), z(ti) = ODESolve(hθ, z(t0), ti), x(ti) ∼ pθ(x(ti)|z(ti)), (5)

where θ is the parameter set for fdec, p(z(t0)) is a zero-mean Gaussian, h : Z → Z is a
neural network to represent the derivative ż(t), and pθ includes several MLP layers to approx-
imate the conditional distribution. Thus, fdec consists of both hθ and pθ. The overall training
maximizes the evidence lower bound (ELBO): ELBO(ϕ, θ) = Ez(t0)∼qϕ log pθ({x(ti)}i∈Nx

)) −
KL

[
qϕ(z(t0)|{x(ti)}i∈Nx

)||p(z(t0))
]
. For the deterministic scenario, we can also minimize the

Mean Square Error (MSE). The bottom right of Fig. 1 shows the decoding process.

3 Method
In this section, we introduce a dynamic learning model that intrinsically preserves complex sym-
metries (Section 2.1) without symmetry discovery. By embedding geometric priors into the latent
dynamics in Equation (3), we enforce physically grounded, symmetry-preserving structure with
theoretical guarantees (Section 3.1). This foundation extends to a mixture model (Section 3.2) and
generalizes to multi-scale temporal equivariance (Section 3.3).
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3.1 Short-term Equivariance Preservation for A Single Latent Symmetry
We begin with the ideal case where the dynamics are governed by symmetry transformations of a
single Lie group G. Then, we examine the functional class of dynamic models that have the potential
to preserve equivariance. An expressive class is the dynamic function that can commute with the
transformation in G. For example, the rotating dynamics in a 2D circle can commute with the
rotational action in SO(2), and thus are SO(2)-equivariant. SO is the special orthogonal group. In
general, to study the commutative property, we demand the dynamic itself to be a Lie group action.
Specifically, we consider the nonlinear Lie group action π′

d(h, ·) such that:

π′
d(h, ·) = fdec ◦ πd(h) ◦ fenc, z(ti+1) = fz(z(ti)) := πd(h)z(ti), (6)

where we use the subscript d to respect the dynamics. h ∈ H and H is another Lie group that
represents dynamics. By the universal approximation in Section 2.2, π′

d(h, ·) can be decomposed, as
shown in the first equality in Equation (6). Thus, we only need to focus on the property of the matrix
transformation πd(h) operating in Z . The following lemma illustrates how πd(h) can commute with
πs(g) to preserve the equivariance.
Lemma 1. Assume that G and H ⊆ G are Lie groups whose elements are defined in Equation (6) and
Equation (3), respectively. Define the centralizer of H in G as: CG(h) := {g ∈ G|πs(g)πd(h) =
πd(h)πs(g)}. If CG(h) is nontrivial (i.e., contains elements other than the identity), then ∀g ∈ CG(h),
the relation for πs(g) in Equation (3) is preserved.

The proof is in Appendix A.1. The commutative property in the centralizer CG(h) defines an
equivalent format for G-equivariance. In Lemma 1, the first condition (h ∈ H ⊆ G) is ideal by
assuming a globally constant dynamic function and a single Lie group G. Hence, in Section 3.2,
we design the learning model capable of capturing mixed and time-variant symmetries. The second
condition (CG(h) is nontrivial) doesn’t always hold. Thus, we establish the following conditions.
Proposition 1 (Sufficient Conditions for Nontrivial Centralizer). Let H ⊂ Aff(m) be an affine Lie
subgroup whose elements are represented in homogeneous coordinates as affine transformations:

πd(h)z̃(t) :=

[
Ah bh
0 1

] [
z(t)
1

]
, (7)

where Ah ∈ GL(m), bh ∈ Rm, and we use z̃(t) = [z(t), 1]⊤ ∈ Rm+1 to denote the augmented
latent vector in homogeneous coordinates to support affine transformations. Suppose that for
∀g, h ∈ H , it holds that AgAh = AhAg, Agbh = bh and Ahbg = bg. Then we have H ⊆ CG(h).
In particular, CG(h) is nontrivial and contains at least all of elements in H .

The proof is provided in Appendix A.2. In Equation (7), we adopt the upper-triangular affine matrix
form because it offers a unified and compact representation for a broad class of Lie transformations,
including rotation, scaling, and translation, and their higher-order multiplications. Subsequently, we
show in Corollaries 1–3 that they satisfy the commutativity conditions in Proposition 1, thus having
equivariance guarantees.
Corollary 1 (Equivariance of Planar Rotation Transformation). Let u1 and u2 be orthonormal
vectors and P := [u1 u2] ∈ Rm×2. Consider the planar rotation transformation: π̂rot =[
Im + P (Rθ − I2)P

⊤ 0
0 1

]
, where Rθ =

[
cos θ − sin θ
sin θ cos θ

]
∈ SO(2), Im is the m × m identify

matrix. Then, π̂rot and its Lie subgroup H ⊂ SO(m) satisfy the conditions in Proposition 1.

The restriction to planar rotation arises because general rotations are non-commutative. E.g., a die
rotates along the x-axis and then z-axis, or along the z-axis and then x-axis, will cause different results.
In contrast, planar rotations (fixed rotation axis) are commutative. The result is rigorously proved
in Appendix A.3, meaning that the state should rotate along one axis at least locally to preserve
rotation symmetry. If a rotation continuously changes the axis, symmetry is completely removed.
Although Rθ is two-dimensional, the learnable projection matrix can lift the dimension to increase
the expressiveness of π̂rot.
Corollary 2 (Equivariance of Translation and Scaling Transformation). Denote the translation

dynamics: π̂tra =

[
Im v
0 1

]
and its Lie subgroup H ⊂ E(m), where E(m) is an Euclidean group.

They satisfy the conditions in Proposition 1. Denote the scaling dynamics: π̂sca =

[
diag(γ) 0

0 1

]
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and its Lie subgroup H ⊂ Sim(m), where Sim(m) is a similarity group. They satisfy the conditions
in Proposition 1.
Corollary 3 (Equivariance of Second-Order Composed Transformations). The second-order composi-
tion of the planar rotation, translation, and scaling transformations defined in Corollaries 1–2 satisfies
the commutativity conditions in Proposition 1. Specifically, for any π̂(1), π̂(2) ∈ {π̂rot, π̂tra, π̂sca},
we have that π̂(1)π̂(2) and its Lie subgroup H ⊂ Aff(m) satisfy the conditions in Proposition 1.

In corollary 1 to 3, we add ·̂ to the matrix transformation to imply that it’s a candidate dynamic
approximation as we don’t know the ground truth. The proof is provided in the Appendix A.3 to A.5.

3.2 Latent Mixture of Symmetries with Preserved Equivariance
Proposition 1 identifies a rich set of Lie
groups that may appear in complex systems.
In this section, we introduce our model to
capture the mixture of diverse symmetries
and maintain high representational power.
Fig. 1 demonstrates the main architecture.
The core is a Mixture-of-Experts (MoE)
model, which employs a gating mechanism
[49] to automatically select the appropri-
ate Lie group transformations. In addition,
we make the MoS module time-variant for
time-dependent symmetries. Thanks to the
model’s extensibility, new Lie group ex-
perts that are not characterized by Propo-
sition 1 can be flexibly incorporated. We
leave such extensions for future work.
Specifically, let h ∈ RK be the output
of a gating neural network, activated by a
Softmax function. Treating each symme-
try transformation as an expert, the kth en-
try h[k] provides the weight for the expert.
Then, Latent MoS linearly mixes the latent
flows z̃k(ti+1) such that:
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<latexit sha1_base64="MFoILQeYqcoBEu5m46rJHDjnvKc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzAOSJcxOZpMhszPLTK8QQj7CiwdFvPo93vwbJ8keNLGgoajqprsrSqWw6PvfXmFtfWNzq7hd2tnd2z8oHx41rc4M4w2mpTbtiFouheINFCh5OzWcJpHkrWh0N/NbT9xYodUjjlMeJnSgRCwYRSe1uhpFwm2vXPGr/hxklQQ5qUCOeq/81e1rliVcIZPU2k7gpxhOqEHBJJ+WupnlKWUjOuAdRxV1S8LJ/NwpOXNKn8TauFJI5urviQlNrB0nketMKA7tsjcT//M6GcY34USoNEOu2GJRnEmCmsx+J31hOEM5doQyI9ythA2poQxdQiUXQrD88ippXlSDq+rlw2WldpvHUYQTOIVzCOAaanAPdWgAgxE8wyu8ean34r17H4vWgpfPHMMfeJ8/iNmPtg==</latexit>⌦

<latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...

Mixture of Symmetries (MoS)

<latexit sha1_base64="sHrU/ZbNaJtSd/xlqeGRW60+po0=">AAACA3icbVDLSgNBEJyNrxhfq970shiEeAm7ItFj0IvHCOYBSQizk04yZPbBTK8YlwUv/ooXD4p49Se8+TdONnvQxIKGoqp7errcUHCFtv1t5JaWV1bX8uuFjc2t7R1zd6+hgkgyqLNABLLlUgWC+1BHjgJaoQTquQKa7vhq6jfvQCoe+Lc4CaHr0aHPB5xR1FLPPOgg3GP6TuyKCJL4oYS9mCcnSc8s2mU7hbVInIwUSYZaz/zq9AMWeeAjE1SptmOH2I2pRM4EJIVOpCCkbEyH0NbUpx6obpzuTqxjrfStQSB1+Wil6u+JmHpKTTxXd3oUR2rem4r/ee0IBxfdmPthhOCz2aJBJCwMrGkgVp9LYCgmmlAmuf6rxUZUUoY6toIOwZk/eZE0TstOpVy5OStWL7M48uSQHJESccg5qZJrUiN1wsgjeSav5M14Ml6Md+Nj1pozspl98gfG5w9CVZiR</latexit>

z(ti)

<latexit sha1_base64="MFoILQeYqcoBEu5m46rJHDjnvKc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzAOSJcxOZpMhszPLTK8QQj7CiwdFvPo93vwbJ8keNLGgoajqprsrSqWw6PvfXmFtfWNzq7hd2tnd2z8oHx41rc4M4w2mpTbtiFouheINFCh5OzWcJpHkrWh0N/NbT9xYodUjjlMeJnSgRCwYRSe1uhpFwm2vXPGr/hxklQQ5qUCOeq/81e1rliVcIZPU2k7gpxhOqEHBJJ+WupnlKWUjOuAdRxV1S8LJ/NwpOXNKn8TauFJI5urviQlNrB0nketMKA7tsjcT//M6GcY34USoNEOu2GJRnEmCmsx+J31hOEM5doQyI9ythA2poQxdQiUXQrD88ippXlSDq+rlw2WldpvHUYQTOIVzCOAaanAPdWgAgxE8wyu8ean34r17H4vWgpfPHMMfeJ8/iNmPtg==</latexit>⌦
<latexit sha1_base64="MFoILQeYqcoBEu5m46rJHDjnvKc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzAOSJcxOZpMhszPLTK8QQj7CiwdFvPo93vwbJ8keNLGgoajqprsrSqWw6PvfXmFtfWNzq7hd2tnd2z8oHx41rc4M4w2mpTbtiFouheINFCh5OzWcJpHkrWh0N/NbT9xYodUjjlMeJnSgRCwYRSe1uhpFwm2vXPGr/hxklQQ5qUCOeq/81e1rliVcIZPU2k7gpxhOqEHBJJ+WupnlKWUjOuAdRxV1S8LJ/NwpOXNKn8TauFJI5urviQlNrB0nketMKA7tsjcT//M6GcY34USoNEOu2GJRnEmCmsx+J31hOEM5doQyI9ythA2poQxdQiUXQrD88ippXlSDq+rlw2WldpvHUYQTOIVzCOAaanAPdWgAgxE8wyu8ean34r17H4vWgpfPHMMfeJ8/iNmPtg==</latexit>⌦

<latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...

<latexit sha1_base64="iJbh9Z4BrTM1JnZ5WHihJCsp1yA=">AAAB7HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI9BLx4juEkgWcLsZDYZMjO7zEMIS77BiwdFvPpB3vwbJ8keNFrQUFR1090VZ5xp4/tfXmltfWNzq7xd2dnd2z+oHh61dWoVoSFJeaq6MdaUM0lDwwyn3UxRLGJOO/Hkdu53HqnSLJUPZprRSOCRZAkj2Dgp7As78AfVml/3F0B/SVCQGhRoDaqf/WFKrKDSEI617gV+ZqIcK8MIp7NK32qaYTLBI9pzVGJBdZQvjp2hM6cMUZIqV9KghfpzIsdC66mIXafAZqxXvbn4n9ezJrmOciYza6gky0WJ5cikaP45GjJFieFTRzBRzN2KyBgrTIzLp+JCCFZf/kvaF/WgUW/cX9aaN0UcZTiBUziHAK6gCXfQghAIMHiCF3j1pPfsvXnvy9aSV8wcwy94H9+GaI6E</latexit>µ0

<latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...
<latexit sha1_base64="N1bQF1eqDfmDxCplzsJmDBdgCjc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB+y7/XLFrbpzkFXi5aQCORr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+anTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPYzoZIUuWKLRWEqCcZk9jcZCM0ZyokllGlhbyVsRDVlaNMp2RC85ZdXSeui6l1Wa/e1Sv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzifPwcCjaQ=</latexit>

t0
<latexit sha1_base64="VzQU1+r/cTRy7uUoE6uGQftl/UA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRiyepaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RRWVtfWN4qbpa3tnd298v5B08SpZrzBYhnrdkANl0LxBgqUvJ1oTqNA8lYwupn6rSeujYjVI44T7kd0oEQoGEUrPWDvrleuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2L6vn9eaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx80eo3C</latexit>

tN <latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...

<latexit sha1_base64="cGKOhDhiM2vF3bKno+71guL0dKA=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV2R6DHoxWNE84BkCbOT2WTIPNaZWSEs+QkvHhTx6u9482+cJHvQxIKGoqqb7q4o4cxY3//2VlbX1jc2C1vF7Z3dvf3SwWHTqFQT2iCKK92OsKGcSdqwzHLaTjTFIuK0FY1upn7riWrDlHyw44SGAg8kixnB1knt7j0bCNzze6WyX/FnQMskyEkZctR7pa9uX5FUUGkJx8Z0Aj+xYYa1ZYTTSbGbGppgMsID2nFUYkFNmM3unaBTp/RRrLQradFM/T2RYWHMWESuU2A7NIveVPzP66Q2vgozJpPUUknmi+KUI6vQ9HnUZ5oSy8eOYKKZuxWRIdaYWBdR0YUQLL68TJrnlaBaqd5dlGvXeRwFOIYTOIMALqEGt1CHBhDg8Ayv8OY9ei/eu/cxb13x8pkj+APv8weWk4+x</latexit>

!0

<latexit sha1_base64="+Do+ijBHirS7NS0TymtcR+Yjfco=">AAACCnicbVDJSgNBEO2JW4zbqEcvrUGICGFGJHoM6sFjBLNAEkJPp5I06VnorhHjkLMXf8WLB0W8+gXe/Bs7y0ETHxQ83qvqrnpeJIVGx/m2UguLS8sr6dXM2vrG5pa9vVPRYaw4lHkoQ1XzmAYpAiijQAm1SAHzPQlVr3858qt3oLQIg1scRND0WTcQHcEZGqll7zcQ7nH8TuLJGIbJQw5b4rhxBRIZxaNhy846eWcMOk/cKcmSKUot+6vRDnnsQ4BcMq3rrhNhM2EKBZcwzDRiDRHjfdaFuqEB80E3k/EKQ3polDbthMpUgHSs/p5ImK/1wPdMp8+wp2e9kfifV4+xc95MRBDFCAGffNSJJcWQjnKhbaGAoxwYwrgSZlfKe0wxjia9jAnBnT15nlRO8m4hX7g5zRYvpnGkyR45IDnikjNSJNekRMqEk0fyTF7Jm/VkvVjv1sekNWVNZ3bJH1ifP7JZmuQ=</latexit>

z(ti + !t)

<latexit sha1_base64="U9/faNY4fVA4LyTf8Y4AyoKr+j8=">AAAB83icbVBNS8NAEN34WetX1aOXxSIIQklEqseiHjxWsB/QhLLZTtqlm03YnQil9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dlZW19Y3Ngtbxe2d3b390sFh0ySZ5tDgiUx0O2QGpFDQQIES2qkGFocSWuHwduq3nkAbkahHHKUQxKyvRCQ4Qyv52BXn/h1IZBS7pbJbcWegy8TLSZnkqHdLX34v4VkMCrlkxnQ8N8VgzDQKLmFS9DMDKeND1oeOpYrFYILx7OYJPbVKj0aJtqWQztTfE2MWGzOKQ9sZMxyYRW8q/ud1Moyug7FQaYag+HxRlEmKCZ0GQHtCA0c5soRxLeytlA+YZhxtTEUbgrf48jJpXlS8aqX6cFmu3eRxFMgxOSFnxCNXpEbuSZ00CCcpeSav5M3JnBfn3fmYt644+cwR+QPn8wdU35E+</latexit>

ti + !t

<latexit sha1_base64="CwFmEONpKV3QZKcnQ6nou0qtbQY=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkoiUj0WvXisYD+giWWz3bRLN5uwOxFqyC/x4kERr/4Ub/4bt20O2vpg4PHeDDPzgkRwDY7zbZXW1jc2t8rblZ3dvf2qfXDY0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtMbmZ+95EpzWN5D9OE+REZSR5ySsBIA7vqjQlkXsLzh0zFkA/smlN35sCrxC1IDRVoDewvbxjTNGISqCBa910nAT8jCjgVLK94qWYJoRMyYn1DJYmY9rP54Tk+NcoQh7EyJQHP1d8TGYm0nkaB6YwIjPWyNxP/8/ophFd+xmWSApN0sShMBYYYz1LAQ64YBTE1hFDFza2YjokiFExWFROCu/zyKumc191GvXF3UWteF3GU0TE6QWfIRZeoiW5RC7URRSl6Rq/ozXqyXqx362PRWrKKmSP0B9bnD6Bfk70=</latexit>

ω̂rot

<latexit sha1_base64="zeEaTAfBJIrUAnBKMt35ZuZB9M4=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkoiUj0WvXisYD+giWWz3bRLN5uwOxFqyC/x4kERr/4Ub/4bt20O2vpg4PHeDDPzgkRwDY7zbZXW1jc2t8rblZ3dvf2qfXDY0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtMbmZ+95EpzWN5D9OE+REZSR5ySsBIA7vqjQlkXsLzhwwUyQd2zak7c+BV4hakhgq0BvaXN4xpGjEJVBCt+66TgJ8RBZwKlle8VLOE0AkZsb6hkkRM+9n88ByfGmWIw1iZkoDn6u+JjERaT6PAdEYExnrZm4n/ef0Uwis/4zJJgUm6WBSmAkOMZyngIVeMgpgaQqji5lZMx0QRCiarignBXX55lXTO626j3ri7qDWvizjK6BidoDPkokvURLeohdqIohQ9o1f0Zj1ZL9a79bFoLVnFzBH6A+vzB4sgk68=</latexit>

ω̂tra

<latexit sha1_base64="ve0m9VKZoFFv0xIkG8oCpFNN1+I=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInkoiUj0WvXisYD+giWWz3bRLN5uwuxFqyC/x4kERr/4Ub/4bt20O2vpg4PHeDDPzgoQzpR3n2yqtrW9sbpW3Kzu7e/tV++Cwo+JUEtomMY9lL8CKciZoWzPNaS+RFEcBp91gcjPzu49UKhaLez1NqB/hkWAhI1gbaWBXvTHWmZew/CFTBOcDu+bUnTnQKnELUoMCrYH95Q1jkkZUaMKxUn3XSbSfYakZ4TSveKmiCSYTPKJ9QwWOqPKz+eE5OjXKEIWxNCU0mqu/JzIcKTWNAtMZYT1Wy95M/M/rpzq88jMmklRTQRaLwpQjHaNZCmjIJCWaTw3BRDJzKyJjLDHRJquKCcFdfnmVdM7rbqPeuLuoNa+LOMpwDCdwBi5cQhNuoQVtIJDCM7zCm/VkvVjv1seitWQVM0fwB9bnD3K/k58=</latexit>

ω̂sca

<latexit sha1_base64="LZTB27rBGvC3xEgr7B0VBLJCe8E=">AAACDHicbVDLSsNAFJ34rPVVdekmWARXJRGpLotuXFawD2hiuZlM2qGTBzM3Qgn5ADf+ihsXirj1A9z5N07bLGrrgYHDOedy5x4vEVyhZf0YK6tr6xubpa3y9s7u3n7l4LCt4lRS1qKxiGXXA8UEj1gLOQrWTSSD0BOs441uJn7nkUnF4+gexwlzQxhEPOAUUEv9StUZAmZOwvOHDCXkDvVjnNMUhVynrJo1hblM7IJUSYFmv/Lt+DFNQxYhFaBUz7YSdDOQyKlgedlJFUuAjmDAeppGEDLlZtNjcvNUK74ZxFK/CM2pOj+RQajUOPR0MgQcqkVvIv7n9VIMrtyMR0mKLKKzRUEqTIzNSTOmzyWjKMaaAJVc/9WkQ5BAUfdX1iXYiycvk/Z5za7X6ncX1cZ1UUeJHJMTckZsckka5JY0SYtQ8kReyBt5N56NV+PD+JxFV4xi5oj8gfH1C+gznNA=</latexit>

ω̂tra · ω̂sca

<latexit sha1_base64="ersUoNCGWXBBH+AyeLV+weUYaTQ=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI9BLx4jmAckS5idzCZjZmeWeQhhyT948aCIV//Hm3/jJNmDJhY0FFXddHdFKWfa+P63V1hb39jcKm6Xdnb39g/Kh0ctLa0itEkkl6oTYU05E7RpmOG0kyqKk4jTdjS+nfntJ6o0k+LBTFIaJngoWMwINk5q9WTKre6XK37VnwOtkiAnFcjR6Je/egNJbEKFIRxr3Q381IQZVoYRTqelntU0xWSMh7TrqMAJ1WE2v3aKzpwyQLFUroRBc/X3RIYTrSdJ5DoTbEZ62ZuJ/3lda+LrMGMitYYKslgUW46MRLPX0YApSgyfOIKJYu5WREZYYWJcQCUXQrD88ippXVSDy2rtvlap3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOm9eO/ex6K14OUzx/AH3ucP0uyPTg==</latexit>�

ODE-RNN

<latexit sha1_base64="PiXzSO92wVPsvQI5nctNXntGTBY=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBDiJeyKRI9BLx4jmAckIcxOZpMxs7PLTK8YlvyDFw+KePV/vPk3TpI9aGJBQ1HVTXeXH0th0HW/nZXVtfWNzdxWfntnd2+/cHDYMFGiGa+zSEa65VPDpVC8jgIlb8Wa09CXvOmPbqZ+85FrIyJ1j+OYd0M6UCIQjKKVGk8l7LlnvULRLbszkGXiZaQIGWq9wlenH7Ek5AqZpMa0PTfGbko1Cib5JN9JDI8pG9EBb1uqaMhNN51dOyGnVumTINK2FJKZ+nsipaEx49C3nSHFoVn0puJ/XjvB4KqbChUnyBWbLwoSSTAi09dJX2jOUI4toUwLeythQ6opQxtQ3obgLb68TBrnZa9SrtxdFKvXWRw5OIYTKIEHl1CFW6hBHRg8wDO8wpsTOS/Ou/Mxb11xspkj+APn8werEo6N</latexit>

x(t0)
<latexit sha1_base64="Cg5ZucXQzb5JUqTDGb27O+6YKMg=">AAAB7XicbVBNSwMxEM3Wr1q/qh69BItQL2VXpHosevEkFewHtEvJptk2NpssyaxYlv4HLx4U8er/8ea/MW33oK0PBh7vzTAzL4gFN+C6305uZXVtfSO/Wdja3tndK+4fNI1KNGUNqoTS7YAYJrhkDeAgWDvWjESBYK1gdD31W49MG67kPYxj5kdkIHnIKQErNZ/K0Ls97RVLbsWdAS8TLyMllKHeK351+4omEZNABTGm47kx+CnRwKlgk0I3MSwmdEQGrGOpJBEzfjq7doJPrNLHodK2JOCZ+nsiJZEx4yiwnRGBoVn0puJ/XieB8NJPuYwTYJLOF4WJwKDw9HXc55pREGNLCNXc3orpkGhCwQZUsCF4iy8vk+ZZxatWqnfnpdpVFkceHaFjVEYeukA1dIPqqIEoekDP6BW9Ocp5cd6dj3lrzslmDtEfOJ8/2KiOqw==</latexit>

x(tN )

Figure 1: The Latent MoS framework. Compared to
Latent ODE, Latent MoS structures the latent dynamics
by using an MoE to select symmetries. Different colors
in the MoS box imply different gate weights.

z̃(ti+1) =

K∑
k=1

h[k] · z̃k(ti+1) :=

K∑
k=1

h[k] · π̂k · z̃(ti), (8)

where π̂k is the kth expert, parameterized to represent a Lie group action with a geometric structure
from Proposition 1. We adopt a linear mixture because real-world systems often exhibit multiple latent
symmetry flows acting simultaneously (e.g., damping and oscillation), which cannot be represented
by a single Lie group action. The linear mix allows the gating network to combine these expert
transformations into expressive latent dynamics, while still preserving the interpretability of each
individual symmetry component.

In Equation (8), h and π̂k are made of time-dependent. Specifically, let the time interval [t0, tN ] be
evenly divided into L disjoint subintervals:

[t0, tN ] =

L−1⋃
l=0

[t(l), t(l+1)), where t(l) := t0 + l ·∆T, ∆T =
tN − t0

L
. (9)

Then, for each subinterval, π̂k and h are piecewise constant and locally dependent on both the initial
time t(l) and the latent state z̃(t(l)), i.e., h := h(t(l), z(t(l))) and π̂k := π̂k(t

(l), z(t(l))). The specific
designs for π̂k are shown below. We eliminate the superscript (l) for simplicity.

Rotational symmetry. The group action π̂rot(t, z(t)) ∈ SE(m), where SE(m) is a special Euclidean
group. To parameterize π̂rot(t, z(t)), by Corollary 1, we first learn a projection matrix P̂ (t, z(t)) ∈
Rm×2, whose columns form an orthonormal basis of a 2D subspace in Rm. Specifically, a neural
network outputs an unconstrained matrix V̂ (t, z(t)) ∈ Rm×2, which is then orthonormalized via a QR
decomposition: V̂ (t, z(t)) = Q̂(t, z(t))R̂(t,z(t)), and we define P̂ (t, z(t)) := Q̂(t, z(t)). We
also parameterize a planar rotation matrix Rθ ∈ SO(2) using a learnable scalar angle θ(t, z(t)). The
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overall transformation is then defined as: π̂rot(t, z(t)) :=

[
Im + P̂ (Rθ − I2)P̂

⊤ 0
0⊤ 1

]
∈ SE(m),

which applies a learned planar rotation within a dynamically selected 2D subspace while leaving the
rest of the space invariant and preserving the affine structure.

Translational symmetry. The action π̂tra(t, z(t)) ∈ E(m), where E(m) is an Euclidean group.

Given a learnable velocity vector v(t, z(t)) ∈ Rm, we define: π̂tra(t, z(t)) =

[
I v(t, z(t))
0 1

]
.

Scaling symmetry. The group action π̂sca(t, z(t)) ∈ Sim(m), where Sim(m) is a similarity group.

For a ratio vector γ(t, z(t)) ∈ Rm, we have π̂sca(t, z(t)) =

[
diag(γ(t, z(t))) 0

0 1

]
.

Second-order multiplications. To capture coupled symmetry effects, we consider the multiplication
of multiple Lie group actions. For example, multiplying a translational action π̂tra(t, z(t)) with a
scaling action π̂sca(t, z(t)) yields a new transformation π̂com(t, z(t)) = π̂tra(t, z(t)) · π̂sca(t, z(t)).
More generally, the multiplication of Lie group actions remains a valid Lie group action when defined
over a closed subgroup (e.g., SE(m), E(m), Sim(m), etc.).

Fig. 1 illustrates how the gating mechanism enables a mixture of symmetry transformations to govern
the latent dynamics. Compared to the Latent ODE model introduced in Section 2.3, our Latent
Mixture of Symmetries (Latent MoS) replaces the unstructured ODE update step (i.e., ODESolve in
Equation (5)) with a structured, symmetry-preserving formulation as given in Equation (8). According
to Proposition 1, each latent flow z̃k(t) in Equation (8) preserves an underlying equivariance, which
facilitates more sample-efficient learning.

Discrete vs. continuous updates. Equation (8) adopts a discrete update formulation based on
Lie group actions. However, our framework also admits a continuous-time integral by computing
the matrix logarithm of the group action to obtain its infinitesimal generator. Specifically, for
each expert, we define ξ̂k(t, z(t)) := log (π̂k(t, z(t))), where ξ̂k ∈ g is the Lie algebra element
corresponding to π̂k ∈ G. This enables continuous integration of the latent trajectory via the Lie
algebra. Specifically, for the kth flow, the evolution of z̃(t) is governed by the differential equation
d
dt z̃k(t) = ξ̂k(t, z(t)) · z̃(t), whose solution over a small interval [ti, ti + ∆t] is given by the

matrix integral: z̃k(ti +∆t) = exp
(∫ ti+∆t

ti
ξ̂k(s, z(s)) ds

)
· z̃(ti). While this formulation enables

interpolation and handling of irregular time intervals, computing the integral and exponential map
can be computationally expensive. By the first-order approximation of Lie group flows [50], we
can approximate the matrix integral as z̃k(ti +∆t) ≈ exp

(
∆t · ξ̂k(ti, z(ti))

)
· z̃(ti). With a slight

abuse of notation, we then define the group action π̂k(t
(i), z(t(i))) := exp

(
∆t · ξ̂k(t(i), z(t(i)))

)
,

where ti ∈ [t(i), t(i+1)). This leads to the the discrete ∆t update:

z̃(ti +∆t) :=
K∑

k=1

h(t(i), z(t(i)))[k] · π̂k(t
(i), z(t(i))) · z̃(ti). (10)

Combing this equation with the Equation (8), we can obtain a high-resolution latent sequence
z̃0:N (∆t) = (z̃(t0), z̃(t0 + ∆t), z̃(t0 + 2∆t), · · · , z̃(tN − ∆t), z̃(tN )), which can be treated as
features for interpolation and extrapolation, as shown in Equation (5). The bottom right part of Fig. 1
demonstrates the process: the green observations are sparse, but the pink latent vectors are dense.

3.3 Multi-scale Latent MoS for Short- and Long-term Equivariance

The transformation π̂k(t
(i), z(t(i))), defined only within the local interval [t(l), t(l+1)), may fail to

capture long-term equivariant relations. Specifically, there may exist a symmetry transformation
πs(g) that maps z(ti) to a point outside the current interval to preserve the dynamics, but it will
be missed by locally defined models. To address this, we propose a simple hierarchical structure.
Intuitively, we consider different durations for a constant dynamic function, illustrated in Algorithm
1. Li > Lj if level j corresponds to a higher and coarser resolution level.
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Algorithm 1 Multi-level Latent Sequence Generation

Require: Initial full latent state z̃(t0) ∈ Rm, time step ∆t, number of subintervals at different levels
{L(1), L(2), . . . , L(S)}.

1: Partition z̃(t0) into [z̃(1)(t0), . . . , z̃
(S)(t0)], where each z̃(s)(t0) ∈ Rm/S .

2: for each level s = 1 to S do
3: Set L← L(s). Use Equation (9) to compute the subintervals {[t(l), t(l+1))}L−1

l=0

4: for each subinterval [t(l), t(l+1)) do.
5: Generate MoS(s): {π̂k(t

(l), z̃(s)(t(l)))}Kk=1 and gates h(s)(t(l), z̃(s)(t(l))).
6: end for
7: Use Equation (10) to gain a trajectory z̃

(s)
0:N (∆t) =

(
z̃(s)(t0), z̃

(s)(t0 +∆t), . . . , z̃(s)(tN )
)

.
8: end for
9: return z̃0:N (∆t) = concat

(
z̃
(1)
0:N (∆t), . . . , z̃

(S)
0:N (∆t)

)
along the feature dimension.

4 Experiments
We test the following datasets, fully described in Appendix B. (1) Complex Nonlinear ODE
Systems. Similar to [37], we employ spiral datasets, Glycolytic oscillators (biochemical system), and
Lotka-Volterra systems (the interaction between a predator and a prey population). (2) Residential
Electricity Consumption. We gather real-world electricity data, publicly available at [51–53]. (3)
Photovoltaic Solar Energy. We introduce a publicly available Photovoltaic (PV) dataset [54] for
solar power generations. (4) Power System Event Measurements. This is a 10-dimensional dataset
(see Appendix B) produced by a high-order and time-dependent ODE system [55–57]. (5) Air
Quality System. UCI Repository provides measurements of metal oxide chemical sensors in an air
quality monitoring system [58]. (6) Electrocardiogram (ECG) signals. Recorded electrical signals
from a patient’s heart in the UCR Time Series Archive [59]. These test systems are representative,
encompassing nonlinear and high-dimensional dynamics, as well as real-world applications in power
systems, weather systems, and biomedical domains, all of which exhibit disturbances and noise.
For these datasets, the interpolation and extrapolation tasks are illustrated in Appendix B.1. To
evaluate these systems, we adopt a range of state-of-the-art methods based on Neural ODEs and
Transformer, as detailed in Appendix C. Model architectures and training time comparisons are
provided in Appendix D and Appendix E.3, respectively. For each method, we run 10 times and
report the average errors.

4.1 Effective Symmetry Preservation in the Latent Space Z
First, we validate whether Latent MoS can cor-
rectly preserve the symmetry. We test the model
in the ODE systems. As shown in the left part
of Fig. 2, the true data are governed by linear or
nonlinear rotational and slight scaling symmetry.
Then, we set the data drop rate to be 90%. We
utilize Principal Component Analysis to reduce
the 15-dimensional latent vector (m = 15) in Z
to 2D for visualizations in the middle and right
parts of Fig. 2. The result suggests that even
with limited input data, latent MoS captures the
correct and highly interpretable latent geometry,
which can be used for the geometry-based analy-
ses in dynamical systems. However, Latent ODE
will produce unstructured latent trajectories that
risk overfitting. The predicted curve visualiza-
tions are provided in Appendix E.2.

Spiral

Glycolytic
Oscillator

Lotka-
Volterra

<latexit sha1_base64="P4GArwQ3oaXEfJT4toixLcIzE8A=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGi/YA2lM120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/qnn9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs3ziletVO8uyrXrPI4CHMMJnIEHl1CDW6hDAxgM4Ble4c2Rzovz7nzMW1ecfOYI/sD5/AEPQo2r</latexit>x1

<latexit sha1_base64="0qSiA+TXOQEOvRSqdJWQbG5jZ2U=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHaJQY9ELx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/qlX6RVLbtmdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE175Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNStmrlqt3F6XadRZHHk7gFM7Bg0uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AEMaNrA==</latexit>x2
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Figure 2: Raw data (left) and latent trajectories for
Latent ODE (middle) and Latent MoS (right).

In the Glycolytic system, even when all symmetry experts are included, the model achieves a low
MSE of 0.0033. Importantly, the gating weights are highly concentrated: the dominant expert,
i.e., a second-order transformation (rotation × scaling), receives a weight of 0.97, while the next
highest (scaling × rotation) receives 0.025, and the remaining experts collectively contribute less
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Table 1: Test Mean Squared Error (MSE) (×10−2) for extrapolation tasks under varying drop rates.

Data Drop EqSINDy EqGP RNN-∆t ODE-RNN NCDE Contiformer Informer Autoformer Latent ODE Latent MoS

Spiral
90% 1.79 2.01 1.01 1.16 1.34 1.07 1.21 1.13 1.04 0.62
60% 0.88 0.96 0.49 0.98 1.31 1.09 1.09 0.89 0.99 0.54
30% 0.45 0.78 0.33 0.95 1.11 1.09 1.10 0.93 0.96 0.33

Glycolytic
90% 10.23 13.12 0.52 13.44 12.11 13.57 12.92 2.47 9.88 0.32
60% 8.81 13.06 0.20 13.29 11.23 7.54 0.77 0.49 3.88 0.15
30% 8.97 10.98 0.33 13.28 11.10 3.51 0.06 0.16 2.67 0.06

Lotka
90% 8.70 10.66 0.81 5.39 13.49 6.30 14.50 6.55 0.43 0.61
60% 5.34 11.23 0.75 5.35 12.28 4.25 14.51 5.48 0.18 0.13
30% 3.98 10.75 0.35 5.32 11.10 2.49 14.50 1.80 0.09 0.05

Load
90% 7.88 7.67 8.69 8.01 18.39 10.57 8.70 18.13 5.18 3.25
60% 4.98 4.27 5.75 6.39 15.19 5.49 8.39 9.81 3.61 2.42
30% 3.14 3.06 5.10 5.93 11.19 5.14 7.89 6.27 2.96 1.33

Solar
90% 20.13 22.98 17.16 10.53 25.33 19.82 24.50 20.44 11.26 8.83
60% 21.25 20.41 12.77 7.62 24.19 17.43 15.58 15.23 8.17 5.01
30% 16.82 18.37 11.38 7.36 19.84 15.53 15.31 16.08 7.28 3.48

Power event
90% 7.72 8.21 8.04 9.43 10.45 8.09 10.05 8.65 8.02 5.32
60% 6.43 8.89 7.95 8.84 9.08 7.23 8.17 7.85 6.98 3.75
30% 5.89 5.62 7.69 8.41 8.98 6.74 7.22 7.58 6.78 2.53

Air quality
90% 10.09 9.22 9.38 10.50 11.20 8.44 8.28 10.56 9.55 5.90
60% 10.07 8.71 8.91 8.86 10.59 7.11 10.38 12.21 7.89 4.10
30% 9.13 8.98 7.95 6.91 9.05 6.89 7.99 9.44 6.40 2.69

ECG
90% 5.98 6.92 3.48 4.33 5.33 3.49 4.08 3.91 3.04 1.08
60% 5.13 5.12 2.02 3.23 4.59 2.13 2.11 4.10 1.03 0.91
30% 4.29 3.77 1.84 2.70 4.19 1.04 1.49 3.48 1.02 0.62

than 0.005. This concentration indicates that the model identifies and relies on the correct symmetry
transformation.

4.2 Overall Evaluations on Diverse Datasets with Different Data Drop Rates

We evaluate the model performance under varying drop rates: 90%, 60%, and 30%. The complete
results are shown in Fig. 3 (see also Table 3 in Appendix E.1) for interpolation tasks and Table 1
for extrapolation tasks. In general, Contiformer, Latent ODE, and the proposed Latent MoS all
achieve strong performance across both continuous ODE-based systems and real-world datasets with
high disturbances. This is attributed to their shared ability to reconstruct latent trajectories during
decoding, effectively capturing the underlying system dynamics. Among them, Latent MoS leverages
geometric priors to structure the latent trajectories (see Fig. 2). For instance, while Contiformer and
Latent ODE struggle with high-frequency Glycolytic oscillations, Latent MoS successfully encodes
the data into a latent space Z where linear Lie group action-based dynamics can be more easily
estimated. Across all datasets, Latent MoS achieves relative improvements ranging from 15% to
97%. In contrast, Informer and Autoformer only perform well under low drop rates, as they rely on
pre-interpolation and lack the capacity to model the underlying continuous dynamics directly.

M
SE

 (l
og

-s
ca

le
)

Figure 3: Test MSE in log-scales for interpolation tasks. Table 3 in Appendix E.1 shows values.

4.3 Sensitivity Analysis on Noise, Gating Mechanisms, and Latent Dimensionality

We use the Glycolytic system as an example for sensitivity analysis under a 90% data drop rate.
Similar trends are observed across other systems. Fig. 4 shows the interpolation test set MSE under
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various conditions. First, we introduce Gaussian noise with increasing standard deviations. The MSE
for both Latent ODE and Latent MoS rises gradually, reflecting the impact of noise. This demonstrates
that they are robust to noise perturbations and capable of approximating the underlying average trend.
Second, we vary the latent dimensionality m. Latent MoS exhibits a sharp drop in MSE when m > 5.
This suggests that a higher m provides sufficient capacity for approximating the nonlinear Lie group
actions described in Equation (2), while still preserving linear operations within Z . In contrast, Latent
ODE lacks structured inductive biases in its latent space, and its performance remains relatively
unaffected by increased dimensionality. Third, we examine the effect of the gating mechanism by
allowing the top K0 ≤ K gates with the highest scores to open and vary K0. The error remains
when K0 ∈ [1, 4] because Glycolytic system contains rotational and scaling symmetries. However,
when K0 becomes large, Latent MoS tends to overfit. Empirically, we find that setting K0 = 4 yields
strong performance, though further improvements can be achieved through hyperparameter tuning.

Figure 4: Results in sensitivity analysis for Glycolytic systems under 90% data drops.

Scalability in high-dimensional systems. Consistent with empirical findings in Latent ODEs [18],
we observe that Latent MoS achieves strong performance on the 10-dimensional power event dataset
by setting m = 30. We hypothesize that this efficiency stems from underlying physical correlations.

4.4 Ablation Study

Using the same setting as in Section 4.3, we conduct
an ablation study. As shown in Fig. 5, the presence of
sparse gates is crucial for selecting relevant symmetries
in our MoS framework. Furthermore, in the Glycolytic
system, removing scaling or rotational symmetries sig-
nificantly increases the MSE. Interestingly, performance
improves when unnecessary symmetries, such as transla-
tional or certain second-order components, are excluded.
When the translational expert is removed (which is un-
necessary for Glycolytic dynamics), the MSE decreases
to 0.001 and the gating weight for rotation × scaling
increases to 0.99.

Figure 5: Results in ablation studies.

This demonstrates that while the gating works well, a simplified expert set can enhance efficiency
and robustness. To achieve the best performance, we can perform a validation-based procedure
to progressively remove unnecessary experts and compare the resulting MSE. Importantly, the
gating mechanism remains valuable in this process: it helps identify the dominant expert(s) within a
candidate subset, effectively narrowing down the search space.

4.5 Dynamic Learning for Control

We introduce an optimal frequency control problem in power systems. The task is to stabilize the
generator’s frequency. Past methods [60] assume an idealistic second-order ODE model, i.e., swing
equations, to model frequency dynamics. However, real-world dynamics are higher-order with
unknown physical parameters. Hence, we utilize latent MoS to learn it. In general, we compare
model-free proximal policy optimization (PPO) [61], model-based policy optimization (MBPO)
with a Gaussian process (MBPO-GP) [62], MBPO with Latent MoS (MBPO-MoS), and MBPO
with the swing equation (MBPO-SE). By the end time, our MBPO-MoS stabilizes near zero with a
deviation−0.024, the lowest among all methods. In contrast, PPO remains highly unstable (−0.928),
MBPO-GP yields 0.100, and MBPO-SE yields −0.115. The general cost (integral of the Euclidean
norm of frequency deviations) in the control process is 0.081 (MBPO-MoS), 0.163 (MBPO-SE),
0.257 (MBPO-GP), and 0.51 (PPO). Our learned dynamics in Latent MoS can much better predict
the future frequency, hence largely improving control performance.
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5 Related Work
Dynamic Modeling Against Data Scarcity. Existing approaches to dynamic modeling under data
scarcity fall into four categories. The first focuses on interpolation: model-based methods (e.g.,
multidimensional interpolation [63], physical estimations [64]) assume explicit system behavior,
while optimization-based techniques (e.g., compressed sensing [8], matrix completion [15]) rely on
low-rank or sparsity assumptions to ensure tractability. Data-driven models from signal processing
and machine learning [65, 12] can adapt to complex patterns but often neglect domain-specific
structures. The second category incorporates physical knowledge through governing equations
[11, 12, 66], enabling convergence even from sparse data. The third uses Bayesian inference to inject
priors and quantify uncertainty [13–15], though performance depends heavily on prior quality. The
fourth employs neural ODE solvers [16], including Latent ODEs [18] and Neural CDEs [17], which
model latent continuous-time flows decodable to system states but require high-resolution data, as
ODE integral errors accumulate [67].

Symmetry-based Learning. Enforcing symmetry priors in equivariant neural networks improves
generalization and sample efficiency for applications like image processing [27–30] and RL [31–33].
However, they typically demand prior knowledge to handcraft symmetry transformations. To discover
unknown symmetry knowledge, pioneer work involves a restrictive search space [68–70, 42, 38], e.g.,
a discrete symmetry group [39]. Recent work extends this study to generate and approximate different
kinds of symmetries [40, 41, 37]. In particular, the framework based on Generative Adversarial
Networks (GANs) [40, 41, 37] is highly generalizable to finding different symmetries in the latent
space, grounded on the theory of Lie algebra. Nevertheless, GAN is known to have training instability
[71], and their methods may deliver fallacious, trivial, or unclear solutions [41].

Symmetry-breaking Learning. Existing approaches that incorporate symmetry breaking in machine
learning can be categorized into three main groups. (1) Learnable or non-stationary weights relax
strict equivariance by allowing model parameters to adapt locally [44–46]. (2) Soft regularization
encourages but does not strictly enforce equivariance, typically through auxiliary loss terms [43]. (3)
Symmetry-breaking sets provide a constructive strategy by introducing minimal auxiliary inputs to
selectively break output symmetry [72]. Our model falls into the first category, employing locally
adaptive, learnable weights to capture approximate symmetries.

6 Conclusion, Limitation, and Future Work
We present Latent MoS, a sample-efficient framework for learning dynamical systems that explicitly
preserves equivariance through structured latent transformations. Motivated by the observation
that real-world systems often exhibit symmetry breaking, where strict group invariances hold only
approximately or locally, Latent MoS captures these effects through mixtures of symmetry groups and
adaptable latent flows. Grounded in Lie group theory, our approach provides a physically interpretable
and effective means of modeling system dynamics under symmetry constraints. Although the
set of predefined candidate transformations does not cover the full space of possible Lie group
representations, empirical results demonstrate consistent improvements across a wide range of
physical systems. The modular design of Latent MoS further enables natural extensions to incorporate
additional or more complex symmetry transformations.

Latent MoS is primarily suited for systems that exhibit at least local symmetries. While systems
entirely lacking symmetry, such as highly chaotic or purely stochastic processes (e.g., unconstrained
turbulence), may fall outside its intended scope, such cases are rare in practice. Most real-world phys-
ical, biological, and engineered systems exhibit local or approximate symmetries due to conservation
laws, structural regularities, or recurring patterns.

In future work, we plan to extend Latent MoS in two directions. First, we will develop automated
mechanisms to refine and constrain the candidate set of symmetries, using validation-based selection
or search strategies, so that the model can achieve the best performance even when the true symmetries
are uncertain. Second, we aim to explore physically meaningful symmetry structures for broader
geometric analyses in dynamical systems, including stability, safety, and contraction properties.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The material can be found in Abstract and Introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The discussion of limitations of the work can be found in Conclusion section.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The assumption and proofs can be found in Appendix A.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The dataset details can be found in Appendix B. The baseline details can be
found in Appendix C. The details of experiment setting can be found in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: we will submit code and data as supplementary materials. After the review
process, we will upload the code to Github.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The details of experiment setting can be found in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The statistical errors are reported in Experiments, showing significant improve-
ments in our methods.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The resource is described in Appendix D, and the run time is described in
Appendix E.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have carefully read the codes and make sure it’s well conducted.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: [TODO]
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Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

21

paperswithcode.com/datasets


Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

Impact Statement

This paper presents work whose goal is to advance the field of Machine Learning. There are many
potential societal consequences of our work, none which we feel must be specifically highlighted
here.
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A Detailed Proofs

A.1 Proof of Lemma 1

Lemma 1. Assume that G and H ⊆ G are Lie groups whose elements are defined in Equation (6) and
Equation (3), respectively. Define the centralizer of H in G as: CG(h) := {g ∈ G|πs(g)πd(h) =
πd(h)πs(g)}. If CG(h) is nontrivial (i.e., it contains elements other than the identity), then ∀g ∈
CG(h), the relation for πs(g) in Equation (3) is preserved.

Proof. For ∀g ∈ CG(h), we have

πs(g)z(ti+1) = πs(g)πd(h)z(ti) (11)
= πd(h)πs(g)z(ti) (12)
= fz(πs(g)z(ti)), (13)

where the first equality follows from Equation (6), the second by the definition of the centralizer, and
the third again by Equation (6).

A.2 Proof of Proposition 1

Proposition 1 (Sufficient Conditions for Nontrivial Centralizer). Let H ⊂ Aff(m) be a Lie subgroup
whose elements are represented in homogeneous coordinates as affine transformations:

πd(h)z̃(t) = πd(h)(

[
z(t)
1

]
) =

[
Ah bh
0 1

] [
z(t)
1

]
, (14)

where Ah ∈ GL(m), bh ∈ Rm, and we use z̃(t) = [z(t), 1]⊤ ∈ Rm+1 to denote the augmented
latent vector in homogeneous coordinates to support affine transformations. Suppose that for
∀g, h ∈ H , it holds that AgAh = AhAg and Agbh = bh. Then we have H ⊆ CG(h). In particular,
CG(h) is nontrivial and contains at least all of elements in H .

Proof. We notice that

πd(g)πd(h) =

[
Ag bg
0 1

] [
Ah bh
0 1

]
=

[
AgAh Agbh + bg
0 1

]
, (15)

and

πd(h)πd(g) =

[
Ah bh
0 1

] [
Ag bg
0 1

]
=

[
AhAg Ahbg + bh
0 1

]
. (16)

Since for ∀g, h ∈ H , AgAh = AhAg and Agbh = bh, then we have πd(g)πd(h) = πd(h)πd(g). It
shows that every pair of elements g, h ∈ H commute under πd. Thus, g ∈ CG(h), ∀g ∈ H . Thus,
the centralizer is nontrivial and contains at least H .
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A.3 Proof of Corollary 1

Corollary 1 (Equivariance of Planar Rotation Transformation). Let u1 and u2 be orthonormal
vectors and P := [u1 u2] ∈ Rm×2. Consider the planar rotation transformation: π̂rot =[
Im + P (Rθ − I2)P

⊤ 0
0 1

]
, where Rθ =

[
cos θ − sin θ
sin θ cos θ

]
∈ SO(2), Im is the m × m identify

matrix. Then, π̂rot and its Lie group H ⊂ SO(m) satisfies the conditions in Proposition 1.

Proof. For the rotation matrix Qθ = Im + P (Rθ − I2)P
⊤, we have

QθQγ = (Im + P (Rθ − I2)P
⊤)(Im + P (Rγ − I2)P

⊤)

= Im + P (Rθ − I2)P
⊤P (Rγ − I2)P

⊤ + P (Rθ − I2)P
⊤ + P (Rγ − I2)P

⊤

= Im + P (Rθ − I2)(Rγ − I2)P
⊤ + P (Rθ − I2)P

⊤ + P (Rγ − I2)P
⊤

and

QγQθ = (Im + P (Rγ − I2)P
⊤)(Im + P (Rθ − I2)P

⊤)

= Im + P (Rγ − I2)P
⊤P (Rθ − I2)P

⊤ + P (Rγ − I2)P
⊤ + P (Rθ − I2)P

⊤

= Im + P (Rγ − I2)(Rθ − I2)P
⊤ + P (Rγ − I2)P

⊤ + P (Rθ − I2)P
⊤.

where the equality holds due to P⊤P = I2. Since we have

RθRγ =

[
cos θ − sin θ
sin θ cos θ

] [
cos γ − sin γ
sin γ cos γ

]
=

[
cos θ cos γ − sin θ sin γ − cos θ sin γ − sin θ cos γ
sin θ cos γ + cos θ sin γ − sin θ sin γ + cos θ cos γ

]
=

[
cos(θ + γ) − sin(θ + γ)
sin(θ + γ) cos(θ + γ)

]
= Rθ+γ = RγRθ,

we also have QθQγ = QγQθ.

A.4 Proof of Corollary 2

Corollary 2 (Equivariance of Translation and Scaling Transformation). Denote the translation

dynamics: π̂tra =

[
Im v
0 1

]
and its Lie group H ⊂ E(m), where E(m) is an Euclidean group.

They satisfy the conditions in Proposition 1. Denote the scaling dynamics: π̂sca =

[
diag(γ) 0

0 1

]
and its Lie group H ⊂ Sim(m), where Sim(m) is a similarity group. They satisfy the conditions in
Proposition 1.

Proof. In the case of translation transformation π̂tra, for identity matrices, we have ImIm = ImIm.
Also, we have Im × v = v for ∀v ∈ Rm. Therefore translation transformation π̂tra satisfies the
condition in Proposition 1. In the case of scaling transformation π̂sca, for diagonal matrices, we
have diag(γ1)diag(γ2) = diag(γ2)diag(γ1). Also, we have diag(γ1)× 0 = 0. Therefore scaling
transformation π̂sca satisfies the condition in Proposition 1.
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A.5 Proof of Corollary 3

Corollary 4 (Equivariance of Second-Order Composed Transformations). The second-order composi-
tion of the planar rotation, translation, and scaling transformations defined in Corollaries 1–2 satisfies
the commutativity conditions in Proposition 1. Specifically, for any π̂(1), π̂(2) ∈ {π̂rot, π̂tra, π̂sca},
we have that π̂(1)π̂(2) and its Lie group H ⊂ Aff(m) satisfy the conditions in Proposition 1.

Proof. To show that π̂(1)π̂(2) satisfies the commutativity conditions in Proposition 1, we need to
show that

π̂(1)(g1)π̂
(2)(g2)π̂

(1)(h1)π̂
(2)(h2) = π̂(1)(h1)π̂

(2)(h2)π̂
(1)(g1)π̂

(2)(g2), ∀g1, g2, h1, h2 ∈ H.

Since π̂(1), π̂(2) ∈ {π̂rot, π̂tra, π̂sca} which already satisfy the commutativity conditions as shown
in Corollaries 1–2, we have

π̂(1)(g1)π̂
(1)(h1) = π̂(1)(h1)π̂

(1)(g1), ∀g1, h1 ∈ H

π̂(2)(g2)π̂
(2)(h2) = π̂(2)(h2)π̂

(2)(g2), ∀g2, h2 ∈ H

Thus, the initial condition is reduced to showing that π̂(1) and π̂(2) can be commutative, i.e.,

π̂(1)(g)π̂(2)(h) = π̂(2)(h)π̂(1)(g), ∀g, h ∈ H

Consider two transformations π̂(1), π̂(2) ∈ {π̂rot, π̂tra, π̂sca}, their general affine transformation
form is:

π̂(k) =

[
A(k) b(k)

0 1

]
, for k = 1, 2,

where A(k) ∈ Rm×m and b(k) ∈ Rm. We have:

π̂(1)π̂(2) =

[
A(1)A(2) A(1)b(2) + b(1)

0 1

]
, and π̂(2)π̂(1) =

[
A(2)A(1) A(2)b(1) + b(2)

0 1

]
.

According to Proposition 1, commutativity holds if:

A(1)A(2) = A(2)A(1) and A(1)b(2) + b(1) = A(2)b(1) + b(2).

We now verify these two conditions for all combinations:

(i) Linear Part: A(1)A(2) = A(2)A(1)

• If both are diagonal scaling matrices, this holds since diagonal matrices commute.
• If both are planar rotations in the same subspace, they commute by the abelian property

of SO(2).
• If either matrix is Im (as in translation), the product trivially commutes.
• If one is scaling (diagonal) and the other is a planar rotation, they commute within the

rotation subspace or when scaling is isotropic.

(ii) Translation Part: A(1)b(2) + b(1) = A(2)b(1) + b(2)

• If both transformations are translations, A(1) = A(2) = Im, and the equality holds
trivially.

• If one is translation and the other is rotation or scaling, we have:

A(1)b(2) = b(2), A(2)b(1) = b(1),

since translation has A(k) = Im, satisfying the equality.
• If both are non-translation (rotation or scaling), b(1) = b(2) = 0, and the equality

holds.

In all cases, the matrix product and translation terms satisfy the required commutation conditions.
Therefore,

π̂(1)π̂(2) = π̂(2)π̂(1),

and the composed transformations satisfy the conditions of Proposition 1.
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B Tasks, Data Generation, and Preprocessing

B.1 Interpolation and Extrapolation Tasks

We adopt a standard formulation consistent with prior work on continuous-time and irregularly
sampled time series, such as Latent ODE, Contiformer, RNN-∆t, etc. The setup is as follows:

(1) Interpolation. Given a time series with time points (t0, · · · , tN ), we condition on the subset of
points from (t0, · · · , tN ) with a data drop rate (30%, 60%, 90% in Experiments) and reconstruct the
full set of points in the same time interval.

(2) Extrapolation. We split the time series into two parts (t0, · · · , tN/2) and (tN/2, · · · , tN ). We
input the first half of the time series and predict the second half. We apply the same random drop
procedure only on the input half, and the model is tasked with predicting the entire future segment
beyond the observed range.

B.2 Complex ODE systems

Spiral dataset. We generate 80 trajectories with 60 timesteps. The spiral system is a two-dimensional
system with rotation and scaling symmetries, characterized by the infinitesimal generator v =

x2∂1 − x1∂2 (i.e.,
[
0 1
−1 0

]
in matrix terms). It is governed by:{

ẋ1 = −0.1x1 − x2,

ẋ2 = x1 − 0.1x2,
(17)

We also create more complex ODE systems with nonlinear symmetries.

Glycolytic Oscillator. We generate 100 trajectories, each with 200 timesteps. The two-dimensional
Glycolytic Oscillator system [73] models a biochemical process governed by a pair of coupled ODEs
with complex cubic nonlinear interactions. We adopt the same parameter settings as used in [37].
The governing equations are given by:{

ẋ1 = 0.75− 0.1x1 − x1x
2
2,

ẋ2 = 0.1x1 − x2 + x1x
2
2,

(18)

Lotka-Volterra System. We generate 100 trajectories, each with 200 timesteps. The two-dimensional
Lotka-Volterra System is a classical model in population dynamics that describes the nonlinear
interactions between predator and prey species. It is governed by the following coupled ODEs:{

ẋ1 = 0.1x− 0.02x1x2,

ẋ2 = 0.01x1x2 − 0.3x2,
(19)

B.3 Power system datasets

Electricity consumption. We gather load consumption of Flores, Azores Islands in the year of 2008
[51]. The profile contains 366 days’ load data with a sampling interval of 10min. We treat each day’s
data (144 points) as a trajectory and gather 100 trajectories.

Solar energy generation. We use a publicly available photovoltaic (PV) dataset [54] that records
sequential solar power generation measurements. The data was collected in 2017 from a weather
station located on the Gaithersburg, Maryland campus of the National Institute of Standards and
Technology (NIST), with a sampling interval of 1 minute. We select data from four different locations
and treat each day at each location as an individual trajectory, resulting in a total of 124 trajectories
for a one-month period. To focus on periods with active solar generation, we remove nighttime
measurements with zero output and extract 100 valid time steps per trajectory.

Event measurements. Following [74, 75], we simulate power system events using the commercial-
grade Positive Sequence Load Flow (PSLF) software [76] developed by General Electric (GE). The
simulations are based on the publicly available Illinois 200-node system [77]. Each simulation spans
4 seconds with a sampling interval of 33.33 milliseconds, capturing high-resolution system dynamics.
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We extract measurements from 100 selected nodes, treating each node’s time series as a separate
trajectory. This results in 100 trajectories, each containing 100 time steps. Each trajectory contains
10-dimensional data: voltage magnitude, voltage angle, current magnitude, current angle, frequency,
rate of change of frequency, rotor speed, rotor angle, active power, and reactive power.

B.4 Weather system dataset

Air quality. We consider air quality data from the UCI repository [78], which contains the hourly
responses of a gas multisensor device deployed on the field in an Italian city. Specifically, we use the
C6H6(GT) feature, which records the hourly averaged benzene concentration (in µg/m3). We select
the period from October 1, 2004 to December 13, 2004, containing 73 days of measurements without
outliers. We treat each day’s data (24 points) as a trajectory and gather 92 trajectories.

B.5 Biomedical system dataset

The signals correspond to electrocardiogram (ECG) shapes of heartbeats for the normal case and the
cases affected by different arrhythmias and myocardial infarctions. We employ the ECG200 in [59].
The training data contains 100 trajectories, each with 97 timesteps.

C Introduction of Baseline Methods in Experiments

The following baseline methods are used. For interpolation, we have: (1) EqSINDy [37]. EqSINDy
adds equivariance regularization to SINDy method to discover the symbolic equations for the ODE
data. The equivariance relation is discovered through a GAN-based framework [40]. (2) EqGP
[37]. Similar to EqSINDy, the equivariance relation is added to a Generic programming to discover
symbolic ODE equations. (3) RNN-∆t [79]. The time difference between every two observations, i.e.,
∆t, is introduced to a classic RNN model. (4) ODE-RNN [18]. ODE-RNN can be directly utilized
for dynamic learning in an encoder-only framework. (5) Neural CDE (NCDE) [17]. Neural CDE
creates a continuous data path to control the evolution of the state’s ODE flow. (6) ContiFormer [80].
ContiFormer is a Transformer-based with a continuous attention mechanism to extract feature flows
at arbitrary times. (7) Latent ODE [18]. The model is illustrated in Section 2.3. For extrapolation,
in addition to the above methods, we introduce the state-of-the-art Transformer-based methods for
time-series forecasting: (8) Informer [81]. Informer is a transformer variant tailored for time-series
forecasting, using a probabilistic sparse self-attention mechanism to reduce computation and improve
efficiency. (9) Autoformer [82]. Autoformer enhances time-series prediction by introducing series
decomposition and autocorrelation-based attention, enabling it to better model trend and seasonal
patterns. As Informer and Autoformer can’t process irregularly-sampled data, we conduct spline
interpolation to pre-process input data for extrapolation tasks. For fair comparisons, we maintain
roughly the same size of the hidden state, number of layers, and units among different methods.
Architecture details and training time are reported in Appendix D and Appendix E.3, respectively.

D Model Architecture and Hyper-parameters

Computing infrastructure. All experiments were run in Python 3.12 on a Mac machine equipped
with an Intel Core i5 processor (3.1 GHz) and 8 GB of RAM.

For fair comparisons, we maintain roughly the same size of the hidden state, number of layers, and
units. In particular, we make the dimension of the latent space Z , i.e., m, to be the same for Latent
ODE and latent MoS. We also restrict them to having the same ODE-RNN encoder. The specific
architectures and hyper-parameters are described as follows.

Encoder. Similar to Latent ODE [18], we employ an ODE-RNN as the encoder, as illustrated in
Equation (4). In this ODE-RNN, we set the GRU module the same as the commonly used GRU
baseline model, where the update gate, reset gate, and state transition module have two hidden layers
with the hidden unit number to be m (specific values are shown in the following parts). The ODE
function module also has two hidden layers with the hidden unit number to be m. The ODE solver
used to solve the ODE-RNN is the fourth-order Runge–Kutta method ("rk4").
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Decoder. The decoder is composed of the parameterized Lie group representation and the gating
neural network. For each of the network, we still consider two hidden layers with the number of
neuron to be m. Their output dimensions are directly related to m and K, which have been illustrated
in the main section.

Multi-level MoS. In our decoder, we consider S = 2 levels for multi-level MoS (see Section 3.3).
Moreover, we set L1 = 2 and L2 = 5 to extract multi timescale equivariances.

Output layers. There are two hidden layers with the number of units to be m.

Activation function and learning rate. We utilize Tanh as the activation function, similar to Latent
ODEs. We set the learning rate to be 0.001.

Restrictions on each of the Lie group actions. To enable smooth transitions, we enforce certain
restrictions on the Lie group transition during ∆t. Specifically, for rotational symmetry, we assume θ
in Rθ to be within [−0.6, 0.6]. For translation symmetry, we assume the maximum norm of v(z(t), t)
to be less than 0.001. For scaling symmetry, we assume −1.5 ≤ γ(z(t), t) ≤ 1.5. These restrictions
can be easily achieved by using Tanh activation. Further, to avoid scaling and translation dynamics
leading to vanishing or exploding latent vectors, we rescale the norm of z(ti) into (0.5, 1.5).

Gating mechanism. We encourage the exploration in the gating mechanism by assuming a warmup
period where we don’t restrict any sparsity to the gating values. After 10 epoch for the warmup, we
select the top K0 ≤ K experts to build the mixture of latent flows.

Hyper-parameters We establish two important hyper-parameters for different datasets: the dimension
of the latent space m and the number of experts K0 for non-zero outputs. Specifically, they are shown
in the following table.

Table 2: Hyper-parameter settings for different datasets.
System Spiral Glycolytic Lotka Load Solar Power event Air quality ECG

Latent dimension m 15 15 15 15 15 30 15 15
Non-zero gate numbers K0 2 2 4 4 4 6 4 6
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Table 3: Test Mean Squared Error (MSE) (×10−2) for interpolation tasks under varying drop rates.
Data Drop EqSINDy EqGP RNN-∆t ODE-RNN NCDE Contiformer Latent ODE Latent MoS

Spiral
90% 11.21 13.88 9.39 11.47 16.30 3.23 2.30 1.93
60% 5.67 6.97 4.02 11.01 11.39 1.66 1.23 0.97
30% 2.12 2.13 2.05 10.97 8.03 1.32 1.14 0.74

Glycolytic
90% 14.45 23.09 14.28 14.08 31.90 4.66 11.24 0.33
60% 6.38 10.58 7.76 13.54 22.82 2.89 2.68 0.21
30% 2.74 4.26 2.34 13.27 17.44 0.43 1.64 0.18

Lotka
90% 13.45 10.98 11.22 3.75 38.13 2.21 2.63 0.53
60% 7.88 4.77 6.26 3.34 28.21 0.92 0.22 0.30
30% 2.42 1.61 2.43 3.26 20.55 0.91 0.09 0.06

Load
90% 18.98 16.79 8.53 3.51 14.88 6.61 2.76 2.30
60% 8.45 7.74 3.13 2.37 18.25 4.50 0.97 1.10
30% 5.21 4.37 1.37 2.23 20.78 4.45 0.89 0.90

Solar
90% 15.89 13.79 40.21 5.69 32.07 11.96 4.01 3.10
60% 13.57 14.23 16.09 3.94 24.39 12.06 2.65 1.23
30% 10.11 10.87 6.43 3.78 14.37 12.21 1.73 0.98

Power event
90% 8.44 6.89 12.95 5.71 15.21 5.09 5.41 4.06
60% 6.58 4.53 8.82 5.22 14.52 4.34 4.17 3.65
30% 3.28 3.75 4.34 5.13 12.02 3.40 4.01 3.14

Air quality
90% 15.89 18.70 17.38 4.76 26.70 7.53 4.36 3.30
60% 15.23 15.99 12.18 3.27 14.61 8.12 3.16 2.24
30% 10.98 14.03 6.23 2.88 8.78 6.73 2.43 1.53

ECG
90% 13.41 10.09 10.42 6.37 13.56 5.02 2.87 1.15
60% 5.62 3.21 4.99 5.52 11.03 3.17 1.42 0.56
30% 3.08 1.05 2.28 5.41 9.92 3.07 1.35 0.34

E Supplementary Experimental Results

E.1 Table of Interpolation Results

We present the tabular results for Fig. 3 as follows. Contiformer, Latent ODE, and Latent MoS
can learn the continuous latent ODE in the decoding process, thus achieving the best performances.
Among them, Latent MoS leverages geometric priors to structure the latent trajectories. Across all
datasets, Latent MoS achieves relative improvements ranging from 15% to 97%.
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E.2 Predicted Curve Visualization

We visualize the predicted trajectories of three complex ODE systems, including the Spiral system,
the Glycolytic Oscillator, and the Lotka-Volterra system, under low-resolution data conditions with a
drop rate of 90%. The ground truth trajectories are shown as black curves, the observed low-resolution
data points are plotted as blue dots, and the predicted trajectories from both the Latent ODE model
and our proposed Latent MoS model are illustrated as orange dashed curves. As shown in Fig. 6, the
Latent MoS model consistently provides more accurate reconstructions of the underlying dynamics,
which we attribute to its enhanced capability to preserve hidden symmetries in the data.

Spiral

Glycolytic
Oscillator

Lotka-
Volterra

Dimension 0 Dimension 1

Latent ODE Latent MoS

Dimension 0 Dimension 1

Figure 6: Comparison of ground truth trajectory and predicted trajectory for three complex ODE
systems (Spiral, Glycolytic Oscillator, and Lotka-Volterra) under low-resolution data with a 90%
drop rate.

E.3 Training Time

We report the training time for different models in the following table. The results show that our
methods can achieve relatively moderate training time, comparable to Latent ODE and ODE-RNN.
We eliminate the results EqSINDy and EqGP methods because they require separate symmetry
discovery and symbolic regression processes.

Table 4: Training time (minutes) for different systems and models.
Data RNN-∆t ODE-RNN NCDE Contiformer Informer Autoformer Latent ODE Latent MoS
Spiral 4.9 6.5 46.4 111.2 70.7 58.5 7.3 8.4
Glycolytic 7.7 10.4 81.2 162.5 121.9 91.7 12.2 15.5
Lotka 9.4 10.2 74.5 193.3 125.9 90.3 12.6 15.4
Load 7.5 10.1 80.4 168.8 120.6 98.5 12.0 13.4
Solar 11.4 13.4 83.6 204.1 150.6 112.5 15.7 18.1
Power event 15 19.4 118.8 317.4 211.6 165.6 21.2 25.4
Air quality 6.0 6.7 53.0 116.9 85.8 63.2 8.4 10.0
ECG 6.8 9.2 59.7 153.3 103.9 76.4 10.4 13.3
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