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Abstract
Mathematical verfier achieves success in math-001
ematical reasoning tasks by validating the cor-002
rectness of solutions. However, existing ver-003
ifiers are trained with binary classification la-004
bels, which are not informative enough for the005
model to accurately assess the solutions. To006
mitigate the aforementioned insufficiency of007
binary labels, we introduce step-wise natural008
language feedbacks as rationale labels (i.e., the009
correctness of the current step and the explana-010
tions). In this paper, we propose Math-Minos,011
a natural language feedback enhanced verifier012
by constructing automatically-generated train-013
ing data and a two-stage training paradigm for014
effective training and efficient inference. Our015
experiments reveal that a small set (30k) of nat-016
ural language feedbacks can significantly boost017
the performance of the verifier by the accuracy018
of 1.6% (86.6% → 88.2%) on GSM8K and019
0.8% (37.8% → 38.6%) on MATH.020

1 Introduction021

Large Language Models (LLMs) (Bai et al., 2023;022

Touvron et al., 2023a,b; Jiang et al., 2023; OpenAI023

et al., 2024) have demonstrated strong capabili-024

ties in summarization (Touvron et al., 2023b), cod-025

ing (Rozière et al., 2024), tool using (Song et al.,026

2023) and dialogue (Ouyang et al., 2022). How-027

ever, mathematical reasoning remains a challenge028

for LLMs (Lightman et al., 2023; Huang et al.,029

2024). To tackle this problem, recent research has030

focused on using verifiers to validate the correct-031

ness of response generated by models (Wang et al.,032

2023b; Zhu et al., 2023; Li et al., 2023; Wang et al.,033

2024). An effective verifier can serve as 1) re-034

sponse reranker in the decoding (Li et al., 2023; Yu035

et al., 2024a; Wang et al., 2024). 2) reward model036

in RLHF (Shao et al., 2024); 3) data purifier that037

filters erroneous responses in the SFT (Rafailov038

et al., 2023);039

However, existing verifiers are all trained as bi-040

nary classifiers by adding a classification head to an041

q as1 s2 s3

01 0 0
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The Step 2 is wrong because it counts pairs  
of items (socks, shoes) as single items. Jonas  
actually has 20 pairs of socks (40 individual  
socks), 5 pairs of shoes......Natural Language Feedback

Score Feedback

Figure 1: Illustration of Score Feedback and Natural
Language Feedback. q represents the mathematical
questions s1, s2, s3 represent the intermediate solutions.
a represents the final answer. 0 and 1 represent the score
feedbacks. Our work aims to mitigate the insufficiency
of score feedbacks and enhance verifiers’ evaluation
capabilities by introducing step-wise natural language
feedbacks.

LLM. We argue that the score feedbacks as binary 042

classification labels are not informative in training 043

as they do not contain explanations for the underly- 044

ing reasons for the errors, which causes inefficient 045

training. 046

In this work, we aim to enhance the verifier’s 047

evaluation ability for mathematical solutions by in- 048

troducing step-level natural language feedbacks as 049

rationale labels (i.e., the correctness of the current 050

step and the explanations). We propose MATH- 051

Minos, a natural language feedback enhanced ver- 052

ifier as section 3. By employing supervised fine 053

tuning on only 30k training data with natural lan- 054

guage feedbacks as rationale labels before binary 055

classification training, we can effectively enhance 056

the model’s evaluation capabilities. In the first 057

stage, we create high-quality step-level natural lan- 058

guage feedback data as subsection 3.2. In order to 059

address the challenge of accurate evaluation gener- 060

ation, we introduce Label-aware Natural Language 061
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Feedback Curation to simplify the task by intro-062

ducing step-level binary classification labels to en-063

hance GPT-4’s evaluation generation. The natural064

language feedbacks can provide in-depth reasons065

behind classification feedbacks, which is helpful066

for training the verifier. In the second stage, we in-067

troduce a two-stage training for MATH-Minos as068

subsection 3.3: firstly, we adopt the supervised fine069

tuning on rationale labels to effectively help im-070

prove the model’s evaluation capabilities, followed071

by standard ORM & PRM training on score feed-072

backs to achieve efficient inference with a single073

forward step.074

The experiments in section 4 demonstrate that075

infusing the model with evaluation capabilities via076

natural language feedback sas rationale labels is077

more efficient and effective than score feedbacks.078

We show that only 30k training data with natural079

language feedbacks can significantly boost the per-080

formance of mathematical verifiers. For Outcome081

Reward Model (ORM) setting, MATH-Minos im-082

proves the accuracy of MetaMath-Mistral (Yu et al.,083

2024b) by 1.6% (86.6% → 88.2%) on GSM8K and084

0.7% on MATH % (37.6% → 38.3%) for ORM.085

For Process Reward Model (PRM) setting, MATH-086

Minos improves the accuracy by 0.7% (87.1% →087

87.8%) on GSM8K and 0.8% (37.8% → 38.6%)088

on MATH.089

In summary, our contributions are threefold:090

1. We are the first to conduct in-depth analyses091

on the reasons behind incorrect evaluations gen-092

erated by verifiers, revealing the shortcomings of093

current verifier’s training paradigm and inspiring094

future research.095

2. We propose and demonstrate that training096

verifiers with natural language feedbacks can com-097

plement the non-informative score feedbacks thus098

enhancing the model’s evaluation ability.099

3. We propose MATH-Minos by proposing label-100

aware natural language feedback curation and two-101

stage training paradigm.102

4. We demonstrate the effectiveness of MATH-103

Minos across both ORM and PRM task settings.104

Extensive analysis demonstrates the superiority of105

the proposed method.106

2 Related Works107

Enhancing the mathematical reasoning ability108

of LLM Previous works focus on improving the109

mathematical reasoning ability of LLMs on three110

ways: (1) Pre-training: LLMs (Azerbayev et al.,111

2023; OpenAI et al., 2024; Touvron et al., 2023a,b) 112

are pre-trained on a large set of corpus related to 113

mathematical questions with next-token prediction 114

objective. (2) Supervised fine-tuning: Supervised 115

fine-tuning can also improve the mathematical rea- 116

soning ability of LLMs by training LLMs with 117

mathematical questions with detailed solutions (Yu 118

et al., 2023b; Luo et al., 2023; Wang et al., 2023a). 119

(3) Inference: (Wei et al., 2022; Fu et al., 2022; 120

Zhang et al., 2023; Bi et al., 2023) design prompt- 121

ing strategies to improve the reasoning ability of 122

LLMs. 123

Verifier for mathematical reasoning Previous 124

mathematical verifiers can be mainly categorized 125

into two categories: Outcome Reward Model 126

(ORM) gives an evaluation score to the whole solu- 127

tion; Process Reward Model (PRM) gives an evalu- 128

ation score to each intermediate step of the solution. 129

Previous works (Yu et al., 2023a; Ying et al., 2024; 130

Wang et al., 2024) use question-solution pair data 131

with a score to train a ORM or a PRM, which is 132

inefficient to help models understand the errors. 133

Therefore, in this work, we aim to train a verifiers 134

with error types and detailed explanations about 135

the errors. 136

3 Methodology 137

In this section, we introduce the background of our 138

proposed method (§3.1), then delve into our pro- 139

posed MATH-Minos, which contains label-aware 140

natural language feedback curation (§3.2) and the 141

two-stage model training (§3.3). 142

3.1 Background 143

Outcome Reward Model For a given problem 144

p, the Outcome Reward Model (ORM) assigns a 145

reward r ∈ R based on the whole completion s. 146

The common approach for training an ORM in- 147

volves implementing a binary sequence classifica- 148

tion, which adds a classifier at the end of the LLM. 149

The training loss is represented as follows: 150

Lorm = ys · log(ŷs) + (1− ys) · log(1− ŷs),
(1)

151

where ys is the golden label of the solution and 152

ŷs is the sigmoid score of s predicted by ORM. 153

For mathematical reasoning tasks, the quality of 154

a sample can be directly determined by judging 155

the correctness of the result. Therefore, the general 156

approach to train a ORM involves using a generator 157

to provide completions. Subsequently, rule-based 158
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For a given problem, there is a corresponding step-by-step solution. Each step is  
followed by a corresponding label. If the label is 'false', please provide an explanation 
as to why this particular step is incorrect. 
 
[question]: James creates a media empire.  He creates a movie for $2000.   
Each DVD cost $6 to make.  He sells it for 2.5 times that much.  He sells  
500 movies a day for 5 days a week.  How much profit does he make in 20 weeks? 
 
[solution]:  
Step 1:He makes $2.5*6=$<<2.5*6=15>>15 per DVD  Label: True 
Step 2: So each week he makes 500*15=$<<500*15=750>>750 Label: False 
Step 3: So in 20 weeks he makes 20*750=$<<20*750=15000>>15000  
The answer is: 15000 Label: False 
 
If the label is 'True', please explain the solution in brief about why it is true. 
If the label is 'False', you should give the explanation of why this step is wrong. 
Finally you should output "The final answer is True/False".

Label-Aware Prompting

Instruction Formatting

Step 1: Step 1 is accurate as it correctly calculates the sale price per DVD by  
multiplying 2.5 by the cost per DVD. 
Step 2: The calculation of weekly revenue is incorrect. James sells 500 movies  
a day for 5 days a week, so he sells 500 * 5 = 2500 movies per week.  
Since each DVD sells for $15, the weekly revenue should be 2500 * 15 = $37,500. 
Step 3: The total revenue for 20 weeks is calculated correctly based on the incorrect  
weekly revenue from Step 2. .... 
The final answer is False.

### Instruction: 
For a given problem, there is a corresponding step-by-step solution. .... 
 
[question]: James creates a media empire.  He creates a movie for $2000. .....   
 
[solution]:  
Step 1:He makes $2.5*6=$<<2.5*6=15>>15 per DVD  
Step 2: So each week he makes 500*15=$<<500*15=750>>750  
Step 3: So in 20 weeks he makes 20*750=$<<20*750=15000>>15000  
The answer is: 15000 
         
### Response: 

Supervised Fine-Tuning Prompt

Supervised Fine-Tuning Label

Figure 2: The illustration of the label-aware natural language feedback curation of MATH-Minos on GSM8K (Cobbe
et al., 2021) dataset. We introduce step-level classification label to achieve step-level natural language feedback
curation.

Task GSM8K MATH

Outcome Evaluation 95.1 62.0
Process Evaluation 85.1 59.7

Table 1: The step-level Acc. score of prompting GPT-4
to generate natural language feedback.

matching is employed to determine the correctness159

of the current completion, and this outcome is used160

as the label for training. For the sake of simplicity161

and comparability, we directly modified the open-162

sourced dataset provided by Wang et al. (2024) as163

the training set of ORM.164

Process Reward Model For a given question q,165

the Process Reward Model (PRM) assigns a reward166

r ∈ R to each step si of the completion s. The167

training of PRM is through the task of token clas-168

sification, the training loss can be represented as169

follows:170

Lprm =
K∑
i=1

ysi · log(ŷsi) + (1− ysi) · log(1− ŷsi),

(2)

171

where K is the number of reasoning steps of the172

completion, ysi is the golden label of the solution173

and ŷsi is the sigmoid score of si predicted by PRM.174

Compare to ORM, PRM can provide fine-grained175

supervision which is more detailed and reliable.176

3.2 Label-aware Natural Language Feedback177

Curation178

In this section, we introduce the label-aware natu-179

ral language feedback curation of MATH-Minos as180

shown in Figure 2. Since the natural language feed- 181

back can be understood by both humans and large 182

models, it is suitable to stimulate the evaluation ca- 183

pabilities of LLMs. Unlike the binary label, natural 184

language feedback provides detailed explanations 185

for right or wrong completions, which also brings 186

complexity to data collection. The best way for 187

generating the natural language feedback data is 188

through manual annotation. Considering the costs 189

associated with human annotation, we obtain natu- 190

ral language feedback by leveraging the capabilities 191

of the most advanced LLM, GPT-4-turbo (OpenAI 192

et al., 2024). 193

To verify the quality of data, we sample data 194

from the Math-Shepherd (Wang et al., 2024) and 195

PRM800K (Lightman et al., 2023) to create an 196

evaluation dataset including 500 question-solution 197

samples with step-level and outcome-level binary 198

classification label for GSM8K (Cobbe et al., 2021) 199

and MATH (Hendrycks et al., 2021). We then 200

check the accuracy of outcome evaluation and step- 201

level evaluation, with results presented in Table 1. 202

Experimental results show that this prompting man- 203

ner doesn’t yield high-quality data with only 85.1 204

step-level accuracy for GSM8K and 59.7 step-level 205

accuracy for MATH. This also indicates that one of 206

the factors limiting the performance of the reward 207

model is the base model’s evaluation capability. 208

To facilitate GPT-4 in generating higher quality 209

data, we propose a label-aware prompting method, 210

which simplify the evaluation task by introducing 211

the binary classification label within the prompt. 212

As illustrated in Figure 2, GPT-4’s task shifts from 213
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    Stage 1:Training with Step-Wise Natural Language Feedback Stage 2: Training with Binary Classification

q as1 s2 s3

q as1 s2 s3

r

e1 e2 e3 ea

Textual Reward Model

MATH-Minos (ORM)

q as1

r1 r2 r3

s2 s3

ra

MATH-Minos (PRM)

erroneous step or corresponding output

question

correct step or corresponding output

The Step 2 is wrong because it counts pairs  
of items (socks, shoes) as single items. Jonas  
actually has 20 pairs of socks (40 individual  
socks), 5 pairs of shoes......

Natural Language Feedback of step 2:

Figure 3: The overview of the two-stage training process of MATH-Minos. In Stage 1, training reward model (RM)
with natural language feedbacks helps RM learn to evaluate effectively and efficiently. In Stage 2, training RM as
binary classification helps RM inference efficiently by outputing a reward with one single forward pass.

determining correctness and generating explana-214

tions to generating explanations based on the given215

label. Extensive analysis in Section 5 have also216

validate the effectiveness of our approach.217

3.3 Two-Stage Training of MATH-Minos218

Based on the aforementioned data generated in Sec-219

tion 3.2, we introduce a novel two-stage training220

paradigm including (1) Stage 1: Training with Step-221

Wise Natural Language Feedback and (2) Stage 2:222

Training with Binary Classification to synergisti-223

cally combine the strengths of evaluation generator224

and discriminator, which is shown in figure 3. This225

training paradigm enjoys two potential benefits:226

Firstly, natural language feedback contains rich in-227

formation, especially for complex reasoning tasks228

such as mathematics. Therefore training with nat-229

ural language feedback can significantly improve230

the models’ evaluation ability with just a small set231

of data. Secondly, the inference of binary classi-232

fication discriminator is more efficient compared233

with natural language feedback generation. This234

approach not only allows model to generate a score235

but also enables the model to produce evaluation236

results with just a single forward pass, thereby en-237

hancing the efficiency.238

Reward Modeling with Natural Language Feed-239

back In the first stage, we employ supervised240

fine-tuning to enhance the evaluation capabilities of241

the model. We utilize the Supervised Fine-Tuning242

Prompt shown in Figure 2 as the input xq,s for the243

model, with the Supervised Fine-Tuning Label gen- 244

erated by GPT-4 serving as the model’s output y. 245

The training loss for a sample can be defined as 246

follows: 247

Ltextrm =
M∑
t=1

logP (yt|y<t, xq,s), (3) 248

where M is the total length of y and y<t is the 249

previous tokens. 250

Reward Modeling with Binary Classification 251

After the first stage, the evaluation capability of 252

the model is improved. However, natural language 253

feedback cannot provide a score and thus can’t 254

be used as a reward for further optimizations like 255

PPO. (Schulman et al., 2017) Additionally, when 256

the model generates feedback, it produces a com- 257

plete evaluation with rationales, making it signif- 258

icantly less efficient than using a classification- 259

based verifier. Therefore, we further train the veri- 260

fier with binary classification labels as Equation 1 261

and Equation 2. 262

Benefiting the proposed two-stage training, we 263

can enhance the verifier’s evaluation ability with 264

natural language feedbacks and efficiently apply 265

the verifier to PRM or ORM with one single for- 266

ward pass. 267

4 Experiment 268

4.1 Experiment Setup 269

Dataset We conduct our experiment on two 270

widely used mathematical datasets GSM8K (Cobbe 271
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Models Verifier GSM8K MATH500

Mistral-7B: MetaMATH

Self-Consistency (Li et al., 2023) 84.1 34.6
ORM (Wang et al., 2024) 86.2 35.9
PRM (Wang et al., 2024) 87.1 36.7
Self-Consistency + ORM (Wang et al., 2024) 86.6 37.6
Self-Consistency + PRM (Wang et al., 2024) 86.8 37.8
MATH-Minos (ORM) † 87.3 37.4
MATH-Minos (PRM) † 87.6 37.8
Self-Consistency + MATH-Minos (ORM) † 88.2 38.3
Self-Consistency + MATH-Minos (PRM) † 87.8 38.6

Table 2: Main results of MATH-Minos in verification. The verification is based on 256 outputs. † denotes the
method is proposed in this paper. Our MATH-Minos significantly outperforms baselines in both ORM and PRM
settings.

et al., 2021) and MATH (Hendrycks et al., 2021).272

GSM8K(Cobbe et al., 2021) comprises a variety273

of word problems that are typically found in grade274

school mathematics curricula, which contains 7473275

samples in the training set and 1319 samples in276

the test set. MATH (Hendrycks et al., 2021)is a277

diverse collection of mathematical problems that278

cover a broad range of topics and skill levels, from279

elementary to advanced mathematics, which con-280

tains 7500 samples in the training set and 5000281

samples in the test set. In the setting of verification,282

we sample the test set of MATH to 500 samples283

which is identical to Lightman et al. (2023).284

Verification Following Lightman et al. (2023)285

and Wang et al. (2024), we adopt the best-of-N286

selection to evaluate the capability of our verifier.287

Specifically, given a question q and a generator, we288

let the generator sample N times for the question q.289

Then, the verifier is used to evaluate the quality of290

each completion. The final answer a is determined291

as the one with the highest reward according to the292

verifier’s output RM(q, ai), formally expressed as293

follows:294

arm = F(argmax
si

RM(q, si)), (4)295

where si is the i-th solution generated by generator296

and F(·) denotes extracting the final answer from297

the solution.298

Following Li et al. (2023) and Wang et al. (2024),299

we also explore the ensemble of self-consistency300

(majority voting) and the verifier. Specifically, we301

classify the results output by the model into differ-302

ent groups and calculate the cumulative reward for303

each group, which can be calculate as follows:304

asc+rm = argmax
a

N∑
i=1

I(F(si) = a) ·RM(q, si), (5)305

where N is the number of solutions, si is the so- 306

lution generated by generator and F(·) denotes 307

extracting the final answer from the solution. 308

Experimental Setting For the training of the 309

verifiers, to ensure comparability and conve- 310

nience, we utilize the open-source MATH-shepherd 311

dataset (Wang et al., 2024) for both baseline re- 312

ward models and MATH-Minos. We curate total 313

30K samples of natural language feedback using 314

the data from phase-one of PRM800K (Lightman 315

et al., 2023) and the subset of MATH-Shepherd. 316

Our main experiment conducts the verification on 317

the test set of GSM8K and MATH. We use the 318

MetaMATH-Mistral as the generator for the ques- 319

tions in the test set. In order to ensure the model has 320

the ability of solving mathematical problem before 321

learning to evaluate, we also use the MetaMATH- 322

Mistral as the base model for MATH-Minos and 323

all other reward models. For the training of nat- 324

ural language feedback, we use 30k training data 325

generated as subsection 3.2 with learning rate of 326

5e-6 with total batch size of 256. For the training 327

of score feedback, we use 440k training data (i.e., 328

30k data with the binary classification labels from 329

the training data in the training of natural language 330

feedbacks and 410k data sampled from MATH- 331

Shepherd. For the training of baseline, we use the 332

total 440k training data from MATH-Shepherd. For 333

the training of ORM, we adopt the learning rate 334

of 3e-6 with the batch size of 512. For PRM, the 335

learning rate is 2e-6 with the batch size of 512. 336

4.2 Main Result 337

We present the performance of various methods in 338

Table 2. Compared to traditional ORM, MATH- 339

Minos (ORM) achieves an improvement of 1.1% in 340

accuracy on the GSM8K and 0.7% in on the MATH. 341
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For PRM, MATH-Minos (PRM) achieves an accu-342

racy improvement of 0.7% on GSM8K and 0.8%343

on the MATH. Ensembling with self-consistency344

and MATH-Minos, the MetaMATH-Mistral genera-345

tor achieves optimal accuracy of 88.2% on GSM8K346

and 38.6% on MATH500.347

Beyond the improvement of the performance,348

we find that MATH-Minos has a more pronounced349

effect in the setting of ORM. We believe this phe-350

nomenon could be attributed to the sparser su-351

pervision in ORM compared to PRM, implying352

that information-rich textual explanations can offer353

more substantial benefits to ORM.354

5 Analysis355

5.1 Error Distributions of the Math Solvers356

To further illustrate the shortcomings of training357

the verifier solely relying on binary classification,358

we conduct an in-depth investigation into the er-359

rors produced by the generator at the step level.360

Specifically, we take the natural language feedback361

generated by GPT-4 as a reference and heuristically362

and categorized the causes of errors in responses363

into five distinct types: Unrelated: This indicates364

that the step is irrelevant and does not contribute365

towards deducing the final answer. Accumulation:366

This denotes that the step is incorrect due to a mis-367

take in the preceding step, leading to subsequent368

errors. Calculation: This categorization is reserved369

for errors arising from incorrect calculations, which370

is one of the most common errors in mathematical371

reasoning. Logic: This applies to steps that are372

logically flawed in the context of solving the given373

problem. Other: This category encompasses steps374

that are erroneous for reasons not covered by the375

aforementioned categories.376

We use the same way as the label-aware prompt-377

ing introduced in Section 2 to automatically ana-378

lyze the cause of errors. We obtain the step-level379

labels from the subset of MATH-Shepherd (Wang380

et al., 2024), which contains 500 samples for both381

GSM8K and MATH. Given the question, solution382

and the natural language feedbacks, we employ383

GPT-4 for the classification of error causes. The384

experimental result is shown in Figure 4.385

From our statistical analysis, it is evident that386

the model produces errors across all types. For the387

MATH dataset, given it higher difficulty level and388

the necessity for more steps, a greater total number389

of errors occur within the same number of sam-390

ples of GSM8K. Furthermore, we discovere that391

Figure 4: Statistics on the types of reasoning errors of
MetaMath-Mistral on the GSM8K and MATH.

the most common cause of errors in both datasets 392

is accumulation, which is consistent with our intu- 393

ition. In multi-step reasoning, a mistake in one step 394

is likely to directly cause errors in all subsequent 395

steps. Furthermore, we observe distinct patterns 396

of errors in the GSM8K and MATH datasets. For 397

the GSM8K dataset, the occurrences of calcula- 398

tion errors and logical errors were approximately 399

the same. Instead, in the MATH dataset, logical 400

errors significantly outnumber calculation errors. 401

This also indirectly demonstrates that models are 402

vulnerable in more complex reasoning tasks. 403

These findings further illustrate that using binary 404

labels to supervise the learning of reasoning evalua- 405

tion tasks is insufficient and therefore highlighting 406

the proposal for using natural language feedback to 407

supplement the training of vanilla ORM or PRM. 408

5.2 Meta-Evaluation and Convergence Curves 409

To measure the verifier’s capabilities in a more con- 410

venient and direct manner instead of verification, 411

a intuitive approach is to assess whether the ver- 412

ifier can accurately determine the correctness of 413

the final answer. Without the influence of the gen- 414

erator, this method purely relies on the capability 415

of the verifier. We construct a meta-evaluation set 416

based on whether the final answer provided in the 417

generator’s output is correct, serving as the ground 418

truth label (despite the potential for false positives). 419

By sampling several responses from the generator 420

on the test set and deriving labels through rules, 421

we create a meta-evaluation set for GSM8K con- 422

taining 20,000 samples. We conduct tests on the 423

meta-evaluation set using the checkpoints of each 424

epoch after completing the model training and ver- 425

ification. The results of the meta-evaluation are 426
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Figure 5: The convergence curve of vanilla ORM
trained with score feedbacks (i.e., 440k quesiton-
solution data with classification labels) and our
Math-Minos with natural language feedbacks (i.e.,
30k quesiton-solution data with rationale labels) on
GSM8K.

GSM8K Meta-Eval Verification

ORM 85.9 86.2
+ curation w/o label 86.2 85.8
+ curation w/ label 88.1 88.2

Table 3: Experimental result of the ORM, ORM with
vanilla natural language feedback curation and our
Math–Minos (ORM with label-aware natural language
feedback curation). Label-aware natural language feed-
back curation significantly enhances ORM’s evaluation
ability.

presented in Figure 5.427

We observe that MATH-Minos consistently out-428

performs Vanilla ORM in meta-evaluation. Addi-429

tionally, MATH-Minos exhibit a faster convergence430

rate, surpassing the baseline at only approximately431

120 steps. Given that we trained for only 1 epoch,432

this means that in the actual secondary phase of433

binary classification, only about 60K data are re-434

quired to exceed the baseline. Hence, the experi-435

ment demonstrates that natural language feedback436

can significantly reduce the amount of data needed437

to train a verifier.438

5.3 Influence of the Data Quality439

To validate the effectiveness of Label-Aware Nat-440

ural Language Feedback Curation, we conduct a441

comparative experiment against directly prompting.442

We use the 30K direct GPT-4 evaluation which is443

the same number of MATH-Minos to compare. We444

use both meta-eval and verification to measure the445

capability of the verifier. The experimental result446

GSM8K Meta-Eval Verification

ORM w/o stage 1 85.7 86.2
RM w/o stage 2 82.8 84.7
MATH-Minos 88.0 88.2

Table 4: Ablation study of the two-stage training
paradigm. RM w/o stage 1 denotes that we only train
the verifier with the score feedback. RM w/o stage 2 de-
notes that we only train the verifier the natural language
feedback generated.

is shown in Table 3. 447

The experimental results indicate that directly 448

prompting GPT does not significantly enhance the 449

performance of the verifier. This is possibly due 450

to the quality of the data shown in Table 1. The 451

hallucinations produced by GPT-4 can further ac- 452

cumulate in the verifier, thus affecting the final 453

performance of the model. 454

5.4 Ablation Study 455

Table 4 presents the results of our ablation study, 456

wherein we delve into the effect of each stage. 457

Removing stage 1 essentially reverts our method 458

to a vanilla ORM, as shown in the table. Without 459

training on natural language feedback, the model is 460

unaware of the reasons behind what makes an an- 461

swer correct or incorrect. Hence, the performance 462

of the binary classification in the second stage no- 463

ticeably declines compared to MATH-Minos. 464

When eliminating stage 2, binary classification, 465

an intuitive approach is to directly utilize the natu- 466

ral language feedback generated by the text reward 467

model for the generator’s verification. Given that 468

the model outputs a binary discrete value (’True’ or 469

’False’), we cannot employ a best-of-N verification 470

but instead use it as a filter. Specifically, we ap- 471

ply self-consistency in filtering out cases where the 472

model output is ’True’. Unfortunately, we observe 473

that relying solely on natural language feedback 474

from text reward model leads to a significant de- 475

cline in performance. The probable reasons may 476

include: 1) Upon closer inspection, we notice in- 477

consistencies in the model’s feedback. This is char- 478

acterized by samples where a step is recognized as 479

incorrect yet the overall outcome is deemed correct, 480

and vice versa. Such inconsistencies are even found 481

in the strongest models such as GPT-4, despite their 482

ability to provide accurate explanations. 2) The 483

performance of evaluation might be constrained 484

by the model’s scale. Influenced by computational 485

resources, we do not further explore larger mod- 486
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Recall Avg. Reward

ORM 0.74 0.234
MATH-Minos (ORM) 0.92 0.105

Table 5: The recall and average reward of the false
positive examples (i.e., the final answer of the solution is
true while the intermediate steps are false) of ORM and
MATH-Minos. MATH-Minos significantly improves
the evaluation towards false positive examples.

els. Evaluation generation tasks could be more487

challenging for models of smaller scale. 3) The488

binary discrete output of the model is relatively489

coarse-grained. For instance, two examples judged490

as correct cannot be compared with each other.491

In summary, in this section, our experiments492

demonstrate that both stage one and stage two are493

essential, where natural language feedback and bi-494

nary classification play complementary roles.495

5.5 Performance on False Positive Samples496

To further investigate the efficacy of Math-Minos,497

we analyze the performance on false positive sam-498

ples within the training dataset. False positive sam-499

ples refer to those instances that have a correct500

final outcome but contain errors in the intermediate501

steps. Ideally, a robust verifier should assign lower502

rewards to these samples. We extract such exam-503

ples from the training set of the verifier, amounting504

to a total of 600 samples, which includes data from505

both GSM8K and MATH datasets. We test the per-506

formance of both ORM and Math-Minos, with the507

experimental results presented in Table 5.508

According to our experimental findings, it turns509

out that vanilla ORM can correctly discriminate510

a majority of the false-positive samples from the511

training set but with an accuracy significantly lower512

than MATH-Minos. It achieves a recall of 74%513

with an average reward of 0.234. While MATH-514

Minos reach a recall rate of 92% with an average515

reward of 0.105. This performance is significantly516

better than that of ORM not trained on the natu-517

ral language feedback. Delving into the data, we518

discover that in the context of false positives, a519

substantial portion of the natural language feed-520

back generated by GPT-4 are contradicted to the521

“True” labels we assigned. We believe that these522

data endows MATH-Minos with a stronger capa-523

bility to discern false-positives, thereby enhancing524

the model’s performance.525

Figure 6: The impact of different amount of natural
language feedback on the performance of the verifier
in GSM8K. This shows the scalable potential of our
MATH-Minos.

5.6 Influence of the Data Amount 526

Figure 6 illustrates how different amounts of nat- 527

ural language feedback affect the model during 528

the first stage. We use SFT on the model in the 529

first stage using different scales of natural language 530

feedback. In the second stage, we adopt the setup 531

of ORM setting and use the verifier to select the 532

best-of-N of GSM8K test set. We observe a posi- 533

tive correlation between the model’s performance 534

and the quantity of natural language feedback pro- 535

vided in stage one, which implicitly evidences the 536

benefit of natural language feedback for the model. 537

6 Conclusion 538

We analyze the current training paradigm of veri- 539

fiers, demonstrating that score feedback from bi- 540

nary classification labels is suboptimal for teaching 541

LLMs to accurately evaluate mathematical solu- 542

tions. By introducing rationale labels that provide 543

detailed explanations of error types, our training 544

paradigm significantly enhances the verifier’s eval- 545

uation ability. The experimental results show that 546

models trained on a small dataset with natural lan- 547

guage feedback (30k instances) significantly out- 548

perform the baselines that rely solely on classifica- 549

tion labels. This highlights the critical role of rich 550

and informative labels in training data in crafting 551

more nuanced and effective training strategies for 552

the development of large language models (LLMs) 553

that are capable of complex reasoning tasks. Fi- 554

nally, the findings of this work pave the way for the 555

potential integration of natural language feedback 556

with classification verifiers. 557
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7 Limitations558

Following the scaling laws, the evaluation ability of559

a model, especially in terms of generating natural560

language evaluations, may vary across different561

sizes. However, due to computational resource562

limitations, experiments were conducted solely on563

a model with 7 billion parameters, thereby unable564

to explore the impact of model’s scaling on the565

evaluation ability. We leave it into our future work.566
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