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Abstract
In this paper, we propose R3: Learning Reasoning
through Reverse Curriculum Reinforcement
Learning (RL), a novel method that employs only
outcome supervision to achieve the benefits of
process supervision for large language models.
The core challenge in applying RL to complex
reasoning is to identify a sequence of actions that
result in positive rewards and provide appropriate
supervision for optimization. Outcome supervi-
sion provides sparse rewards for final results with-
out identifying error locations, whereas process
supervision offers step-wise rewards but requires
extensive manual annotation. R3 overcomes these
limitations by learning from correct demonstra-
tions. Specifically, R3 progressively slides the
start state of reasoning from a demonstration’s
end to its beginning, facilitating easier model ex-
ploration at all stages. Thus, R3 establishes a step-
wise curriculum, allowing outcome supervision
to offer step-level signals and precisely pinpoint
errors. Using Llama2-7B, our method surpasses
RL baseline on eight reasoning tasks by 4.1 points
on average. Notably, in program-based reasoning,
7B-scale models perform comparably to larger
models or closed-source models with our R3.

1. Introduction
Large language models (LLMs) have made impressive ad-
vancements in complex, multi-step reasoning, by prompting
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Table 1. Comparison of the proposed R3 with other supervision
methods in terms of three key features. Golden means whether the
supervisory signals are based on golden labels (e.g., correctness)
or human preference; Human-Annotation-free indicates that the
method does not require detailed annotations for each intermediate
step; Step-level Sup. means whether the method can provide step-
by-step supervisory signals.

FEATURE
SUPERVISION METHOD

Outcome Sup. Process Sup. Ours

Golden " % "

Human-Annotation-free " % "

Step-level Sup. % " "

or learning to generate solutions in a step-by-step Chain-
of-Thought manner (Wei et al., 2022; Kojima et al., 2022;
Kim et al., 2023a). Training a language model specialized
in reasoning is proved to be superior to prompting-based
approaches (Uesato et al., 2022; Yu et al., 2023b). However,
Supervised Fine-tuning (SFT) focuses on imitating human
demonstrations, requiring large-scale, diverse annotations
to achieve generalization (Lightman et al., 2023; Yuan et al.,
2023; Shen et al., 2021). Reinforcement learning (RL) of-
fers a viable alternative to improve reasoning via exploration
and learning (Bai et al., 2022; Ouyang et al., 2022; Zheng
et al., 2023; Luo et al., 2023).

When applying RL to complex reasoning tasks, the core
challenge lies in identifying a sequence of actions that yield
positive rewards and providing appropriate supervisory sig-
nals for optimization (Sutton et al., 1998). On one hand, as
task difficulty increases, so does the complexity and length
of the reasoning chain. LLMs struggle with the accumula-
tion of errors and uncertainties across multiple intermediate
steps (Lightman et al., 2023; Yu et al., 2023a; Zhang et al.,
2023). The increase of reasoning steps leads to an expo-
nential growth in the search space for reasoning, making it
challenging to obtain correct final results (Xie et al., 2023).
On the other hand, existing methods for supervised signals
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Q: Julie is reading a 120-page book …

How many pages will be read tomorrow?

Demonstration Rationale

Step1: She read 12×2=24 pages today.

Step2: So she was able to read a total 

of 12+24=36 pages since yesterday.

Step3: There are 120-36=84 pages left 

to be read.

Step4: Since she wants to read half of 

the remaining pages tomorrow, then 

she should read 84÷2=42 pages.
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Figure 1. Schematic comparison between R3 and other methods for training LLMs for reasoning. L(·) represents the optimization
objective for each method. Supervised Fine-Tuning optimizes models using annotated rationales, without additional exploration. In
RL, the model first generates a reasoning path and receives supervisory signals for optimization. Outcome-Supervised (OS) RL rewards
the final result, while Process-Supervised (PS) RL rewards each reasoning step. The proposed R3 provides approximately step-by-step
supervisory signals similar to PS with only an OS reward function. Specifically, R3 let the model begin reasoning from a state sampled
from a correct demonstration, and provide feedback to supervise the generated actions with outcome supervision. It then gradually moves
the start state from the end of the demonstration to the beginning, creating a curriculum with progressively increasing difficulty for
exploration.

require a trade-off between feedback quality and annotation
cost (Uesato et al., 2022). Outcome supervision (OS, Cobbe
et al., 2021; Yu et al., 2023a) rewards only the final outcome
(top center in Figure 1), but sparse rewards make it difficult
to determine which actions led to success or failure (Wang
et al., 2023b). Process supervision (PS, Uesato et al., 2022;
Lightman et al., 2023) provides detailed feedback at every
step of reasoning (top right in Figure 1), but this approach
requires highly skilled annotators to select better reasoning
paths, significantly increasing costs (Lightman et al., 2023).

In this work, we propose R3: Learning Reasoning through
Reverse Curriculum Reinforcement Learning (bottom in
Figure 1) to address the limitations. It employs only out-
come supervision to achieve an effect similar to process
supervision. Specifically, R3 let the model begin reason-
ing from a state sampled from a correct demonstration, and
provide feedback to supervise the generated actions with
outcome supervision. By slowly moving the start state from
the end of the demonstration to the beginning, the model
faces an easy exploration problem at each point where it is

likely to succeed, since it has already learned to solve most
of the remaining parts. In this way, a curriculum of gradu-
ally increasing exploration difficulty is created, and we can
provide approximately step-by-step supervisory signals for
the model.

This method facilitates the model’s exploration as it shortens
the reasoning chain and narrows the sampling space, aid-
ing the model in gaining positive rewards more efficiently.
We can interpret R3 as a form of dynamic programming
(Bertsekas, 2012). If N reasoning steps are required to ob-
tain a reward, this reasoning can now be learned in a time
that is linear in N , rather than exponential (Florensa et al.,
2017; Salimans & Chen, 2018). To improve the training
stability and model generalization, we mix the start states
of various exploration difficulties for training. Thorough ex-
periments on Llama2-7B demonstrate that R3 outperforms
both the SFT and RL baselines across eight reasoning tasks,
achieving an average improvement of 5.4 points and 4.1
points, respectively. Notably, in program-based reasoning
on GSM8K, it surpasses SFT and RL by an average of 11.4

2



Training Large Language Models for Reasoning through Reverse Curriculum Reinforcement Learning

points and 4.2 points, respectively. Moreover, Codellama-
7B + R3 outshines models that use extra annotated data like
MAmmoTH-Coder (Yue et al., 2023) and Tora (Gou et al.,
2023), and is comparable to larger or closed-source models
such as GPT-3.5-Turbo.

In summary, we make the following contributions:

1. We propose R3, a novel method which employs out-
come supervision to achieve an effect similar to process
supervision, to enhance the reasoning ability of LLMs.

2. We conduct extensive experiments across eight reason-
ing tasks to highlight the effectiveness of our method.
Furthermore, we showcase the superiority of R3 in
program-based reasoning through its application on
three models for solving math problems.

3. We perform in-depth ablation and analysis to provide
insights into the training dynamics of R3 and how it
works.

2. RL with Outcome and Process Supervision
We use RL notations to describe the language generation
process. At each timestep t, the policy language model
(LM) πRL

θ parameterized by θ receives a state st, which
consists of the input prompt and the generated text up to
this point. Then, the policy’s action at+1 is to generate
next token conditioned on the state, and the probability is as
πθ(at+1|st). After that, the environment returns a reward
r(st, at+1), and the state is transitioned to st+1 with the
transition probability p(st+1|st, at+1). The goal of RL is
to find an optimal policy to maximize the cumulative re-
ward (i.e., return) over a trajectory τ = {s0, a1, ..., sT , aT }
where s0 is the initial state (i.e., the prompt) and T is the
length of actions. The general form of the policy gradient is
gaven as (Mnih et al., 2016):

Eτ∼πRL
θ

[
T∑

t=1

∇θ log π
RL
θ (at|st−1)R(st−1, at)

]
, (1)

where Eτ∼πRL
θ

refers to the expectation under the distri-
bution of trajectories sampled from the policy πRL

θ . The
return R(st−1, at) =

∑T
t′=t γ

t′−t+1r(st′−1, at′) is the
discounted sum of rewards from timestep t with factor
γ ∈ [0, 1). With this gradient, we can perform gradient
ascent to optimize the model. If the return is favorable,
the actions are “reinforced” by increasing their probability
of being selected. Given a dataset D = {(si0,ai)}Ni=1 of
N pairs of input s0 and human-generated output sequence
a, where a = (a1, a2, ..., aT ) and the whole trajectory is

τ = {s0, a1, ..., sT−1, aT }. The policy gradient becomes:

Es0∼D

[
Eτ∼πRL

θ (·|s0)

[
T∑

t=1

∇θ log π
RL
θ (at|st−1)R(st−1, at)

]]
.

(2)

2.1. Outcome Supervision and Process Supervision

Here we present the operating mechanisms of outcome su-
pervision and process supervision, along with their advan-
tages and limitations, as briefly summarized in Table 1.

Outcome supervision. In outcome supervision, only the
final result of the sampled sequence is assigned a reward
score, and the score for other tokens are 0 (Cobbe et al.,
2021; Yu et al., 2023a):

ro(st−1, at) =

{
rfo(st−1, at), t = T

0, t ̸= T

where rfo(·) is a reward function that returns 1 is the answer
is correct else 0. In this paradigm, we don’t require detailed
annotations for each reasoning step or the training a reward
model to allocate rewards. Instead, the golden answer to
the question is enough. This supervision is solely based on
the correctness, not on the preference of humans. Despite
this simplicity, the supervisory signals are sparse, making it
challenging for the policy LM to pinpoint reasoning errors
accurately. The policy may fall into aimless exploration and
struggle in obtaining positive rewards due to the large action
space of the LM and the long decision-making chain.

Process supervision. In process supervision, a reward
model rmp(·) is trained to assign a reward score for each
intermediate reasoning step (Uesato et al., 2022; Lightman
et al., 2023):

rp(st−1, at) =

{
rmp(st−1, at), t ∈ T Delimiter

0, t /∈ T Delimiter

where T Delimiter represents the set of timesteps that delim-
ite each step (e.g., newline or some special symbols). In this
paradigm, the rewards are dense, then provide more precise
supervision. However, the training for reward model needs
fine-grained annotations, which demands skilled annota-
tors and can be very expensive (Lightman et al., 2023; Luo
et al., 2023). Additionally, the reward model reflects human
preferences, which might introduce bias, and may not al-
ways align perfectly with objective correctness or usefulness
(Wang et al., 2024b; Pitis, 2023).
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Figure 2. Accuracy v.s. different start state for exploration. The
horizontal axis represents the start state for exploration, with the
values indicating the percentage of given actions out of the total
actions in the demonstration. The results demonstrate a trend that
starting the reasoning from a position closer to the target state
makes it easier for the model to obtain a positive reward.

3. Methodology
Motivation. From our previous analysis in Section 2, we
seek to merge the benefits of outcome and process supervi-
sion while avoiding their drawbacks. We aim to develop a
method that doesn’t need fine-grained annotations for every
step or training a reward model, avoids personal biases by
using only golden outcome supervision, and still provides
an effect akin to step-level supervision. Hence, we assume
access only to the outcome-based reward function rfo(·)
and propose R3: Learning Reasoning through Reverse Cur-
riculum Reinforcement Learning.

3.1. Start Exploration from Intermediate States of
Demonstrations

For a multi-hop reasoning problem, there is a golden answer
that can be derived through different reasoning paths. We
assume to have access to at least one demonstration, i.e.,
correct reasoning path that leads to a the golden answer as in
supervised fine-tuning. When the model begins exploration
from the initial start state s0, it might face difficulty in
obtaining positive rewards as discussed in Section 2.1.

Inspired by previous work in the area of RL with demon-
strations (Kakade & Langford, 2002; Subramanian et al.,
2016b; Florensa et al., 2017; Salimans & Chen, 2018), we
define the set of intermediate states of a given demonstration
as SInter ⊂ S, and let the policy LM πθ start exploration
from an intermediate state sk ∈ SInter close to the target
state: πθ(ak+1:T |sk) where ak+1:T = (ak+1, ..., aT ). An
outcome-based reward function then provides feedback for
the final result, serving as a supervisory signal for actions
taken after sk. In this strategy, the trajectory preceding sk
in the demonstration (i.e., {s0, a1, s1, ..., ak}) can serve as
a form of guidance, enabling the model to get positive re-
wards more easily and avoid getting stuck in directionless,
inefficient exploration processes, as shown in Figure 2.

3.2. Reverse Curriculum Learning for Step-level
Supervision

Once the policy learns to achieve the goal starting from the
selected state close to the target, it can extend its training
to more distant states (e.g., sk−1), bootstrapping the knowl-
edge it has already acquired. At each point, the model faces
an easy exploration problem where it is likely to succeed, as
it has already learned to solve most of the remaining parts.
In this way, a curriculum of gradually increasing exploration
difficulty is created, allowing us to provide approximately
step-by-step supervisory signals for the model. Now the
policy gradient can be written as:

Esk∼SInter

[
Eτ∼πRL

θ (·|sk)

[
T∑

t=k+1

∇θ log π
RL
θ (at|st−1)Ro(st−1, at)

]]
,

(3)

where SInter refers to the set of intermediate states of a
demonstration sampled from dataset D; k starts from T − 1
and progressively slides back to 0. In the final step, the
model begins rolling out from the initial state s0, which is
equivalent to the original outcome-supervised RL.

In multi-step reasoning, language models may generate a
large number of actions (i.e., tokens), making it difficult to
enumerate all possible intermediate states and explore from
these states. Therefore, the number of start states in the
reverse curriculum will affect training costs and final reason-
ing performance. In our method, we sample M intermediate
states from demonstrations either at line breaks (if present)
or uniformly, as start states for exploration. Thus, a reverse
curriculum with M stages is created using these selected
starting points1. We refer to this method in this paper as
vanilla staged RL. In our experiments, M is typically 5 or
6 and in Section 5.1, we analyze the impact of the number
of stages on reasoning performance.

3.3. Mixing Start States for Generalization

As shown in preliminary experiments in Figure 3, staged
RL may have potential limitations. Models might overfit
to simple patterns presented in the early stages of the cur-
riculum and fail to generalize effectively when the difficulty
increases, leading to a degradation of previously acquired
knowledge. Furthermore, our findings indicate that staged
RL may struggle to adequately capture and model complex
interactions and dependencies inherent within the data. To
address this issue, we draw inspiration from the field of

1Please note that ‘stage’ here refer to training stages, where
the intermediate states sampled in the first stage are those closest
to the goal, while the states sampled in the last stage are those
farthest from the goal.
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Figure 3. Learning curves on test sets with 5 different difficulty level for Staged RL and R3. The farther the starting point for exploration
is from the target, the higher the difficulty level. The horizontal axis represents the training process. The vertical dashed lines indicate the
transitions between training stages for staged RL. The experiments are conducted on GSM8K reasoning. Staged RL suffers significant
performance drops when transitioning stages, while the performance of R3 improves stably.

multi-task learning (Ruder, 2017; Zhang & Yang, 2022) and
treat each stage as an independent task. In the final R3,
we adopt a mixed strategy to ensure smooth transitions and
cooperative optimization between stages of different diffi-
culty levels, stabilizing the training process and enhancing
reasoning performance.

3.4. Reward Design and Policy Optimization

We employ proximal policy optimization (PPO, Schulman
et al., 2017) as our basic policy gradient algorithm as it
has proved effective in RLHF of LLMs. We apply partial
reward ϵ (e.g., ϵ = 0.1) on mathematical reasoning tasks
when answer can be extracted and of numeric type to make
the reward denser following (Zhong et al., 2017; Le et al.,
2022):

rfo(sT−1, aT ) =


1, answer correct
ϵ, answer not correct, but numeric
0, answer not correct

We also design reward functions based on the exploration
difficulty, which will be discussed in Section 5.3. Following
(Lu et al., 2023), our total reward is the sum of reward
function score and the Kullback-Leibler (KL) divergence
between the learned RL policy and initial policy πInit

θ scaled
by a coefficient factor β:

rfinal(st−1, at) = ro(st−1, at)

− βKL

(
πRL
θ (·|st−1), π

Init
θ (·|st−1)

)
.

(4)

We calculate advantages with generalized advantage esti-
mate (GAE) and perform optimization similar to Schulman
et al. (2017).

Our algorithm is outlined in Algorithm 1. We first construct
the curriculum datasets of different stages and describes
procedures for vanilla staged RL and the final R3.

4. Experiments
4.1. Experimental Setup

Datasets. Given that our work focuses on enhancing the
reasoning capabilities of LLMs, we select various task types
that require reasoning abilities, including logical reasoning,
mathematical reasoning, reading comprehension, and nat-
ural language inference (NLI). We also consider program-
based reasoning (i.e., P-CoT) for math problem solving
following Gao et al. (2023), where we execute the generated
Python program to obtain the answer.

Regarding mathematical reasoning, we choose GSM8K
(Cobbe et al., 2021) and SVAMP (Patel et al., 2021), two
widely used datasets. For the logical reasoning, we utilize
the BoardgameQA (BGQA, Kazemi et al., 2023), which
is a challenging reasoning task containing contradictory
information from various sources. We select its “main”
subset and “conflict” subset. For NLI, we select the com-
monly used datasets SNLI (Bowman et al., 2015) and MNLI
(Williams et al., 2018), and acquire their rationales from
CoT-Collection (Kim et al., 2023a). For reading comprehen-
sion, we choose race@Middle and race@High (Lai et al.,
2017), two challenging reading comprehension tasks, and
obtain their rationales from CoT-Collection (Kim et al.,
2023a). More details can be seen in Appendix B.

Models and baselines. For CoT reasoning, we choose
Llama2-Base-7B (Touvron et al., 2023) as our backbone
model because it is widely used. We include few-shot CoT,
SFT and RL as our baselines. For P-CoT reasoning, we
choose Llama2-Base-7B (Touvron et al., 2023), Glactica
(Taylor et al., 2022), and Codellama-7B (Rozière et al.,
2023) as our backbone. We include few-shot P-CoT, SFT
and RL as baselines. We also consider recently proposed
methods/models that require data augmentation, including
MAmmoTH-Coder (7B & 34B, Yue et al., 2023), Tora and
Tora-coder (7B & 13B, Gou et al., 2023).
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Table 2. Evaluating results on CoT Reasoning. The best results of each dataset is in bold and marked with underline, while the second is
marked with underline. Generally, “Staged RL” represents RL with a reverse, staged manner, while R3 represents the final method with
mixed stages. While the vanilla staged RL is only slightly better than RL baseline, R3 outperforms all other baselines significantly.

METHOD
MATH REASONING LOGICAL REASONING NL INFERENCE READING COMPRE. AVERAGE
GSM8K SVAMP BGQAmain BGQAconflict MNLI SNLI race@High race@Middle

Few-shot 15.13 39.62 39.73 34.97 47.69 28.96 38.00 39.20 35.41
SFT 41.55 58.40 62.50 57.25 65.38 68.00 60.50 68.00 60.19
RL 44.67 57.30 65.50 58.15 66.15 69.60 61.50 69.00 61.48
Staged RL 47.69 61.00 67.00 58.60 67.69 68.00 63.00 69.50 62.81
R3 50.49 64.40 67.75 59.35 72.31 72.80 68.50 71.50 65.62

Table 3. Evaluating results of P-CoT reasoning on GSM8K. Our
method is marked in blue and outperforms Few-shot, SFT, and
RL. Even against methods needing data augmentation, Codellama
+ R3 achieves better performance on a 7B model scale. Note that †
indicates Tora and Tora-code are trained on additional data in SFT,
but this data is not used for R3 as it’s not released.

P-COT METHOD MODEL SIZE AUG DATA PERFOR.

Glactica + Few-shot 6.7B - 18.6
Glactica + SFT 6.7B - 57.1
Glactica + RL 6.7B - 66.1
Glactica + R3 6.7B - 69.3
Llama2 + Few-shot 7B - 18.3
Llama2 + SFT 7B - 57.7
Llama2 + RL 7B - 63.1
Llama2 + R3 7B - 68.9
Codellama + Few-shot 7B - 32.7
Codellama + SFT 7B - 63.3
Codellama + RL 7B - 70.7
Codellama + R3 7B - 74.2

Models Using Extra Training Data
MAmmoTH-Coder (Yue et al., 2023) 7B 260k 59.4
Tora (Gou et al., 2023) 7B 16k 68.8
Tora (Gou et al., 2023) + R3 7B 16k† 73.2
Tora-code (Gou et al., 2023) 7B 16k 72.6
Tora-code (Gou et al., 2023) + R3 7B 16k† 76.3

Larger Models / Close-sourced Models
MAmmoTH-Coder (Yue et al., 2023) 13B 260k 64.7
MAmmoTH-Coder (Yue et al., 2023) 34B 260k 72.7
Codex (Chen et al., 2021) N.A. - 71.6
GPT-3.5-Turbo (Jie et al., 2023) N.A. - 78.0
GPT-4 (OpenAI, 2023; Zhou et al., 2023) N.A. - 97.0

Implementation details. Our training is done with
eight A100-80GB GPUs and using DeepSpeed framework
(Rasley et al., 2020). For few-shot CoT, we run five times
with different demonstrations and report the average perfor-
mance. For SFT, we set the learning rate to 2e − 5. For
each RL-related method, we first perform SFT to warm-up
and then perform RL. We set the partial reward ϵ to 0.1 for
SVAMP and 0.2 for GSM8K. For CoT experiments, we set
β to 0.05 in math reasoning and set β to 0.3 in other tasks;
for P-CoT experiments, we set β to 0.01. For mathematical
tasks, we perform 50 epochs for RL and report the best
performance, including CoT and P-CoT. For other tasks, we
perform 5 epochs for RL and report the best performance.
More details can be seen in Appendix C.

4.2. Experimental Results

Results on CoT reasoning. The main results are demon-
strated in Table 2. Generally, we can find that: (1) RL meth-
ods consistently perform better than prompt-based methods
and SFT, showing that by continuously performing explo-
ration and learning, models can refine their reasoning ca-
pabilities over time, similar to (Luo et al., 2023). (2) R3

outperforms other baselines in all tasks, with an average im-
provement of 5.4 over SFT and 4.1 over RL, indicating that
our method can provide stable and significant optimization.
However, staged RL is only a bit better than the RL baseline,
possibly due to overfitting and ineffective stage-to-stage
adaptation mentioned before.

Specifically, our method can enhance different reasoning
ability of models. For example, on mathematical tasks, R3

shows significant improvements compared to SFT and RL
Baselines, suggesting that our method effectively helps mod-
els to acquire and refine structured and formal reasoning
abilities through exploration. Our method also allows mod-
els to handle reasoning tasks with contradictory information
(BGQA), demonstrating a notable enhancement in their de-
feasible reasoning ability (i.e., reasoning with conflicting
information guided by preference, Pollock, 1987; Hecham
et al., 2018; Maher et al., 2020).

Results on P-CoT reasoning. The evaluating results on
program-based reasoning is shown in table 3. We can find
that: (1) R3 outperforms other baselines on P-CoT reasoning
across all three models. On average, it exceeds SFT by 11.4
points and surpasses the RL Baseline by 4.2 points. This
demonstrates that our method is not only highly effective
but also versatile and adaptable, capable of extending to
various reasoning styles like programs. (2) Compared to
other methods that require data augmentation, e.g., MAm-
moTH (Yue et al., 2023), Tora and Tora-code (Gou et al.,
2023), Codellama-7B + R3 achieves the better results in 7B-
sized models and matches up well with larger models and
closed-source model GPT-3.5-Turbo. (3) When our method
is applied to models like Tora and Tora-code, which were
trained with additional data during SFT, it still yields signif-
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Table 4. Ablation study on GSM8K CoT, by default β = 0.05,
partial reward ϵ = 0.2.

Method Setting Performance

Llama2-Base 7B + R3 50.5
- KL coefficient β = 0 46.6
- KL coefficient β = 0.1 44.1
- remove partial reward ϵ 44.6
- partial reward ϵ = 0.1 45.9
- partial reward ϵ = 0.3 45.4

icant performance gain using only the original data in the
reinforcement learning phase, demonstrating its adaptability
and wide applicability.

5. Analysis and Discussion
5.1. Ablation Study

KL coefficient β and partial reward ϵ. We first conduct
ablation study on GSM8K CoT to study the impact of β and
ϵ, and the results are shown in Table 4.2 If we set β = 0,
the exploration space of the model becomes unconstrained,
and we observe that R3 can still perform well, which is dif-
ferent from the conclusions of previous RL methods where
the model may collapse without KL penalty (Luong et al.,
2024). This may be because R3 does not require the model
to constantly perform exploration from scratch, reducing the
sampling space and making it easier to obtain rewards, thus
facilitating training. If we set β = 0.1 to impose higher con-
straints, we observe a more significant drop in performance,
indicating that overly strong KL constraints may hinder the
model’s optimization.

If we set a small partial reward ϵ or remove it, R3 obtains
a lower performance yet it still outperforms RL and SFT.
On the other hand, if we set ϵ to a bigger value 0.3, the per-
formance also drops as too large partial reward might lead
the model to settle for obtaining simple rewards (outputting
numbers) rather than striving for the correct answer.

Number of intermediate states selected M . As men-
tioned before, if we include all possible intermediate states
as starting points, the cost can be extremely high. How-
ever, too small value of M might lead to large gaps between
stages. Therefore, we need to find a balance and identify
an appropriate M . We perform ablation experiments and
the results in Figure 5 show that the performance converges
when M reaches an appropriate value, such as 5 or 6, and
larger M does not yield significant benefits.

2See Appendix D.1 for more ablation results on other tasks.

Table 5. Performance when adopting different reward functions.
The “Original” one is the basic reward function that returns 1 if the
answer is correct else 0. Other functions assign various rewards
according to the difficulty of exploration.

DATASET
REWARD FUNCTION

Original Rlinear Rsquare Rsqrt Rdiscount

MNLI 72.3 68.5 68.5 70.0 68.5
race@High 68.5 65.0 65.5 66.0 66.0
GSM8K 50.5 43.7 41.9 44.1 45.1

Average 63.8 59.1 58.7 60.0 59.9

5.2. R3 Delivers Stable Reinforcement Learning

Figures 4(a) and 4(b) illustrate the training dynamics of
vanilla RL and R3 throughout the training process. We
observe that RL encounters instability and fluctuations in
training rewards, whereas our method is significantly more
stable and yields higher returns. This can be attributed to R3

providing denser, more detailed, and accurate supervisory
signals, facilitating model’s exploration and learning. The
distinction is also evident in test performance, as shown
in Figure 4(c), where our method achieves more stable im-
provements. We also provide case studies in Appendix F to
intuitively show the superiority of our method.

5.3. Difficulty-based Reward Function Design

As mentioned before, when perform exploration from differ-
ent states of the demonstration, the difficulty for the model
to obtain a positive reward varies. This leads to an intuitive
question: should we set different amounts of rewards for
rollouts of varying difficulty, instead of setting them all to
1 when the final results are correct? Consequently, we use
different variants of the reward function to observe their
performance changes. Specifically, assuming the length of
a demonstration τ is T : τ = (s0, a1, s1, a2...sT ), with the
starting point as sk, we approximately define the difficulty
of the rolling out process as: µ = (T − k)/T .

We then consider different reward functions related to the
difficulty. These functions have different trends of change
on the slope, including linear reward function Rlinear = µ,
square reward function Rsquare = µ2, and square root
reward function Rsqrt = µ1/2. Inspired by the conception
of discount factor in RL, we also consider another discount
reward function: Rdiscount = γ(T−k), where γ = 0.9.
Experiments in Table 5 show counter-intuitive results that
these modified reward functions do not bring performance
improvements, but rather, performance decreases. This
implies that we should treat each start state fairly.

5.4. Analysis of Training Data Construction

Scaling of training data. We first study the data efficiency
of R3, and the results are shown in Figure 6(a). Overall,
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Figure 6. Impact of data scale and composition. The vertical
axis represents the percentage of performance decrease relative to
training with full dataset. The horizontal axis of the left subfigure
represents the amount of data used, while the horizontal axis of
the right subfigure, labeled “w/o part j”, indicates removing a part
of training data corresponding to a specific difficulty level j.

as the amount of data decreases, the performance of R3

shows a decreasing trend. However, the sensitivity of R3 to
data scale varies by task. For instance, on GSM8K, using
a limited amount of data leads to a significant decline in
performance. This may be because such tasks require a large
amount of data to learn enough specialized mathematical
knowledge to enable the model to generalize. In contrast,
for BGQA, even with limited data scale, the model might
still achieve better generalization performance by learning
patterns and relationships in the language. Moreover, we
demonstrate the absolute values of performance in Appendix
D.2, and the results show that R3 can outperform the RL
baseline with only a portion of the data.

Which part of data matters? Next we investigate which
part of training data is crucial. We remove training data
of varying difficulties (i.e., the farther the starting point
is from the target, the greater the difficulty) and conduct
experiments. Results in Figure 6(b) demonstrate a trend
that removing the more difficult data results in poorer per-
formance, highlighting the importance of challenging data.
Conversely, removing the simplest data does not signifi-
cantly degrade performance. We also provide the absolute
performance values in the Appendix D.3.

6. Related Work
Reasoning with large language models. Multi-hop com-
plex reasoning is considered one of the most challenging
task for LLMs (Rae et al., 2021; Bommasani et al., 2021;
Qiao et al., 2022), and researchers have developed several
categories of methods, including prompting, supervised
fine-tuning methods and reinforcement learning methods.
Prompting, with chain-of-thought as a representative one,
involves constructing demonstrations and instructions in the
prompt to improve model’s reasoning performance (Wei
et al., 2022; Kojima et al., 2022; Xi et al., 2023; Chu et al.,
2023). However, they proved to be sensitive to many fac-
tors and model-dependent (Shi et al., 2023; Zellers et al.,
2018; Ye & Durrett, 2022). In SFT, models are trained with
collected rationales, and their effectiveness largely relies
on the scale and quality of the training data (Yuan et al.,
2023; Yu et al., 2023b; Yue et al., 2023), necessitating con-
siderable effort in gathering annotations. RL is also used
in LLM reasoning, which will be discussed in detail in the
next paragraph.

Reinforcement learning for large language models. RL
has garnered much attention in LLM alignment (Askell et al.,
2021; Bai et al., 2022; Ouyang et al., 2022; Zheng et al.,
2023; Wang et al., 2024a), and has been applied in many
other tasks like summarization (Ouyang et al., 2022; Stien-
non et al., 2020), web navigation (Nakano et al., 2021; Qin
et al., 2023) and machine translation (Gülçehre et al., 2023).
There are also some work explores enhancing model’s rea-
soning capabilities with RL, based on outcome supervision
or process supervision (Lightman et al., 2023; Luo et al.,
2023; Wang et al., 2023a; Luong et al., 2024). Further-
more, these two types of supervision are also utilized to
perform answer reranking at inference time (Uesato et al.,
2022; Cobbe et al., 2021; Yu et al., 2023a), which involves
training a reward model based on either outcome or process
supervision to rank multiple generated solutions and select
the top one. These approaches are orthogonal to our method
and can be seamlessly integrated for further improvement.
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Reinforcement learning with reverse curriculum. In
goal-oriented RL, reverse curriculum learning (Florensa
et al., 2018a;b) effectively addresses the problem of sparse
rewards (Ladosz et al., 2022). This method involves initially
training the agent achieve the target from a starting point
near the target, and subsequently relocating the starting
point to more distant positions (Wu et al., 2021). Notably,
methods that sample starting points from intermediate states
of quality demonstrations (Subramanian et al., 2016a; Popov
et al., 2017) and trajectories are commonly applied to tasks
like the games (Hosu & Rebedea, 2016; Salimans & Chen,
2018) and robotics (Peng et al., 2018; Nair et al., 2018;
Plappert et al., 2018). We employ such strategy to address
the issue of sparse rewards in outcome supervision of LLM
reasoning and provide an effect akin to process supervision.

7. Conclusion and Future Work
In this work, we rethink the existing supervision paradigms
of reinforcement learning for large language model reason-
ing, and propose R3 that employs only outcome supervision
to achieve the benefits of process supervision via reverse
curriculum reinforcement learning. We perform thorough
experiments on natural language-based and program-based
CoT to demonstrate the effectiveness of our method. More-
over, we conduct detailed ablation and analysis to showcase
the stability and operating mechanism of our method. In the
future, we will attempt to scale up the model size for better
performance. Additionally, we will explore the impact of
training data with larger scale and diversity on R3.

Impact Statement
This work proposes a reinforcement learning-based method
to enhance the reasoning capabilities of LLMs and achieve
better performance. Therefore, it must be used responsibly
and reasonably to prevent the training of models that could
have negative societal impacts, such as toxic LLMs. Ad-
ditionally, compared to supervised fine-tuning, RL-related
methods may consume more computational resources, po-
tentially leading to greater energy consumption. Future
work needs to consider optimizations and improvements in
efficiency.
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A. Algorithm

Algorithm 1 R3

Input: Policy language model πθ, training data D with N data points, maximum rollout length T , number of stages M ,
outcome-based reward function rfo(·).

Initialize policy model πθ;
Procedure Construct reverse curriculum datasets:
Dlist ← [ ];
for stage m← 1...M do
Dm ← ∅;
for data point (s0,a) = {s0, a1, ..., sT−1, aT } in D do

Select an intermediate state sk as the start state for stage m;
Dm ← Dm ∪ (sk,ak+1:T );

end
end
Dlist.append(Dm)

Procedure Rinforcement learning in a reverse, staged manner:
for Dm in Dlist do

Perform Reinforcement Learning with πθ and rfo(·) on Dm;
end

Procedure Rinforcement learning with mixed stages:

Dmixed ←
M⋃

m=1
Dlist[m];

Perform Reinforcement Learning with πθ and rfo(·) on Dmixed;

B. Evaluation Datasets

Category Dataset #Train Samples #Test Samples

Math Reasoning
GSM8K-CoT (Cobbe et al., 2021) 7473 1319
GSM8K-P-CoT (Gao et al., 2023) 7356 1319
SVAMP (Patel et al., 2021) 3067 1000

Logical Reasoning BGQAmain (Kazemi et al., 2023) 3000 800
BGQAconflict (Kazemi et al., 2023) 2000 800

NL Inference MNLI (Bowman et al., 2015) 700 130
SNLI (Williams et al., 2018) 750 125

Reading Comprehension race@High (Lai et al., 2017) 782 200
race@Middle (Lai et al., 2017) 734 200

Table 6. Statistics of the evaluation datasets.

Table 6 presents detailed information on the datasets utilized in the main result. Notably, we obtain CoT rationales
for the MNLI, SNLI, race@High, and race@Middle datasets from the CoT-Collection (Kim et al., 2023b). Within the
CoT-Collection, the annotated rationales are initially extracted based on the ‘task’ key. Subsequently, the data are filtered
according to the ‘prompt’ and ‘source’ keys to prevent duplication.

C. Experimental Settings
In Table 7, we provide comprehensive experimental details of the experiment. Here, ϵ refers to the partial reward, and β
denotes the KL coefficient. It’s worth noting that for mathematical tasks, we perform 50 epochs for RL and report the best
performance, including CoT and P-CoT.
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Table 7. Implementation details in R3

Datasets Few-shot Samples Actor Model lr Critic Model lr β ϵ

GSM8K-CoT 8 3e− 7 3e− 7 0.05 0.2
GSM8K-P-CoT 8 3e− 7 3e− 7 0.01 0.2
SVAMP 8 3e− 7 3e− 7 0.05 0.1
BGQAmain 3 2e− 6 1e− 6 0.3 0
BGQAconflict 3 2e− 6 1e− 6 0.3 0
MNLI 8 2e− 6 1e− 6 0.3 0
SNLI 8 2e− 6 1e− 6 0.3 0
race@High 3 2e− 6 1e− 6 0.3 0
race@Middle 3 2e− 6 1e− 6 0.3 0

D. Additional Experiments
D.1. Ablation Study

In Table 8, we conduct supplementary ablation studies on Section 5.1, providing results on BGQAmain, MNLI and race@High
datasets. We can observe that if we set β = 0.4, imposing a stronger KL constraint, there will be a noticeable decrease in
performance. If we set β to 0 or 0.1, the performance loss is not as pronounced but still falls below the optimal result.

Table 8. Ablation study on BGQAmain, MNLI and race@High, by default β = 0.3.

Dataset Performance

BGQAmain 67.8
- KL coefficient β = 0 66.3
- KL coefficient β = 0.2 66.5
- KL coefficient β = 0.4 65.5

MNLI 72.3
- KL coefficient β = 0 70.0
- KL coefficient β = 0.2 70.0
- KL coefficient β = 0.4 68.4

race@High 68.5
- KL coefficient β = 0 64.5
- KL coefficient β = 0.2 66.5
- KL coefficient β = 0.4 64.5

D.2. Experimental Results of Data Scale

As a supplement to Section 5.4, Table 9 presents detailed values of performance. The table illustrates that R3 achieves
performance comparable to full-data training of SFT and RL baselines, using only a fraction of the available data.

Table 9. Impact of data scale

Dataset R3 with Data Scaling (%) Baseline (Full Train Set)

10 20 40 60 80 100 SFT RL

GSM8K 40.2 43.4 44.7 47.4 48.8 50.5 41.6 44.7
MNLI 65.4 66.2 66.9 68.5 69.2 72.3 65.4 66.2

race@High 60.5 61.0 62.0 62.5 64.5 68.5 60.5 61.5
BGQA 62.5 64.8 65.3 67.3 67.3 67.8 62.5 65.5
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D.3. Impact of different parts of data.

Table 10 and Table 11 present the accuracy achieved when training the model without specific data parts. Notably, columns
1 through 5 ( For race@High, columns1 through 6 ) signify the ascending difficulty levels of excluded training data, with
higher part numbers indicating greater difficulty. The “All Parts” column reflects accuracy when utilizing the entire dataset.
Furthermore, based on the results in Section 5.1, we can conclude that for the race@High dataset, optimal performance can
be achieved when the number of intermediate states M is set to 6. Therefore, we supplement experiments with race@High
containing 6 data parts in Table 11.

Table 10. Comparison of accuracy in training on different data parts

Dataset w/o Part All Parts Baseline (Full Train Set)

1 2 3 4 5 SFT RL

GSM8K 48.9 48.0 47.2 46.9 44.7 50.5 41.6 44.7
MNLI 71.5 69.2 66.9 66.9 65.4 72.3 65.4 66.2
race@High 64.5 64.0 64.0 63.0 61.0 65.0 60.5 61.5
BGQA 67.4 65.8 64.5 63.8 62.9 67.8 62.5 65.5

Table 11. Performance for race@High with 6 intermediate states

Dataset w/o Part All Parts Baseline (Full Train Set)

1 2 3 4 5 6 SFT RL

race@High 65.5 63.5 63.5 63.0 61.0 62.0 68.5 60.5 61.5

E. Prompts
We follow the Alpaca (Taori et al., 2023) prompts format in our experiments. The specific prompts are as follows.

Listing 1. Prompts used in R3 experiments
Below is an instruction that describes a task.
Write a response that appropriately completes the request.

### Instruction:
{instruction}

### Response:

F. Case Study
We provide case studies of R3 and vanilla RL on GSM8K-CoT, GSM8K-P-CoT and MNLI Datasets. Wrong reasoning steps
are highlighted in red, and reasoning steps corrected by the R3 method are indicated in green. It is evident that the model
trained by R3 has clearer logic and more accurate reasoning when facing complex reasoning tasks, often achieving better
task completion.
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Question: You can buy a movie super ticket for $20 that includes rights to watch any movie and you get 

one popcorn with a soda for only $1 extra. Or you can buy a movie ticket for $12 and buy one popcorn and 

a soda at regular price. What's the regular price of popcorn if the soda costs $3 and you didn't buy the super 

ticket and ended up saving $2?

Ground truth: The super ticket costs $20 and for $1 extra I can get a popcorn and a soda, there I'd pay in 

total $20+$1 = $<<20+1=21>>21. If I didn't buy the ($21) super ticket but bought everything included on it 

and still saved $2, then I spent in total $21-$2 = $<<21-2=19>>19. If the regular movie ticket costs $12 and 

the soda costs $3 then the popcorn would cost $19-$12-$3=$4

RL  Baseline R3

If you buy the super ticket, you pay $20 + 
$1 = $21 for popcorn and soda. If you buy 
the regular ticket, you pay $12 + $3 = $15 
for popcorn and soda. If you save $2, that 
means you paid $21 - $2 = $19 for popcorn 
and soda on the super ticket. So the 
regular price of popcorn is $15 - $19 = $4. 

### 4

If I buy a movie super ticket for $20 that 
includes rights to watch any movie and I 
get one popcorn with a soda for only $1 
extra, then the regular price of popcorn 
is $20 + $1 = $21. If I buy a movie ticket 
for $12 and buy one popcorn and a soda at 
regular price, then the regular price of 
popcorn is $12 + $3 = $15. If I didn't buy 
the super ticket and ended up saving $2, 
then the regular price of popcorn is $21 - 
$2 = $19.

### 19

Figure 7. Comparison of RL Baseline and R3 on GSM8K-CoT.

Question: Stephen placed an online order for groceries. His final bill came to $40.00. Because this was 

through a delivery vendor, they tacked on a 25% fee to his final total and charged him $3.00 in delivery 

fees. Stephen also added a $4.00 tip. After the extra fees, what was the final price of Stephen's groceries?

Ground truth: 57.00

R3

def solution( ):
groceries_cost = 40.00
delivery_fee = 3.00
tip = 4.00
delivery_fee_percent = 0.25 
total_cost = groceries_cost + delivery_fee + tip    
delivery_fee_amount = total_cost *                     
                            delivery_fee_percent    
total_cost_with_fee = total_cost + 
                            delivery_fee_amount    
result = total_cost_with_fee    
return result

def solution( ):   
bill_initial = 40
fee_percent = 0.25    
fee_amount = bill_initial * fee_percent    
bill_after_fee = bill_initial + fee_amount    
delivery_fee = 3    
bill_after_delivery_fee = bill_after_fee + 
delivery_fee    
tip = 4    
bill_after_tip = bill_after_delivery_fee + tip    
result = bill_after_tip    
return result

58.75 57.00

RL  Baseline

Figure 8. Comparison of RL Baseline and R3 on GSM8K-P-CoT.

18



Training Large Language Models for Reasoning through Reverse Curriculum Reinforcement Learning

Question:

<Premise>

Limits on IDA balances range from $4,000 in Virginia to $10,000 in South Carolina and $50,000 in 

Missouri.

<Hypothesis>

The limit on a IDA balance in Missouri is $125

Does the premise entail the hypothesis?

OPTIONS:

- yes

- it is not possible to tell

- no

Ground truth: The premise mentions that the limit on IDA balance in Missouri is $50,000. Hence, it does 

not entail the hypothesis of a limit being $125 for this location. ### no

R3

The premise states that the limit on a 
IDA balance in Missouri is $50,000. The 
hypothesis suggests a limit of $125, 
which is much lower than what was 
mentioned in the premise. Hence, it can 
be concluded that the answer is "no". 
### no

The premise states that the limit on a 
IDA balance in Missouri is $50,000. The 
hypothesis also mentions this same number, 
but with a different unit of measurement 
(dollars instead of thousands). So the 
answer is "yes". ### yes

RL  Baseline

Figure 9. Comparison of RL Baseline and R3 on MNLI.
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