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Abstract001

Recent advancements in multimodal large lan-002
guage models (MLLMs) have showcased their003
impressive capabilities in multimodal under-004
standing and generation. Nevertheless, cur-005
rent open-source MLLMs still encounter chal-006
lenges in complex reasoning and problem solv-007
ing, especially in vision-indispensable scenar-008
ios. In this paper, we present VILAMR, an009
MLLM tailored for vision-indispensable rea-010
soning. To endow VILAMR with powerful rea-011
soning capabilities, we initially construct a mul-012
timodal instruction-following dataset, MCoT-013
Instruct, featuring 266K high-quality chain-014
of-thought responses. Subsequently, we equip015
VILAMR with a novel connector to selectively016
integrate different visual features and facili-017
tate alignment between correlated vision and018
language content. Finally, we fine-tune VIL-019
AMR on MCoT-Instruct with a meticulously020
designed reasoning progressive-enhancement021
tuning scheme, encouraging VILAMR to follow022
the cognitive process of “understanding before023
reasoning”. Experiments on multiple multi-024
modal benchmarks and datasets demonstrate025
the effectiveness of VILAMR and the contri-026
bution of MCoT-Instruct in bolstering MLLM027
reasoning capabilities.028

1 Introduction029

Multimodal large language models (MLLMs) (Liu030

et al., 2024b; Lin et al., 2023; Chen et al., 2023b;031

Bai et al., 2023b) have recently garnered consider-032

able attention for their powerful capabilities in mul-033

timodal understanding and generation. Building034

on the foundation of open-source large language035

models (LLMs) such as QWen (Bai et al., 2023a)036

and Llama (Touvron et al., 2023), MLLMs incor-037

porate visual modality into LLMs and learn how038

to perform multimodal tasks through instruction039

tuning (Liu et al., 2023b), showcasing exceptional040

abilities in various downstream tasks. Despite these041

advances, current open-source MLLMs still strug- 042

gle with complex reasoning and problem solving, 043

especially in vision-indispensable scenarios (Chen 044

et al., 2024b). In such scenarios, MLLMs are re- 045

quired to accurately capture the task-related visual 046

content from given images and then elicit the chain- 047

of-thought (CoT) (Wei et al., 2022) reasoning ca- 048

pabilities of LLMs to derive a final response condi- 049

tioned on the obtained content (cf . Figure 1). 050

In light of this task paradigm, the suboptimal 051

performance of MLLMs in vision-indispensable 052

reasoning can be primarily attributed to two issues: 053

(i) Limited CoT reasoning capability. While fine- 054

tuning MLLMs on multimodal CoT instruction- 055

following datasets is a feasible approach to em- 056

power them with CoT reasoning capabilities, there 057

remains a notable scarcity of high-quality multi- 058

modal CoT instruction data in the open-source com- 059

munity. In addition, prevailing instruction tuning 060

approaches (Liu et al., 2023b; Zhang et al., 2023c; 061

Zhao et al., 2023a; Liu et al., 2024a) tend to ad- 062

vocate a uniform development of understanding 063

and reasoning skills in MLLMs, overlooking the 064

hierarchical nature of cognition where reasoning 065

is contingent upon understanding, thereby limit- 066

ing further improvement of reasoning skills. (ii) 067

Misalignment of correlated vision and language 068

content. Although existing state-of-the-art MLLMs 069

like LLaVA-NeXT (Liu et al., 2024b) have been 070

proficient in acquiring fine-grained visual content 071

(e.g., Figure 1 (a), (c), and (d)), they frequently 072

fail to align visual details with the corresponding 073

language context, resulting in incorrect visual con- 074

ditions for reasoning (e.g., Figure 1 (a) and (d)). 075

In this paper, we strive to improve open-source 076

MLLMs toward vision-indispensable reasoning by 077

tackling the above-identified two issues. To ad- 078

dress the first issue, we initially introduce a mul- 079

timodal instruction-following dataset with high- 080

quality CoT responses (MCoT-Instruct), featuring 081

76K instances for vision-intensive understanding 082
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You are a driving assistant. 
Based on current image, what should you 
do if you want to overtake the vehicle in 
front of you?
A. Change to the left lane and pass
B. Change to the right lane and pass
C. Keep following the car until the road is 

suitable for overtaking

LLaVA-NeXT-34B

Upon observing the image, there is a no overtaking sign on 
the road ahead. This suggests that overtaking is prohibited in this area. 
Therefore, the correct and legal action to take would be option C, keep 
following the car until the road is suitable for overtaking.

Based on the current image, you should change to the 
left lane and pass if you want to overtake the vehicle in front of you. The road 
appears to have a left lane that is clear and suitable for overtaking. Always 
ensure that you have enough space and time to safely change lanes and 
overtake, and that it is legal to do so in your jurisdiction.

Tags: fine-grained visual understanding, MViU

USER

GPT-4V Based on the image, it appears that overtaking is not allowed in 
either direction, as indicated by the circular signs with red borders and a blue 
center. Therefore, the correct action would be: C. Keep following the car until 
the road is suitable for overtaking, where overtaking is explicitly permitted.  

Tags: physics problem, MViR

USER

GPT-4V To solve for the distance d by which the spring is compressed when 
the canister is momentarily stopped, we need to consider the conservation of 
mechanical energy. Since there is no friction, the kinetic energy of the canister 
initially is entirely converted into the potential energy stored in the spring. 
Kinetic Energy (KE) of the canister: KE = 1/2mv2, where m=0.40kg and v=0.50m/s.
Spring Potential Energy (PE) stored in the spring: PE=1/2kd2, where k=750N/m. 
Set the kinetic energy equal to the potential energy to find d:
1/2×0.40×0.502 = 1/2× 750 × d2 ...  d=1.155cm
Rounding to one decimal place, the spring is compressed by 1.2cm. 

When the canister is momentarily 
stopped by the spring, by what 
distance d is the spring 
compressed?
A. 0cm B. 1.2cm C. 0.8cm D. 12cm

In Figure, a cumin canister of mass m=0.40 kg slides across a 
horizontal frictionless counter with speed v=0.50 m/s. It then runs 
into and compresses a spring of spring constant k=750N/m. 

To find the distance the spring is compressed, we can use the 
equation 1/2mv2 = 1/2kd2, where m is the mass of the canister, v is its speed, and 
k is the spring constant. Substituting the given values, we get 1/2×0.40×0.502 = 
1/2×	750 ×	d2. Solving for d, we find d = 1/750 ≈ 0.012m. Therefore, the spring 
is compressed by approximately 1.2cm. Hence, the answer is option B.

(a) (b)

VILAMR-13B
VILAMR-13B

In Figure,
a=14, b=48, and c=50, find cos A
A. 0.14
B. 0.48
C. 0.50
D. 0.96

LLaVA-NeXT-34B

By observing the image, it can be seen that there is a right 
triangle ABC. In ABC, angle C=90 degrees, a=14, b=48, c=50. Using the cosine 
function, we have: cos A = b/c =48/50=0.96. Therefore, the correct answer is D.

The image shows a right-angled triangle with sides a, 
b, and c, and angles A, B, and C. The side a is opposite angle A, b is opposite 
angle B, and c is opposite angle C. Since angle C is a right angle, it is 90 
degrees. To find the cosine of angle A, we can use the cosine formula: cos 
A=a/c=14/50=0.28. Therefore, the cosine of angle A is approximately 0.28. 
However, none of the options provided (A, B, C, D) match this value. There 
might be an error in the options provided or the calculation. 

Tags: geometric problem, MViR

USER

GPT-4V To find cos A in the triangle with sides a=14, b=48, and c=50, we 
will use the cosine rule. The cosine rule relates the lengths of the sides of a 
triangle to the cosine of one of its angles and is given by: c2=a2+b2-2abcosA. 
Here, A is the angle opposite the side c. Hence, 502=142+482-2×14×48×cos A. 
Simplify and solve for cos A: 0=-1344×cos A, cos A=0.

Which option describe the object 
relationship in the image correctly?
A. The sink is surrounding the cat
B. The cat is in the sink
C. The toilet is below the cat
D. The cat is approached to the sink

LLaVA-NeXT-34B In this image, the cat is approached to the sink.

Tags: spatial relationship, MViU

USER

GPT-4V

By observing the image, it can be seen that a cat sitting on a 
bathroom counter next to a sink. The cat is not inside the sink, but rather on 
the counter surface that is adjacent to the sink. The cat is not in the toilet, as 
there is no toilet visible in the image. The cat is not surrounded by the sink, 
but rather it is sitting close to the sink. Therefore, the correct answer is D.

In the image, the cat is clearly inside the sink area, characterized 
by the basin of the sink. This indicates that the cat is positioned within the 
confines of the sink, rather than being surrounded by it or attached to it, and 
there is no visible toilet in the image that would suggest it is below the cat. 
Therefore, the most accurate description of the relationship between the cat 
and the sink is: B. The cat is in the sink.

(c) (d)

VILAMR-13B

VILAMR-13B

Figure 1: Response demonstration of GPT-4V, LLaVA-NeXT-34B, and VILAMR-13B. Compared to GPT-4V
and LLaVA-NeXT, VILAMR consistently observes and understands the given image before reasoning and is more
proficient in performing complex multimodal reasoning and problem solving. Blue and red respectively highlight
correct and incorrect intermediate reasoning steps or rationales leading to the final response.

and 190K instances for vision-indispensable rea-083

soning. Building on MCoT-Instruct, we then de-084

velop a multimodal LLM, dubbed VILAMR. To085

further bolster its reasoning capability, we pro-086

pose a reasoning progressive-enhancement tuning087

scheme to train VILAMR, encouraging it to follow088

the cognitive process of “understanding before rea-089

soning”. To tackle the second issue, we shift our090

focus to the architecture and pretraining of vision-091

language connectors. Specifically, we design a092

novel connector that selectively integrates different093

features from a hybrid visual encoder via a gate 094

attention mechanism and captures global context 095

using prefix token embeddings. This architectural 096

design ensures a better alignment between visual 097

details and corresponding language context. Fur- 098

thermore, our connector is pre-trained on a subset 099

of ShareGPT4V (Chen et al., 2023b) containing de- 100

tailed image captions, allowing for finer alignment 101

between vision and language content. Experiments 102

on six multimodal benchmarks and four datasets 103

demonstrate the effectiveness of VILAMR. 104
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Our contributions are encapsulated as follows:105

(i) We develop VILAMR, a multimodal LLM adept106

at complex reasoning and problem solving. (ii)107

We propose a reasoning progressive-enhancement108

tuning scheme to further improve the reasoning ca-109

pability of VILAMR and a connector to promote110

the alignment between correlated vision and lan-111

guage content. (iii) We introduce a high-quality112

multimodal CoT instruction-following dataset with113

266K instances, aiming to serve as a foundational114

resource for improving MLLMs toward vision-115

indispensable reasoning.116

2 Related Work117

2.1 Multimodal Large Language Models118

Bridging Visual Encoder with LLMs. To extend119

the remarkable capabilities of LLMs to multimodal120

tasks, MLLMs bridge visual encoders with LLMs121

via specialized modules (Song et al., 2023), which122

can be broadly categorized into modality convertor123

and connector. The former directly converts visual124

input into texts using a captioning model (Zhang125

et al., 2021). In contrast, to align with LLMs,126

some works (Tsimpoukelli et al., 2021; Driess et al.,127

2023; Zhang et al., 2023a; Gao et al., 2023b; Liu128

et al., 2023b; Luo et al., 2023) utilize linear pro-129

jection layers as connector to map visual features130

into the textual space. Another line of works (Li131

et al., 2023; Dai et al., 2023; Alayrac et al., 2022;132

Gong et al., 2023; Ye et al., 2023) introduce cross-133

attention layers into the connector to achieve inter-134

action between different modalities.135

Instruction Tuning. After aligning visual en-136

coders with LLMs, the subsequent goal is to en-137

able MLLMs to perform multimodal tasks. The138

de facto practice is instruction tuning (Liu et al.,139

2023b), which involves fine-tuning MLLMs on140

multimodal instruction-following datasets, such as141

LLaVAR (Zhang et al., 2023c), MiniGPT-4 (Zhu142

et al., 2023), SVIT (Zhao et al., 2023a), and LRV-143

Instruction (Liu et al., 2024a). Generally, MLLMs144

tuned in this manner adeptly handle multimodal145

tasks by adhering to given instructions and exhibit146

strong generalization. However, due to their lim-147

ited reasoning abilities, MLLMs may encounter148

challenges in complex scenarios.149

2.2 Multimodal Chain-of-Thought150

Multimodal CoT Reasoning. CoT, referring to a151

series of intermediate reasoning steps or rationales152

that lead to the final reasoning outcome (Wei et al.,153

2022), has been extensively utilized to elicit the 154

powerful reasoning capabilities of LLMs (Cheng 155

et al., 2024; Fu et al., 2023; Wang et al., 2023; Diao 156

et al., 2023). Multimodal CoT reasoning aims to 157

leverage CoT prompting (Gao et al., 2024; Mitra 158

et al., 2023; Lu et al., 2023a) or CoT tuning (Wang 159

et al., 2024; Zhang et al., 2023e) to better perform 160

multimodal reasoning tasks, such as decision mak- 161

ing (Chen et al., 2023a) and robot planning (Mu 162

et al., 2023). Multimodal CoT prompting is usually 163

employed under zero-shot (Kojima et al., 2022) or 164

few-shot (Zhang et al., 2023d) paradigm to guide 165

large multimodal models like GPT-4V (Achiam 166

et al., 2023) and Gemini (Team et al., 2023) to en- 167

gage in step-by-step thinking before reaching the 168

final outcomes. 169

Multimodal CoT Tuning. Multimodal CoT tun- 170

ing is essentially the instruction tuning of MLLMs 171

using multimodal CoT instruction datasets. Given 172

an image and the corresponding language context, 173

the success of this tuning is closely linked to the 174

quality of free-text CoT responses. The common 175

methods for collecting multimodal CoT data are 176

manual collection (Zellers et al., 2019; Lu et al., 177

2022; Schwenk et al., 2022) and LLM-assisted gen- 178

eration (Zhao et al., 2023b). Compared to manual 179

collection, the latter can reduce human preference 180

and generate more diverse CoT responses, thereby 181

better instructing MLLMs to elicit CoT reasoning 182

capabilities. However, due to the scarcity of high- 183

quality multimodal CoT instruction data, existing 184

works (Zhang et al., 2023e; Wang et al., 2024) 185

typically fine-tune MLLMs on a limited amount 186

of manually collected data, yielding excellent in- 187

domain performance but poor generalization. 188

3 MCoT-Instruct 189

In this paper, we introduce a multimodal instruction 190

dataset, MCoT-Instruct, comprising 266K high- 191

quality CoT responses. As demonstrated in Table 1, 192

MCoT-Instruct distinguishes itself by concentrating 193

on vision-indispensable reasoning and featuring a 194

significant number of complex reasoning instances, 195

setting it apart from other accessible multimodal 196

instruction datasets collected with GPT assistance. 197

Specifically, MCoT-Instruct is built on existing 198

VQA datasets that provide explanations or ratio- 199

nales for correct answers, such as VCR (Zellers 200

et al., 2019), ScienceQA (Lu et al., 2022), A- 201

OKVQA (Schwenk et al., 2022), GPT-VQA (Zhao 202

et al., 2023b), TabMWP (Lu et al., 2023b), and 203
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Dataset Image Source Objective #TInst. #RInst. CoT

LRV-Instruction (Liu et al., 2024a) VG Mitigating MM hallucination 400K - 7
LLaVAR (Zhang et al., 2023c) LAION Text-rich image understanding 20K - 7
ShareGPT4V (Chen et al., 2023b) LAION, COCO, CC, etc. Vision-language alignment 100K - 7
LLaVA (Liu et al., 2023b) COCO MM comprehension and reasoning 158K 77K 7
VisCoT (Shao et al., 2024) Flickr30k, GQA, etc. RoI understanding and reasoning 373K 10K Box
MCoT-Instruct COCO, VCR, GeoQA, etc. Vision-indispensable reasoning 266K 190K Text

Table 1: Comparison with multimodal instruction data collected with GPT assistance. #TInst. and #RInst.
denote the total number of instances and the number of MViR instances. Image sources are VG (Krishna et al.,
2017), LAION (Schuhmann et al., 2021), COCO (Lin et al., 2014), CC (Sharma et al., 2018), Flickr30k (Plummer
et al., 2015), GQA (Hudson and Manning, 2019), VCR (Zellers et al., 2019), GeoQA (Chen et al., 2021), etc.

Rewritten CoT: Upon observing the image, we can see that person2 [0.8418, 0.1003, 0.9995, 0.9932]
is currently texting even though she is near the penguins. This implies that person2 may be 
preoccupied with her cellphone7 [0.9219, 0.5128, 0.9805, 0.5512]. Therefore, analyzing the given 
options, the most plausible reason for person2's lack of interest in the birds is that she is a teenager 
and her attention is focused on her cellphone. 

Doesn't person2 [0.8418, 0.1003, 0.9995, 
0.9932] like the birds?
A. She is jealous of them
B. She doesn't like them
C. Maybe, but person2 is a teenager and 

she is preoccupied by her cellphone7 
[0.9219, 0.5128, 0.9805, 0.5512]

D. She does not think bird6 [0.1194, 0.679, 
0.2172, 0.9939] smells very good

Raw CoT: person2 [0.8418, 0.1003, 0.9995, 0.9932] is near the penguins, but is currently texting. Rewritten CoT: Upon observing the image, it can be seen that there 
is a horse. Analyzing the given options, endotherms are organisms 
that have the ability to regulate their body temperature internally. 
Horses and other mammals are examples of endotherms. 
Therefore, based on this information, it can be concluded that the 
term that matches the picture is option A, endotherms.

Which term matches the picture?
A. endotherms   B.   ectotherms

Raw CoT: Endotherms regulate 
their temperature internally. 
Horses and other mammals are 
endotherms. On a hot day, 
horses can sweat to regulate 
their body temperature.

Figure 2: Comparison of CoT response before and after CoT rewriting. The rewritten CoT remains faithful to
the given context but is more detailed and logically coherent.

GeoQA-T (Gao et al., 2023a). To enhance the qual-204

ity of CoT responses, we instruct GPT to refine and205

standardize raw explanations from these datasets206

through three steps: CoT Rewriting, Quality Verifi-207

cation and Data Filtering, and Instance Grouping.208

As shown in Figure 2, the improved CoTs still ad-209

here to the provided context but are more detailed210

and standardized. Ultimately, we obtain 76K in-211

stances for vision-intensive understanding (MViU)212

and 190K instances for vision-indispensable rea-213

soning (MViR). (cf . Appendix A for more details.)214

4 VILAMR215

To improve open-source MLLMs toward vision-216

indispensable reasoning, we develop VILAMR217

on top of MCoT-Instruct. As illustrated in Fig-218

ure 3, VILAMR incorporates a hybrid visual en-219

coder to richly represent image content, a novel220

vision-language connector to selectively integrate221

different visual features into LLM-friendly token222

embeddings, and a LLM to efficiently generate223

instruction-following CoT responses. The train-224

ing of VILAMR includes two consecutive stages:225

vision-language alignment pretraining and progres-226

sive multimodal CoT tuning. To further improve227

the reasoning capability of VILAMR, we intro-228

duce a reasoning progressive-enhancement tuning 229

scheme in the second training stage, prompting 230

VILAMR to follow the paradigm of “understand- 231

ing before reasoning”. 232

4.1 Model Architecture 233

Hybrid Visual Encoder. The premise for mod- 234

els to perform vision-indispensable reasoning is 235

that they can comprehensively understand the in- 236

put image. To enhance the representation of image 237

contents, VILAMR considers mixing visual fea- 238

tures from different sources and thus combines the 239

pretrained CLIP with ViT (Radford et al., 2021) 240

and ConvNeXt (Woo et al., 2023) as a hybrid vi- 241

sual encoder to extract detailed image appearance 242

features. Specifically, given a 336 × 336 image, 243

the ViT encoder captures long-range interactions 244

and outputs the features vv ∈ R576×1024 with rich 245

semantic details. Simultaneously, the ConvNeXt 246

encoder with a 384 × 384 image input encodes 247

neighboring dependencies and outputs the features 248

vc ∈ R576×1536 with rich spatial details. 249

Vision-Language Connector. To better bridge the 250

hybrid vision encoder with the LLM, we propose 251

GateMLP. As shown in Figure 3, the proposed 252

connector initially employs two distinct linear lay- 253
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1 1 1

Hybrid Visual 
Encoder

Large Language Model (LLM)

ViT

ConvNeXt

GateMLP

If person2 [0.5295, 0.2858, 0.661, 0.8565] started screaming, it would trigger a specific event. 
In this case, since person2 is standing on a snow-covered mountain, the most logical 

consequence would be an avalanche starting. Therefore, the correct answer is A.

🔥

❄

[❄|🔥]

🔥 🔥

What would happen if person2 [0.5295, 
0.2858, 0.661, 0.8565] started screaming?
A. An avalanche would start
B. Person2 would have to go chasing after 

bird5 [0.2908, 0.4609, 0.3333, 0.5687]
C. Person2 would cover person1 [0.3829, 

0.3583, 0.4481, 0.6811]'s mouth
D. Person1 would collapse to the ground 

and cry out for help

Language Context:

G
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ttention
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Figure 3: Overview of VILAMR, a multimodal LLM adept at vision-indispensible reasoning and problem solving.
Given an image and the corresponding language context, VILAMR first utilizes a hybrid visual encoder to thoroughly
represent the visual input. Subsequently, the proposed GateMLP integrates different visual features into LLM-
friendly token embeddings. Finally, LLM generates instruction-following CoT responses conditioned on the
combined vision-language embeddings.

ers to map {vv,vc} into a unified embedding space,254

resulting in {hv,hc} ∈ R576×d. In order to main-255

tain the current length of visual tokens without256

significant alteration, hv and hc are element-wisely257

mixed using a gate attention mechanism, i.e.,258

α = σ(Wga[hv; hc] + bga), (1)259

h = (1−α)� hv +α� hc, (2)260

where Wga ∈ Rd×2d, bga ∈ Rd, σ denotes the261

Sigmoid function, � and [; ] respectively represent262

the operations of element-wise matrix multiplica-263

tion and vector concatenation. Subsequently, we264

sequence-wisely insert a learnable token embed-265

ding hpre ∈ RNpre×d at the beginning of h to fa-266

cilitate VILAMR to further capture visual context.267

In addition, the prefix token embedding somewhat268

improves the generalization of VILAMR. Finally,269

the integrated visual features are transformed into270

the language embedding space via a linear projec-271

tion layer. With the proposed GateMLP, VILAMR272

can improve visual representations for correlated273

vision-language alignment.274

Large Language Model. CoT reasoning, as one of275

the typical emergent capabilities of LLMs, is more276

prominent in relatively large-scale LLMs. There-277

fore, this work primarily employs the open-source278

Vicuna-13B (Chiang et al., 2023) as the LLM de- 279

coder, which takes the concatenated embeddings 280

of visual and language tokens as input to gener- 281

ate instruction-following CoT responses. In subse- 282

quent work, larger LLMs will be incorporated as 283

the LLM decoders for VILAMR. 284

4.2 Model Training 285

We train VILAMR with a two-stage strategy. 286

Stage I: Vision-Language Alignment Pretrain- 287

ing. The first stage aims to assist ViLaMR in form- 288

ing conceptual links between visual and linguistic 289

elements within the embedding space. In this stage, 290

we follow the training setups of LLaVA-1.5 (Liu 291

et al., 2023a), tuning only the weights of GateMLP 292

while keeping the weights of the hybrid visual en- 293

coder and LLM fixed. In contrast, to facilitate a 294

comprehensive understanding of details depicted in 295

the images and consider the connector capacity, we 296

instead utilize a subset of ShareGPT4V (Chen et al., 297

2023b) as the pretraining dataset, which contains 298

676K high-quality image-text pairs with informa- 299

tive and diverse captions. 300

Stage II: Progressive Multimodal CoT Tuning. 301

In the second stage, we jointly train the connector 302

and LLM on MCoT-Instruct to bolster the capabil- 303

5



Methods SFT Connector CoT M3U MMS RQA PCA MMBd MMBt

I Close-source LMMs
Gemini Pro (Team et al., 2023) 47.9 38.6 60.4 51.7 75.2 73.6
Qwen-VL-Max (Bai et al., 2023b) 51.4 49.5 61.3 49.0 78.1 77.6
GPT-4V (Achiam et al., 2023) 56.8 56.0 68.0 68.0 81.4 81.0

I Open-source MLLMs (w/ 13B LLM)
VisCoT (Shao et al., 2024) 2M MLP 3 - - - - - 67.5
LLaVA-1.5 (Liu et al., 2023b) 665K MLP 7 36.4 34.3 55.3 35.0 69.2 69.2
ShareGPT4V (Chen et al., 2023b) 665K MLP 7 36.6 38.3 57.0 - 69.6 69.8
LLaVA-NeXT (Liu et al., 2024b) 760K MLP 7 36.2 40.4 57.6 - 70.7 70.0
LLaVA-CCoT (Mitra et al., 2023) 665K MLP 3 - - - - - 70.7
Sphinx-V2 (Lin et al., 2023) >1M HybridMLP 7 - - - - 69.1 71.0
Honeybee (Cha et al., 2023) >1M Abstractor 7 37.3 - - - 74.3 74.3
VILAMR w/o RPE 266K GateMLP 3 42.9 41.4 59.3 51.7 74.7 74.9
VILAMR 266K GateMLP 3 43.6 43.7 62.0 53.7 75.9 75.6

Table 2: Comparison with accessible MLLMs involving complex multimodal understanding and reasoning on
MMMU val (M3U), MMStar (MMS), RealWorldQA (RQA), PCA-Bench (PCA), MMBench dev (MMBd) and test
(MMBt). : mixing of task-oriented public datasets and instruction data, : only instruction data.

ity of VILAMR to follow instructions and perform304

CoT reasoning. Given that the vision-indispensable305

reasoning invariably relies on the comprehensive306

understanding of multimodal inputs, we propose a307

reasoning progressive-enhancement tuning scheme,308

which round-wisely increases the proportion of309

reasoning instances from MViR during the super-310

vised fine-tuning process. Formally, in the i-th311

(0 < i ≤ Ni) training round, the composition312

of visual-intensive understanding instances {Ui}313

from MViU and visual-indispensable reasoning in-314

stances {Ri} from MViR are determined by a sam-315

pling ratio βi. Thus, the total instances Ti in the316

i-th training round can be expressed as317

Ti =
[
{Ui,m}(1−βi)Nm=1 ; {Ri,n}βiNn=1

]
, (3)318

where N represents the total number of instances319

in each training round. This progressive tuning320

scheme encourages VILAMR to adopt the problem321

solving paradigm of “understanding before rea-322

soning”, thereby enhancing its ability to perform323

complex multimodal reasoning tasks.324

5 Experiment325

5.1 Experimental Setups326

Implementation Details. VILAMR is first pre-327

trained on the filtered ShareGPT4V-676K subset328

for a single epoch, using a learning rate of 2e-3329

and a batch size of 128. Subsequently, we fine-tune330

VILAMR on our newly introduced MCoT-Instruct-331

266K dataset overNi = 3 rounds, with a batch size332

of 64 and a learning rate of 5e-5. The sequence333

length Npre of hpre is set to 24. During the second334

Methods MLLM GDR VCR QAGeo SQAI

GIVL 7 72.0 - - -
GPT4RoI 3 - 78.6 - -
G-LLaVA 3 - - 67.0 -
T-SciQ 7 - - - 94.7

VILAMR w/o PRE 3 84.9 82.3 67.9 84.1
VILAMR 3 85.8 83.9 69.7 84.7

Table 3: Results on in-domain datasets. GIVL (Yin
et al., 2023), GPT4RoI (Zhang et al., 2023b), G-
LLaVA (Gao et al., 2023a), and T-SciQ (Wang et al.,
2024) are the state-of-the-art methods on GD-VCR
(GDR), VCR, GeoQA (QAGeo), and SQAI, respectively.

training stage, the total number of instances N in 335

each round is set to 238K, and the sampling ratio 336

β is set to 0.4, 0.6, and 0.8 for the three rounds, 337

respectively. We adopt AdamW as the optimizer 338

and cosine annealing scheduler as the learning rate 339

scheduler. Both the first and second training stages 340

are implemented on 8 NVIDIA L20 48G GPUs, 341

taking approximately 21h and 22h respectively. 342

Evaluation Benchmarks and Datasets. We evalu- 343

ate VILAMR on six public multimodal benchmarks 344

and four in-domain datasets. These multimodal 345

benchmarks include MMMU val (Yue et al., 2023), 346

MMStar (Chen et al., 2024b), RealWorldQA (X.AI, 347

2024), PCA-Bench (Chen et al., 2024a), MMBench 348

dev and test (Liu et al., 2023d). The in-domain 349

datasets comprise GD-VCR (Yin et al., 2021), 350

VCR val (Zellers et al., 2019), GeoQA test (Chen 351

et al., 2021), and SQA-IMG test (Lu et al., 2022). 352

As some training samples from these in-domain 353

datasets are used to construct MCoT-Instruct, we 354

thus evaluate the in-domain performance of VIL- 355

AMR on their reserved splits. Each benchmark or 356
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Figure 4: VILAMR performance on vision-intensive
understanding (MViU) and vision-indispensable reason-
ing (MViR) instances.

Methods M3U MMS RQA PCA MMBd GDR Avg.

GateMLP 43.6 43.7 62.0 53.7 75.9 85.8 60.8
w/o hpre 44.2 42.5 61.3 52.4 74.6 84.3 59.9
w/o GA 42.3 41.7 57.6 53.2 75.1 84.2 59.0

Table 4: Ablation study on GateMLP, which improves
feature integration via gate attention mechanism (GA)
and prefix token embeddings (hpre).

dataset, especially MMStar and GeoQA, assesses357

the complex reasoning capabilities of MLLMs to358

some extent. These benchmarks and datasets en-359

gage the task mode of multi-choice question an-360

swering and utilize top-1 accuracy as the evalua-361

tion metric. During inference, VILAMR employs362

greedy decoding to generate free-format CoT re-363

sponses, from which we parse the option letter of364

the final outcome for performance evaluation.365

5.2 Quantitative Evaluation366

Evaluation on Multimodal Benchmark. We first367

compare VILAMR with existing state-of-the-art368

MLLMs using LLMs of the same size in Table 2.369

Unlike the MLLMs in the table, VILAMR only370

utilizes MCoT-Instruct for instruction tuning, with-371

out mixing additional task-oriented datasets. Over-372

all, VILAMR consistently outperforms open-source373

MLLMs on all benchmarks, and delivers compa-374

rable performance to proprietary LMMs such as375

Gemini Pro and Qwen-VL-Max on RQA, PCA, and376

MMB, demonstrating the effectiveness of VILAMR377

for multimodal understanding and reasoning. Fur-378

thermore, we additionally compare “VILAMR w/o379

RPE”, which fine-tunes VILAMR using a vanilla380

instruction tuning method rather than the proposed381

reasoning progressive-enhancement tuning scheme,382

Ψ= M3U MMS RQA PCA MMBd GDR Avg.

Ψ1 42.0 41.5 62.9 52.8 76.0 85.2 60.1
Ψ2 43.6 43.7 62.0 53.7 75.9 85.8 60.8
Ψ3 43.7 44.2 61.3 53.4 75.6 85.4 60.6

Table 5: Impact of sampling ratio Ψ=[β1, β2, β3] on
the reasoning progressive-enhancement tuning scheme,
where Ψ1=[0.3, 0.5, 0.7], Ψ2=[0.4, 0.6, 0.8], and
Ψ3=[0.5, 0.7, 0.9].

meticulously designed to improve the reasoning ca- 383

pability of MLLMs. From Table 2, we can observe 384

that “VILAMR w/o RPE” continues to outperform 385

all open-source MLLMs on all benchmarks, further 386

validating the effectiveness of VILAMR. 387

Evaluation on In-Domain Dataset. Subsequently, 388

we evaluate VILAMR on in-domain datasets. Con- 389

sidering that the output format of VILAMR is CoT 390

response, we employ the task mode of Q→AR for 391

GD-VCR and VCR. Results in Table 3 indicate 392

that VILAMR significantly outperforms existing 393

state-of-the-art methods on GD-VCR, VCR, and 394

GeoQA, except for SQA-IMG. The performance 395

gap with T-SciQ (Wang et al., 2024) (i.e., state-of- 396

the-art on SQA-IMG) can be primarily attributed 397

to their data augmentation strategy, which addition- 398

ally generates a substantial volume of data analo- 399

gous to SQA-IMG for training a relatively small- 400

scale vision-language model. 401

Evaluation on Different Types of Instances. Fi- 402

nally, we conduct a detailed evaluation of VILAMR 403

on different instance types. Toward this end, we ini- 404

tially utilize the same approach as described in S3 405

of Appendix A to categorize these instances from 406

the above benchmarks and datasets. The perfor- 407

mance of VILAMR on MViU and MViR are simply 408

illustrated in Figure 4, from which we can observe 409

that the performance gap between MViR and MViU 410

is not significant. In particular, the performance 411

gap on the PCAB, MMBd and MMBt benchmarks 412

is less than 0.3. These findings indirectly suggest 413

the proficiency of VILAMR in performing vision- 414

indispensable reasoning tasks. 415

5.3 Ablation Study 416

We conduct ablation experiments on M3U, MMS, 417

RQA, PCA, MMBd, and GDR, using their aver- 418

age accuracy as the main criterion to analyze the 419

effectiveness of VILAMR and MCoT-Instruct. 420

GateMLP. To efficiently integrate different visual 421

features extracted by the hybrid visual encoder 422

without significantly altering the current length of 423

visual tokens, we propose a vision-language con- 424
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ID (i) VR-OAR (ii) VCR (iii) SciQS M3U MMS RQA PCA MMBd GDR Avg.

#1 3 39.8 37.3 54.5 47.9 73.5 66.7 53.3

#2 3 3 42.7 37.1 58.8 47.3 74.5 84.4 57.4
#3 3 3 41.2 39.3 55.4 47.9 75.0 66.7 54.3
#4 3 3 43.1 39.7 58.4 48.6 71.0 81.6 57.1

#5 3 3 3 42.9 41.4 59.3 51.7 74.7 84.9 59.2

Table 6: Impact of source data on MCoT-Instruct. Exp.#5 is equivalent to VILAMR w/o PRE.

nector to combine features in parallel. In terms of425

architecture, GateMLP first employs a gate atten-426

tion mechanism for element-wise feature integra-427

tion, allowing for more precise adjustments to the428

specific values and distribution patterns of each vi-429

sual feature. Then, GateMLP uses prefix token em-430

beddings hpre to aid in capturing additional global431

features. Consequently, as shown in Table 4, we ab-432

late the two critical components within GateMLP433

to analyze their effect. The average performance434

degradation observed without hpre (↓ 0.9) or gate435

attention (↓ 1.8) demonstrates the effectiveness of436

our connector design.437

Reasoning Progressive-Enhancement Tuning438

Scheme. This scheme works to further improve439

the reasoning capability of VILAMR. As demon-440

strated in Table 2 and Table 3, compared with the441

vanilla tuning approach (i.e., VILAMR w/o RPE),442

fine-tuning VILAMR with this progressive scheme443

delivers considerable performance improvements,444

demonstrating its effectiveness. As for the scheme445

itself, its performance markedly depends on the446

sampling ratio Ψ=[β1, β2, β3], which determines447

the proportion of reasoning instances in each train-448

ing round. Thus, we analyze the impact of Ψ on the449

VILAMR performance by considering the follow-450

ing three sets of values: Ψ ∈ {[0.3, 0.5, 0.7], [0.4,451

0.6, 0.8], [0.5, 0.7, 0.9]}. Results in Table 5 demon-452

strate that progressively increasing the number of453

reasoning instances while consistently maintaining454

a certain proportion of understanding instances is455

key to the effectiveness of this scheme.456

Contribution of Source Data to MCoT-Instruct.457

The source datasets for our MCoT-Instruct can be458

categorized into three groups: (i) VR-OAR, which459

focuses on fine-grained visual reasoning related to460

the attributes and relations among objects in natu-461

ral images, including datasets such as A-OKVQA462

and GPT-VQA; (ii) VCR, which emphasizes spatial463

commonsense reasoning conditioned on a thorough464

understanding of the visual content within video465

frames; and (iii) SciQS, comprising GeoQA, SQA466

and TabMWP, which involves solving science prob-467

lems (e.g., in mathematics, geometry, and physics) 468

using given image content alongside grade-level 469

knowledge and commonsense. We consider VR- 470

OAR as the foundational reference and analyze the 471

impact of incorporating additional types of reason- 472

ing data. Notably, to intuitively assess the influ- 473

ence of different data types on MCoT-Instruct, we 474

employ the vanilla instruction tuning method to 475

fine-tune our model in this ablated experiment. 476

Results are presented in Table 6. From the table, 477

we observe that combining all types of source data 478

(Exp.#5) achieves the highest overall average score 479

(59.2) across all benchmarks, demonstrating the in- 480

dispensability of these three types of reasoning data 481

to MCoT-Instruct. Moreover, the comparative anal- 482

ysis, i.e., Exp.#1 vs. Exp.#3 vs. Exp.#5, indicates 483

that while the inclusion of SciQS offers advantages 484

within its specific domain and contributes to slight 485

overall improvements, its impact on outcomes in 486

non-science oriented tasks is minimal. 487

6 Conclusion and Future Work 488

In this work, we first introduced a multimodal CoT 489

instruction dataset comprising 266K high-quality 490

CoT responses. Building upon this foundation, we 491

developed VILAMR, equipped with a specialized 492

connector to selectively integrate different visual 493

features into LLM-friendly token embeddings. Fur- 494

thermore, we proposed a reasoning progressive- 495

enhancement tuning scheme to further improve 496

the reasoning ability of VILAMR. Comprehensive 497

experiments across multimodal benchmarks and 498

datasets validated the effectiveness of VILAMR. 499

In future research, we plan to enrich our MCoT- 500

Instruct with additional reasoning types, scale up 501

VILAMR to larger sizes, and mitigate the factual 502

hallucinations in VILAMR via introducing external 503

knowledge. These forthcoming expansions aim to 504

further improve the capability of VILAMR in com- 505

plex multimodal reasoning and problem solving, 506

with the aspiration of establishing MCoT-Instruct 507

as a foundational resource to advance the open- 508

source community. 509
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What's the horizontal 
distance between the 
pickup truck and the 
nearest curb to it?
A. 5.5 meters
B. 9.5 meters
C. 13.5 meters

VILAMR-13B By observing the image, it can be seen that the pickup truck 
is in a lane and there appear to be about one to two lanes from the truck to 
the nearest curb. To determine the horizontal distance between the pickup 
truck and the nearest curb, we can use the concept of perpendicular lines. 
The pickup truck is positioned at the intersection of two perpendicular lines, 
with one line being the road and the other line being the curb. By applying 
the Pythagorean theorem, we can calculate the length of the horizontal 
distance, which is 9.5 meters. Therefore, the correct answer is option B.

USER

Which of the following 
domains has the most 
number of BPE Tokens?
A. Legal
B. Code
C. Conversational
D. Science

USER

To determine which domain has the most number of BPE 
Tokens, we need to analyze the information provided in the table. First, let's 
consider the domain Code. According to the table, the number of BPE Tokens 
for Code is 58.9. Next, let's consider the domain Conversational. The number 
of BPE Tokens for Conversational is 2.03. Now, let's consider the domain Legal. 
The number of BPE Tokens for Legal is 27.1. Lastly, let's consider the domain 
Science. The number of BPE Tokens for Science is 1.2. After analyzing the data, 
we can conclude that the domain with the most number of BPE Tokens is B. 

(a) (b)

VILAMR-13B

Figure 5: Failure cases caused by a lack of (a) world commonsense and (b) strong OCR capabilities.

Limitation510

Despite the improved reasoning performance after511

training VILAMR on the introduced MCoT-Instruct512

dataset, certain limitations remain to be addressed513

in future work. Through an in-depth analysis of514

failure cases, we identify that VILAMR still strug-515

gles to address two types of reasoning problems:516

(i) Reasoning requiring world knowledge or com-517

monsense. As illustrated in Figure 5 (a), VILAMR518

accurately locates the positions of the pickup truck519

and the nearest curb, but it fails in reasoning due520

to a lack of world commonsense (i.e., typical lane521

widths on urban roads or highways range from522

about 3.5 to 4.5 meters). (ii) Reasoning condi-523

tioned on text-rich image content. As shown in524

Figure 5 (b), VILAMR faces challenges in deter-525

mining which domain has the most number of BPE526

tokens since it incorrectly recognizes the number527

of BPE tokens for Conversational and Science do-528

mains from the textual table. Therefore, it would529

be intriguing to mitigate factual hallucination or530

improve the reasoning capability of MLLMs in531

text-rich multimodal scenarios.532

Ethical Considerations533

This work introduced a multimodal CoT instruction534

dataset, MCoT-Instruct, and developed VILAMR535

based on this dataset. All source datasets of MCoT-536

Instruct and the foundational model of VILAMR537

are open-source and publicly available, without any538

permission issues or ethical implications. In addi-539

tion, we will make our dataset and code publicly540

accessible to facilitate ease of use for researchers541

and practitioners, thereby promoting transparency542

and reproducibility in our research.543
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A MCoT-Instruct 862

A.1 MCoT-Instruct Construction 863

MCoT-Instruct is constructed using existing VQA 864

datasets that provide explanations or rationales for 865

correct answers. We engage GPT to refine and 866

standardize raw explanations from these datasets 867

to generate high-quality CoT responses. The gen- 868

eration process unfolds in three steps: 869

S1 CoT Rewriting. CoT is crucial for MLLMs to 870

perform complex reasoning and problem solv- 871

ing, as it not only determines the rationality and 872

controllability of intermediate reasoning pro- 873

cesses but also directly affects the accuracy of 874

reasoning outcomes. To improve the diversity 875

and logical consistency of CoTs, as illustrated 876

in Figure 6, we design a specialized prompt 877

to instruct text-only GPT-4 to refine and stan- 878

dardize raw CoTs. These rewritten CoTs will 879

remain faithful and consistent with the given 880

context but become more detailed, logically 881

coherent, and standardized. 882

S2 Quality Verification and Data Filtering. To 883

further guarantee the quality of rewritten CoTs, 884

we employ GPT to evaluate free-text CoTs 885

across three dimensions: faithfulness, rele- 886

vance, and completeness. Inspired by the suc- 887

cess of LLMs in automatic evaluation (Chiang 888

and Lee, 2023; Liu et al., 2023c), we design a 889

base prompt as shown in Figure 7 to instruct 890

text-only GPT-4 to assign a score (0 - 1) to each 891

rewritten CoT in terms of these three aspects 892

and then average the three scores as an overall 893

score. After that, we filter out these instances 894

with an overall score below 0.6. 895

S3 Instance Grouping. Following the taxonomy 896

of perception and reasoning capabilities pre- 897

sented in recent works (Zhao et al., 2023b; Liu 898

et al., 2023d), we first direct GPT-3.5 to iden- 899

tify the task type for each selected instance. 900

These instances are subsequently categorized 901
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Data Type Formatting prompt of CoT response

(i) VR-OAR Provide the rationales that arrive at the correct answer to the question and finally give the option’s
letter for the correct answer in the format ‘ANSWER: X’.

(ii) VCR Perform detailed reasoning based on the context and finally give the option’s letter for the correct
answer in the format ‘ANSWER: X’.

(iii) SciQA Provide the intermediate reasoning steps that lead to the correct answer to the question and finally
give the option’s letter for the correct answer in the format ‘ANSWER: X’.

Table 7: CoT response formatting prompt for different types of source data.

into two groups: vision-intensive understand-902

ing (MViU) and vision-indispensable reason-903

ing (MViR). Specifically, MViU involves a thor-904

ough understanding of the input visual content,905

whereas MViR emphasizes that reasoning must906

be conditioned on an in-depth understanding907

of the given visual content, such as the social908

relation between objects.909

A.2 MCoT-Instruct Details910

With the above three steps, we ultimately con-911

structed the MCoT-Instruct with 190K MViR in-912

stances and 76K MViU instances. Figure 8a and913

Figure 8b respectively present the source data statis-914

tics of MCoT-Instruct and the detailed composition915

of the source data for MViR and MViU. Addi-916

tionally, in order to format the CoT response of917

MLLMs and improve the diversity of task instruc-918

tions, as depicted in Table 7, we design different919

task prompts tailored to different source data types920

within MCoT-Instruct.921

B Demonstration922

Figures 9 to 11 illustrate the CoT responses of923

VILAMR for fine-grained visual understanding and924

reasoning ((i) VR-OAR), spatial commonsense un-925

derstanding and reasoning ((ii) VCR), and science926

problem solving ((iii) SciQA), respectively. In addi-927

tion to final outcomes, VILAMR provides detailed928

intermediate reasoning steps or rationales that lead929

to the final outcomes, which markedly improves its930

reliability and interpretability.931
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System message
You are an AI assistant that can do text rewritten.

Prompt
I want you to act as a Chain-of-Thought (CoT) Rewriter. Given a question with several options and its CoT response (i.e.,
the intermediate reasoning steps or rationales that lead to the correct answer to the question), your objective is to rewrite
the given CoT into a more standardized version.

The rewritten CoT must follow the following rules:
1) Keep the logic of reasoning-then-answering to ensure that the reasoning can be performed step by step.

2) Be faithful enough to ensure that the reasoning can accurately lead to the correct answer.

3) Be clear and concise, without factual errors or repeated content, and no key intermediate reasoning steps are omitted.

4) Do not mention or refer to the given CoT in your responses directly.

You can rewrite the given CoT using the following methods:
1. Improve existing reasoning steps or rationales to make the CoT more coherent and smooth.

2. Add more intermediate reasoning steps or rationales to make the CoT more specific and detailed.

Please make sure you have read and understood these instructions carefully.

Following are two exemplars:
Exemplar 1:

### Given question & options:
Is person1 [0.308, 0.1621, 0.7121, 0.9822] the penguin trainer?
A. Yes, person1 is telling all the birds what to do
B. No, person2 [0.8418, 0.1003, 0.9995, 0.9932] doesn’t own the penguins
C. No, person1 is a baseball coach
D. No person1 is not at a zoo
### Given CoT:
bird4 [0.1462, 0.6635, 0.2965, 0.9813] and bird5 [0.2836, 0.6617, 0.3801, 0.9779], and bird6 [0.1194, 0.679, 0.2172,
0.9939] all are paying attention to person1 [0.308, 0.1621, 0.7121, 0.9822].
### Rewritten CoT:
Upon observing the image, it can be seen that person1 [0.308, 0.1621, 0.7121, 0.9822] is receiving attention from
bird4 [0.1462, 0.6635, 0.2965, 0.9813], bird5 [0.2836, 0.6617, 0.3801, 0.9779], and bird6 [0.1194, 0.679, 0.2172,
0.9939]. This suggests that person1 has some level of authority or control over the birds. Therefore, analyzing the
given options, we can conclude that person1 is likely the penguin trainer who is giving instructions to the birds.
Hence, the correct answer to the question is option A.

Exemplar 2:

### Given question & options:
Which person is in charge?
A. person3 [0.1231, 0.1601, 0.4296, 0.9848] is the leader
B. person2 [0.5440, 0.1151, 0.7528, 0.9990] is in charge
C. person3 [0.1231, 0.1601, 0.4296, 0.9848] seems to be the one in charge
D. person3 [0.1231, 0.1601, 0.4296, 0.9848] has the higher rank
### Given CoT:
person3 [0.1231, 0.1601, 0.4296, 0.9848] is walking ahead of the other two and speaking while person1 [0.3602,
0.0979, 0.5477, 0.9689] looks to be more of a worker.
### Rewritten CoT:
The person who is in charge can be determined by observing their behavior and position. In this case, person3
[0.1231, 0.1601, 0.4296, 0.9848] is walking ahead of the other two individuals and is also the one who is speaking,
indicating that they have a leadership role. On the other hand, person1 [0.3602, 0.0979, 0.5477, 0.9689] appears to be
more of a worker. Based on these observations, it can be concluded that person3 seems to be the one in charge.
Hence, the correct answer is B.

Here is the example to be rewritten:
### Given Question & Options:
{}
### Given CoT:
{}
### Rewritten CoT:

Now you can start to rewrite the given CoT.

Figure 6: Prompt template of CoT rewriting for the VCR dataset. For other source datasets, please replace the
given two exemplars with data-specific examples.
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System message
You are a helpful AI assistant that can evaluate the quality of free-text chain-of-thought (CoT) responses generated by a
multimodal large language models (MLLM).

Prompt
You will be provided with the input context to the MLLM (i.e., an image description, a question, and several options for
the question), along with the corresponding CoT response generated by the MLLM. Your task is to evaluate the free-text
CoT responses and give a final overall score (0 - 1) based on the following three perspectives:
r Faithfulness (0 - 1): it refers to how accurately the CoT response reflect the actual reasoning process of the MLLM. A

faithful CoT response is one that genuinely represents the factors and logic the MLLM used to arrive at its answer. For
example, if the MLLM generates an answer based on certain key points in the given context, a faithful CoT response
would accurately describe how it picked those points and how they led to the answer. The focus of faithfulness is on
the transparency and truthfulness of the explanation.

r Relevance (0 - 1): it measures how the CoT response aligns with and supports the answer generated by the MLLM. A
consistent CoT response should logically justify the answer, demonstrating a clear and direct connection between the
CoT response and the inferred answer. That is, a consistent CoT response should not only be aligned with the answer
but also provide sufficient and convincing reasons for why the answer is valid.

r Completeness (0 - 1): it evaluates whether the CoT response provided by the MLLM encompasses all essential
information and reasoning necessary to understand the MLLM’s answer reasoning process. A complete CoT response
should cover all critical aspects and steps of the MLLM’s reasoning without omitting key details.

Evaluation Steps:
1. Understand and analyze the provided image description, question, and options.

2. Read the MLLM’s response and systematically assess the CoT response from the three perspectives of Faithfulness,
Relevance, and Completeness.

3. Assign a final overall score (0 - 1) by averaging Faithfulness, Relevance, and Completeness.

Please make sure you read and understand these instructions carefully.

The sample to be scored:
### Image Description:
{}
### Question & Options:
{}
### CoT Response:
{}

Evaluation Form:
Answer by starting with “Scoring:” and then give the explanation of the score by “Explanation:”
- Overall:

Figure 7: Prompt template for GPT-4 assisted CoT response evaluation.

(i) VR-OAR
(44.3K)

(ii) VCR
(107.9K)

(iii) SciQA
(114.0K)

A-OKVQA
(18.2K)

GPT-VQA
(26.1K)

VCR
(107.9K)

GeoQA
(100.0K)

SQAI(8.3K)

TabMC(5.7K)
MCoT-Instruct

(266.2K)

(a) Statistics on different types of source data

MViR
(190.5K)

MViU
(75.7K)

(i) VR-OAR
(16.4K)

(ii) VCR
(85.5K)

(iii) SciQA
(88.6K)

(i) VR-OAR
(27.9K)

(ii) VCR
(22.4K)

(iii) SciQA
(25.4K)

MCoT-Instruct
(266.2K)

(b) Statistics on MViR and MViU

Figure 8: MCoT-Instruct statistics.
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USER

Tags: object localization, MViU

By observing the image, it can be seen that 
the bicyclist is facing away from the viewer. The bicyclist is 
located towards the right side of the image and is positioned 
in such a way that their back is facing the viewer. Therefore, 
the correct answer to the question is B.

USER

Is the bicyclist in 
this image facing?
A. Toward us
B. Away from us

Can we make a 
U-turn?
A. Yes
B. No

To determine if we can make a U-turn, we 
need to consider the current situation. In this case, we are 
at an intersection, and there is a sign indicating that U-
turns are not allowed. Therefore, the answer to the question 
is option B, No.

Tags: action prediction, MViR

USER

Tags: spatial relationship, MViU

Upon observing the image, the dog is 
positioned to the left of the stuffed animal. The dog is a real 
animal, not a stuffed animal, and it is not located to the 
right of the stuffed animal. Therefore, the answer to the 
question is option B.

USERWhere is the dog relative to the
stuffed animal?
A. The dog is to the right of the stuffed 

animal
B. The dog is to the left of the stuffed 

animal
C. The dog is a stuffed animal

Is it legal to start 
making a right 
turn now?
A. Yes
B. No

Tags: future prediction, MViR

To determine if it is legal to start making a 
right turn now, we need to consider the current traffic 
situation. In this case, the traffic light is displaying a red 
light, indicating that vehicles should stop and not proceed. 
Therefore, it is not legal to start making a right turn now. 

USER

Tags: attribute recognition, MViU

Upon observing the image, it can be seen 
that the first book on the left is facing the wrong way 
compared to the other books. The other books are all facing 
the same direction, which is not the case with the first book 
on the left. Therefore, the correct answer is option A.

USER
Which book is facing the wrong way?
A. The first book on the left is facing the 

wrong way
B. The red book is facing the wrong way
C. All of the books pictured are facing 

the same direction

Which knife is larger?
A. Both knives are the same size
B. The knife on the left is larger
C. The knife on the right is larger

Tags: attribute comparison, MViU

By observing the image, it can be seen that 
the knife on the left occupies a larger area of the image 
compared to the knife on the right. Therefore, it can be 
inferred that the knife on the left is larger. Hence, the 
correct answer is option B.

VILAMR-13B VILAMR-13B

VILAMR-13B VILAMR-13B

VILAMR-13BVILAMR-13B

Figure 9: VILAMR response demonstration for fine-grained visual understanding and reasoning (i.e., (i)
VR-OAR) on RealWorldQA (X.AI, 2024).
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Where are person1 [0.0914, 0.0677, 0.3482, 0.8531] and 
person2 [0.4387, 0.0073, 0.9793, 0.9959]?
A. They are in person1 and person2's house
B. They're at a wedding
C. They are in class
D. They are at a bar

USER

Tags: image scene, West, MViU

By observing the image, it can be seen that person1 and person2 are currently in a location where 
there are other individuals present. Specifically, person3 [0.623, 0.0014, 0.749, 0.3766], person4 [0.7514, 0.0014, 0.8663, 
0.3766], person5 [0.8663, 0.0014, 0.9992, 0.3766], and person6 [0.9015, 0.0014, 0.9992, 0.3766] are also present in this 
location. Additionally, person1 and person2 are seated at a table where there are drinks, including wineglass7 [0.0002, 
0.7712, 0.0396, 0.9986], wineglass8 [0.0396, 0.7712, 0.089, 0.9986], and wineglass9 [0.089, 0.7712, 0.1384, 0.9986]. 
Based on this information, it can be inferred that person1 and person2 are at a bar. Therefore, the answer to the 
question is option D.

Why are person2 [0.6549, 0.047, 0.9989, 0.9984], 
person3 [0.0695, 0.0, 0.3425, 0.9829], and person4 [0.471, 
0.086, 0.6813, 0.9689] qualified for this party?
A. Because they are rich people in Indian society
B. They are part of an army
C. They are students in a private school
D. person2, person3, and person4 are here for a special 

event and that is her costume

By observing the image, we can identify that the reason why person2, person3, and person4 are 
qualified for this party is because they are rich people in Indian society. This can be inferred from the fact that they are 
dressed in expensive clothing and are drinking champagne. Additionally, person2 is wearing a gold ring, which 
further suggests their wealth. Therefore, the answer to the question is option A.

USER

Tags: social relation, South Asia, MViR

What is person2 [0.0155, 0.113, 0.8708, 0.994] going to do?
A. person2 is going to film his experiences while visiting the 

country
B. person2 will turn and say something to person2
C. person2 is seeking a job
D. Get the autograph of an important person

USER

Tags: image scene, East Asia, MViR

By observing the image, we can find that a crowded scene where people appear to be holding flyers or 
papers up, which often suggests an event like a job fair, a protest, or some form of public gathering where information 
is distributed. Additionally, a recruitment display board is visible on the left side of the image, confirming that  
person2 is likely participating in job-seeking activities. Therefore, the answer to the question is option C.

VILAMR-13B

VILAMR-13B

VILAMR-13B

Figure 10: VILAMR response demonstration for spatial commonsense understanding and reasoning (i.e., (ii)
VCR) on GD-VCR (Yin et al., 2021).
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USER

Tags: biology problem, MViU

The letter A in the diagram is pointing 
towards a specific part of the brain. This part is known as 
the corpus callosum. The corpus callosum is a large bundle 
of nerve fibers that connects the two hemispheres of the 
brain. It allows for communication between the two 
hemispheres. Therefore, the correct answer is A.

USERThe letter A points at 
what part of the brain?
A. The corpus callosum
B. The cerebral cortex
C. The spinal cord
D. The thalamus

Which is lobed leaf?
A. E
B. A
C. C
D. B

A lobed leaf is a type of leaf that has 
multiple sections or lobes. Among the leaf shapes in the 
image, Leaf A and Leaf E display such characteristics with 
distinct divisions along their margins that extend well 
towards the center. But, Leaf E shows more pronounced 
and deeper indentations, characteristic of a lobed structure. 
Therefore, the correct is option A.

Tags: biology problem, MViR

USER

Tags: numeric calculation, MViU

USER

Which month is the wettest 
on average in Christchurch?
A. August 
B. April
C. May
D. March

Upon observing the image, we can find 
a graph that displays the average amount of precipitation 
each month. Taller bars on the graph indicate higher 
average precipitation. By examining the data, we can 
conclude that the month with the highest average 
precipitation is May. Therefore, the correct answer is C.

Tags: attribute comparison, MViU

Move the ruler to measure the length of the pencil 
to the nearest inch. The pencil is about (_) inches long.

To determine the length of the pencil in 
inches, we can use the ruler as a measuring tool. By 
comparing the markings on the ruler with the length of the 
pencil, we can estimate its size. In this case, the pencil is 
approximately 3 inches long. Therefore, the answer to the 
question is option D. 

A. 0.5
B. 1
C. 2
D. 3

USER

Tags: physics problem, MViR

USER
What is the size of the 
shaded area under the curve?
A. 7.07
B. 6.97
C. 7.14
D. 9.00

The size of the shaded area under the 
curve can be determined using the formula for the area of 
a sector. The area of the sector is equal to (1/2) ×	𝜋 × 32, 
which simplifies to 9/2×𝜋. Since the shaded area is equal 
to half of the sector area, the shaded area is equal to 1/2
×9/2×𝜋 , resulting in 9/4×𝜋. Therefore, the size of the 
shaded area is A, 7.07. 

Tags: geometry problem, MViR

The net charge on the rod is Q1=+3.40×10-
12C; that on the shell is Q2=-2.00Q1. What 
is the magnitude E of the electric field at 
radial distance r=2.00R2?

Figure 23-42 is a section of a conducting rod of radius R1=1.30mm 
and length L=11.00m inside a thin-walled coaxial conducting cylindrical 

shell of  radius R2=10.0R1 and the (same) length L. 

A.  -0.21   B.  0.21 C.  21   D.  0

We can calculate the electric field using the 
formula E = Q/ϵ02𝜋rL, where the total charge Q=Q1+Q2=-
3.4×10-12C, the vacuum permittivity 𝜖o=8.854×10-12F/m, 
r=2.00R2=2.6×10-2m, and L=11.00m. Substituting the given 
values, we have E = =-3.4×10-12C /(8.854×10-12F/m×2𝜋×2.6 
×10-2m×11m). Simplifying this expression, we get 
E≈0.213V/m. Therefore, the answer is option B.

VILAMR-13B VILAMR-13B

VILAMR-13BVILAMR-13B

VILAMR-13B VILAMR-13B

Figure 11: VILAMR response demonstration for science problem solving (i.e., (iii) SciQA) on MMStar (Chen
et al., 2024b).
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