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Abstract

Within the context of reading comprehension,001
the task of Distractor Generation (DG) aims to002
generate several incorrect options to confuse003
readers. Traditional supervised methods for004
DG rely heavily on expensive human-annotated005
distractor labels. In this paper, we propose an006
unsupervised DG framework, leveraging Large007
Language Models (LLMs) as cost-effective008
annotators to enhance the DG capability of009
smaller student models. Specially, to perform010
knowledge distilling, we propose a dual task011
training strategy that integrates pseudo distrac-012
tors from LLMs and the original answer in-013
formation as the objective targets with a two-014
stage training process. Moreover, we devise015
a counterfactual contrastive decoding mecha-016
nism for increasing the distracting capability of017
the DG model. Experiments show that our un-018
supervised generation method with Bart-base019
greatly surpasses GPT-3.5-turbo performance020
with only 200× fewer model parameters. Our021
proposed unsupervised DG method offers a022
cost-effective framework for practical reading023
comprehension applications, without the need024
of laborious distractor annotation and costly025
large-size models.026

1 Introduction027

Reading comprehension assessment holds signifi-028

cant importance in the educational field. Typically,029

a reading comprehension sample consists of four030

components: passage, question, answer and mul-031

tiple distractors. In recent years, while the cloze-032

style Distractor Generation (DG) task has received033

wide interest (Ren and Zhu, 2021; Chiang et al.,034

2022; Wang et al., 2023), the DG task with com-035

plete long sentences is less addressed, primarily036

due to a scarcity of available supervised data.037

Limited by the expensive annotation cost, there038

are just a few reading comprehension datasets for039

DG from examination scene (Lai et al., 2017; Sun040

et al., 2019). Methods on these single-sourcing041

Figure 1: Performance of different unsupervised meth-
ods generating 3 distractors on two datasets. We also
display results with the supervised Bart-base model for
comparison.

datasets (Gao et al., 2019; Zhou et al., 2020) all 042

face challenges of insufficient generalization in 043

real-world applications. On the other hand, un- 044

supervised generation methods remain inaccessible 045

considering the difficulty brought by the reading 046

comprehension context. 047

Recently, LLMs like GPT (OpenAI, 2023) and 048

LLaMa (Touvron et al., 2023) have demonstrated 049

powerful ability as automatic annotators to label 050

training data (Arora et al., 2022; Gilardi et al., 051

2023). LLMs have been successfully applied in var- 052

ious fields of NLP, including multi-choice question- 053

answering task (Bitew et al., 2023; Nasution, 2023; 054

Doughty et al., 2024). However, compared to pre- 055

vious fine-tuned methods, mainstream LLMs often 056

fail to achieve a satisfactory performance on DG, 057

as illustrated in Figure 1. Additionally, deploying 058

LLMs in real world applications is challenging due 059

to their substantial computational resource require- 060

ments and the closed-source model parameters. 061

To meet the high need of DG for real applica- 062

tions, where there are no distractor labelling data 063

and only limited computational resource, we pro- 064

pose an unsupervised DG framework with a small 065

model. We adopt the distilling paradigm to en- 066

hance the smaller student model’s generation ca- 067
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pability with pseudo labels from LLMs (Smith068

et al., 2022; Arora et al., 2022), regarding LLMs as069

data annotators to assist the training of the smaller070

model (Wang et al., 2021). Recognizing the sub-071

optimal performance of LLMs on DG, we propose072

a dual task training strategy by integrating both073

pseudo distractors and golden answers as train-074

ing targets. Furthermore, we devise a two-stage075

training framework to reduce the negative impact076

caused by the conflict semantics presented in an-077

swers and distractors. Note that we do not use the078

reference distractors for the unsupervised setting.079

The utilization of answer information as train-080

ing target, although improves the model’s perfor-081

mance in generation quality, makes harm to the082

counterfactual capability of the generative model.083

To address this issue, we introduce contrastive de-084

coding (Li et al., 2023) into the inference process of085

DG. Specifically, we penalize factual text patterns086

favored by the answer generation module while087

encourage counterfactual results generated by the088

distractor generation agent. Additionally, we ap-089

ply plausibility constraint to restrict the effect of090

contrastive decoding for more stable generation091

results. Note that we do not leverage LLMs dur-092

ing inference to ensure an easy deployment in real093

applications.094

We conduct experiments on RACE (Lai et al.,095

2017) and Dream (Sun et al., 2019). As illustrated096

in Figure 1, our unsupervised method with Bart-097

base significantly outperforms zero-shot LLMs098

with 200× fewer model parameters. Experimen-099

tal results also show that our proposed counterfac-100

tual contrastive decoding method greatly improves101

the distracting capability of the generation model.102

Moreover, we leverage GPT-4 (OpenAI, 2023) to103

evaluate the generated distractors, demonstrating104

that our method obtains a better performance than105

GPT-3.5-turbo both in generation quality and dis-106

tracting level.107

To sum up, our contributions are as follows:108

• We propose an unsupervised DG framework109

with dual task training, integrating the origi-110

nal answer information and pseudo distractors111

generated by LLMs.112

• We devise a new counterfactual contrastive de-113

coding method to improve the distracting level114

of generated outputs. The proposed optimiza-115

tion can be transferred to other counterfactual116

generation tasks.117

• Our method greatly outperforms teacher 118

LLMs across various evaluation metrics. Our 119

method provides a valuable approach for con- 120

structing reading comprehension data in di- 121

verse real-world applications, eliminating the 122

need for costly human-annotated data and 123

large-size models. 124

2 Related Work 125

2.1 Distractor Generation 126

Previous researches on distractor generation in 127

reading comprehension mostly concentrate on de- 128

signing attention framework based on end-to-end 129

models (Gao et al., 2019). Co-attention (Zhou et al., 130

2020) and reforming modules (Qiu et al., 2020) 131

among passage, question and answer are proposed 132

to extract key information about question-related 133

and counterfactual details. Besides, Mixture of Ex- 134

pert is utilized in some works to ensure the quality 135

and diversity of the generation results (Qiu et al., 136

2020; Qu et al., 2023). 137

Recently, DG studies with LLMs mostly focus 138

on knowledge-based distractor generation in edu- 139

cation field. Bitew et al. (2023) explores question- 140

similarity based example selection method to en- 141

hance LLMs’ DG performance in in-context learn- 142

ing. Doughty et al. (2024) designs complex prompt 143

to generate multi-choice question answering data 144

for Python programming learning. Nasution (2023) 145

asks ChatGPT to construct multi-choice data with 146

the input of biology subject for biology learning. 147

2.2 LLM Knowledge Distillation 148

LLMs have been widely applied to generate pseudo 149

labels to reduce the labeling cost in unsupervised 150

situation. Recent works have proved the effec- 151

tiveness of LLMs in annotating accuracy com- 152

pared to human-annotated results in various NLP 153

tasks (Gilardi et al., 2023; He et al., 2023). Re- 154

lated works have already been applied in question 155

answering (Saad-Falcon et al., 2023), information 156

retrieval (Bonifacio et al., 2022), text summariza- 157

tion (Wang et al., 2021) and common sense reason- 158

ing (Whitehouse et al., 2023) , covering both NLU 159

and NLG fields. 160

Similar unsupervised methods are still under- 161

explored in DG task, though previous works suffer 162

from the expensive labeling cost. Addressing this 163

gap is the main target of our paper. 164
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Figure 2: Overview of our proposed unsupervised distractor generation framework, which can be divided into two
parts: pseudo distractor generation and dual task training.

3 Method165

3.1 Task Definition166

The reading comprehension data generally consists167

of four components: passage, question, answer and168

multiple distractors. In this context, the DG model169

regards the triplet of passage(p), question(q) and170

answer(a) as input and generates results with a171

probability of pd:172

pd = p(di|p, q, a, d<i) (1)173

In this work, we propose an unsupervised frame-174

work for DG task, where the reference distractors in175

the training data are unseen but only the passage(p),176

question(q) and answer(a) are provided. In this177

way, we would liberate experts from the laborious178

work of distractor annotation.179

An overview of our unsupervised framework180

is displayed in Figure 2. We first apply LLM as181

a teacher model to generation pseudo distractors.182

Next, we train a smaller student model with both183

pseudo labels and answers as generating targets184

through a two-stage training process.185

3.2 Generating Distractors with LLMs186

Previous works on DG task (Gao et al., 2019; Zhou187

et al., 2020) mostly depend on human-annotated188

data. The common-used dataset like RACE (Lai189

et al., 2017) is sourced from the educational domain190

and annotated by professional teachers, exhibiting191

a high quality but expensive cost. The powerful192

generation capability of LLMs presents a chance193

for DG task in reading comprehension to overcome194

the problem of limited data.195

Instead of utilizing human-annotated distrac- 196

tors, we obtain pseudo distractors from a LLM 197

teacher with the input passage, question and an- 198

swer. To save space, we display the prompts in 199

Appendix A.1. 200

To guarantee the distracting level of the gener- 201

ated pseudo distractors, we filter out results that 202

exhibit high similarity to the answer by calculat- 203

ing the BLEU-4 score. All pseudo outputs with a 204

BLEU-4 score greater than 30 are dropped. 205

3.3 Dual Task Training with Student Models 206

The pseudo distractors from LLMs (denoted as d′) 207

can be directly distilled to a student model as super- 208

vised signals during training. However, employing 209

this straightforward augmentation method may not 210

lead to satisfactory results because of the subopti- 211

mal performance of LLM in DG task. 212

As a pair of dual tasks, the answer generation 213

task exhibits similarities with the DG task. Both 214

tasks require a comprehensive understanding on 215

the input passage and deep analysis on question- 216

related contexts. To this end, we introduce answer 217

generation into our unsupervised distractor training 218

process as an auxiliary task. 219

To take advantage of both pseudo distractor gen- 220

eration and answer generation, we devise a two- 221

stage training procedure for the smaller student 222

model. Firstly, the model treats [p, q, d′] as input 223

and generates a, addressing answer generation: 224

pa = p(ai|p, q, d′, a<i) (2) 225

Secondly, we just interchange answers and 226

pseudo distractors, applying [p, q, a] as input and 227
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d′ as output, serving as distractor generation:228

pd = p(d′i|p, q, a, d′<i) (3)229

In the experiment, we prepend task-specific to-230

kens to distinguish these two tasks. For distractor231

generation, we replace the decoder start token (of-232

ten eos token) with the special token [DIS] and233

[ANS] for answer generation.234

We denote the model training in answer gener-235

ation as Ma, and distractor generation as Md. In236

the two-stage training procedure, Md is initialized237

with the parameters of Ma. Both models apply the238

cross-entropy (CE) loss for training.239

3.4 Contrastive Decoding240

The introduction of answer generation in dual task241

training raises up a challenge on the distracting242

level of the generated result, as the model may gen-243

erate correct content. Inspired by the contrastive244

decoding method (Li et al., 2023), we propose a245

novel decoding strategy called counterfactual con-246

trastive decoding (CCD) to solve this issue.247

3.4.1 Counterfactual Contrastive Decoding248

Generally speaking, CCD rewards counterfactual249

text patterns favoured by the distractor generation250

model while penalizes factual text patterns gener-251

ated by the answer generation model. To obtain the252

output probabilities of both models, we propose a253

two-stage inference process:254

Stage 1 Perform the inference process with p,255

q, a as input on DG model Md to generate one256

distractor result, referring as dinter.257

Stage 2 Regard Md as the expert model and Ma258

as the amateur model, and apply contrastive decod-259

ing as Equation 4:260

CCD-scorei = log
pd(yi|p, q, a, y<i)

pa(yi|p, q, dinter, y<i)
(4)261

where y is the output sequence of Md.262

Please note that different from the training pro-263

cess, dinter replaces the pseudo distractor d′ in the264

input sequence of Ma, thereby avoiding the depen-265

dence on LLM during inference.266

Taking into account the high similarity between267

Md and Ma models, some common text patterns268

with high probability in both models will become269

hard to be generated while the generation probabil-270

ity of some implausible tokens will greatly improve.271

To address this issue, we optimize the counterfac- 272

tual contrastive decoding as: 273

CCD-score = log-softmax(logitd ∗ f(logitd, logita))

f(x, y) = exp(sgn(x) ∗ (σ(x− y

t
)− 0.5))

logita = Ma(p, q, dinter, y<i)

logitd = Md(p, q, a, y<i)
(5) 274

where σ is the Sigmoid function, sgn(∗) is the 275

Signum function. t is a hyper-parameter to con- 276

trol the scaling degree and avoid the saturation of 277

the sigmoid function. 278

As the final value of CCD-score mostly depends 279

on the absolute value of logitd, the implausible to- 280

kens with low generation probability are still hard 281

to be generated after the logit scaling. On the other 282

hand, the scaling factor is determined by the differ- 283

ence between logitd and logita. Notably, it will be 284

close to 1 when the logitd is approximately equal to 285

logita, maintaining the high probability of tokens 286

that both models exhibit high confidence on. 287

3.4.2 Plausibility Constraint 288

To improve the stability of the decoding results, we 289

introduce a plausibility constraint method to restrict 290

the effect of counterfactual contrastive decoding. 291

For distractor generation, we propose a rank-based 292

plausibility constraint: 293

CCD-score =

{
Equation 5 if xi ∈ Vadj

log-softmax(logitd) otherwise
(6) 294

Vadj = {yi ∈ V : rank(pd(yi|y<i)) > r} (7) 295

We rank the probability across the vocabulary. 296

For tokens with extremely high probability, we will 297

fix their logits and only adjust tokens ranked after 298

r-th, where r is a hyper-parameter. Compared to 299

the value-based plausibility constraint method pro- 300

posed in Li et al. (2023), our rank-based method 301

is more stable and controllable. 302

4 Experimental Setup 303

4.1 Student Model Training 304

We choose Bart-base as the student model , which 305

has only 139M parameters and can be easily de- 306

ployed in real applications. We train the student 307
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Dataset # q-a pair # passage # d(pseudo)

Train RACE 45120 20028 35452
Dream 6116 3862 4721

Test RACE 5787 2519 -
Dream 2041 1283 -

Table 1: The statistics of RACE and Dream dataset, q,
a refer to question and answer respectively. d(pseudo)
is the pseudo distractors generated by GPT-3.5-turbo.

model with 5-epoch answer generation and 10-308

epoch distractor generation in the two-stage train-309

ing process. In both stages we set the maximum310

learning rate, batch size and warmup ratio to 10−5,311

48 and 0.1. During inference, we adopt Jaccard312

Distance for generating 3 different results with the313

beam size as 20, and other detail settings can be314

referred to Zhou et al. (2020). r and t are set to 15315

and 2 in experiment.316

4.2 LLMs317

We conduct experiments on two mainstream series318

LLMs: LLaMa-2 and GPT-3.5. For LLaMa-2, we319

apply LLaMa-2-13B-chat implemented by Hug-320

gingFace. For GPT-3.5, we apply GPT-3.5-turbo321

with official API.322

LLM distractor generation for distilling We323

apply the prompt shown in Appendix A.1 to gen-324

erate one pseudo distractor for each input p, q and325

a. For the sake of reproductivity, we turn off the326

sampling and set the temperature to zero.327

LLM zero-shot inference To explore the per-328

formance of LLM, we apply LLMs to generate329

three distractors with the prompt displayed in Ap-330

pendix A.2. Due to the high cost of applying LLMs331

with a large beam size, we do not ask LLMs to re-332

turn 20 results for filtering like student model does.333

4.3 Datasets334

We conduct extensive experiments on RACE (Lai335

et al., 2017) and Dream (Sun et al., 2019), which336

are collected from the English exams of middle and337

high schools in China. The detailed statistics of the338

cleaned dataset are shown in Table 1.339

We drop the human-annotated distractors in340

training set and utilize these datasets as unsuper-341

vised data. LLMs are applied to generate one342

pseudo distractor for each question-answer pair343

in the training set for student model training. The344

generated results will be filtered with BLEU score345

as mentioned in Section 3.2.346

Dataset Faithful Score

Answer RACE 78.34
Dream 76.23

Distractor RACE 10.49
Dream 10.81

Table 2: Faithful Score evaluation on the test set of
RACE and Dream.

4.4 Automatic Evaluation Metrics 347

We apply BLEU1, Rouge2 and BertScore3 to eval- 348

uate the generation quality and Distinct (Li et al., 349

2016) to evaluate the generation diversity. 350

Faithful Score We propose a new automatic eval- 351

uation metric called Faithful Score to measure the 352

distracting level of the generated results. Based on 353

RACE and Dream, we follow Jiang et al. (2020) 354

and train an Alberta model on the machine read- 355

ing comprehension task. This model aims to judge 356

whether a given candidate is a correct answer to 357

the corresponding passage-question pair and return 358

a classification score ranging [0, 100]. The DG 359

task prefers models that generate distracting results 360

with low Faithful Score. 361

We conduct evaluation on the test set of RACE 362

and Dream, and results are shown in Table 2. The 363

Faithful Score values on reference answers are be- 364

tween 75 and 80 for both datasets and about 10 365

on distractors. The experiment results prove the 366

excellent discrimination ability of this metric. 367

5 Results and Analysis 368

5.1 Main Result 369

The experiment results on RACE and Dream are 370

shown in Table 3 and Table 4. For RACE, we 371

display the results on previous works including 372

HSA (Gao et al., 2019), HCA (Zhou et al., 2020), 373

EDGE (Qiu et al., 2020), HMD-Net (Maurya and 374

Desarkar, 2020), MSG-Net (Xie et al., 2022), DG- 375

MoE (Qu et al., 2023). The results of fine-tuned 376

Bart-base and LLMs are also displayed for com- 377

parison. We mainly evaluate the results from three 378

aspects: quality, diversity and distracting level. 379

Performance on generation quality Both GPT- 380

3.5-turbo and LLaMa-2-13B-chat just manage to 381

obtain half of the SOTA BLEU-4 score on two 382

datasets. Compared to GPT-3.5-turbo, LLaMa-2- 383

13B-chat is more unstable. On the more challeng- 384

1https://pypi.org/project/sacrebleu/
2https://pypi.org/project/pyrouge/
3https://github.com/huggingface/evaluate
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Models 1-st B4 2-nd B4 3-rd B4 Avg B4 Avg BS Avg R-L Distinct 1 Distinct 2 Avg FS(↓)
Fully Fine-tuned
HSA 6.43 5.17 4.59 5.40 - 14.67 - - -
HCA 7.01 5.51 4.88 5.80 - 15.12 - - -
EDGE 7.57 6.27 5.70 6.51 - 18.27 - - -
HMD-Net 7.66 6.37 5.33 6.45 - 24.99 - - -
MSG-Net 8.87 8.86 8.53 8.75 - 26.39 - - -
DG-MoE 9.52 9.12 9.59 9.41 89.78 26.80 69.61 82.40 -
Bart-base 11.22 9.83 9.15 10.07 88.83 26.45 71.39 85.24 24.66
Unsupervised
GPT-3.5-turbo 6.82 5.75 5.07 5.88 86.73 26.13 75.46 87.68 33.39
LLaMA-2-13B-chat 5.99 4.82 4.00 4.94 70.03 19.48 80.74 91.48 30.30
Our Full Model 8.36 7.43 7.14 7.64 88.38 26.38 70.33 83.86 25.64

Table 3: Experimental results on RACE dataset with 3 distractors comparing with baselines. B4 refers to BLEU-4,
BS refers to BertScore, R-L refers to Rouge-L and FS refers to Faithful Score. The pseudo labels for model training
are from GPT-3.5-turbo.

Models 1-st B4 2-nd B4 3-rd B4 Avg B4 Avg BS Avg R-L Distinct 1 Distinct 2 Avg FS(↓)
Fully Fine-tuned
Bart-base 22.65 16.37 12.88 17.30 93.30 41.52 76.03 81.25 27.20
Unsupervised
GPT-3.5-turbo 10.91 8.18 6.33 8.47 91.80 33.00 71.73 77.26 28.67
LLaMA-2-13B-chat 11.81 7.63 5.92 8.12 87.13 31.01 80.61 82.91 24.22
Our Full Model 15.83 11.09 9.93 12.29 92.07 38.44 77.64 81.71 23.83

Table 4: Experimental results on DREAM dataset with 3 distractors. The pseudo labels are from GPT-3.5-turbo.

ing dataset RACE, LLaMa-2-13B-chat achieves385

far inferior performance on BertScore (70.03) and386

Rouge-L (19.48) than other methods.387

Our proposed unsupervised method greatly out-388

performs LLMs on the generation quality. In terms389

of BLEU-4, we achieve 1.76 and 3.82 points im-390

provements on RACE and Dream compared to391

GPT-3.5-turbo. And our model has achieved an392

approximate performance on BertScore and Rouge-393

L compared to the fully fine-tuned SOTA result.394

As for BLEU-4, there still exists an obvious gap395

between the unsupervised and fine-tuned results.396

Performance on generation diversity We apply397

Distinct-1 and Distinct-2 to measure the generation398

diversity. On both RACE and Dream, our method399

achieves a close performance to SOTA. Among all400

these methods, LLaMa-2-13B-chat achieves great-401

est diversity performance. However, this may be402

due to the high randomness of its result that im-403

proves the generation diversity while makes harm404

to the generation quality (Fang and Jiang, 2022).405

Performance on distracting level We apply406

Faithful Score to evaluate the distracting level of407

the generated results. Our proposed method out-408

performs GPT-3.5 and LLaMa-2-13B-chat on both409

datasets and performs closely to the fully fine-tuned410

method. On RACE, our method is just 0.98 points411

lower than fine-tuned method, and on Dream our 412

method outperforms 3.37 points. 413

5.2 Effect of Dual Task Training 414

We conduct experiments on RACE to investigate 415

the impact of the dual task training. We train the 416

student model in four different settings: with only 417

pseudo distractors (Pseudo Label); with only an- 418

swer targets (Answer Label); with the mixed data 419

of pseudo distractors and answers (Mixed Data) 420

and two-stage training process (Two Stage). In all 421

these settings, we do not apply our proposed coun- 422

terfactual contrastive decoding during inference. 423

The results are shown in Table 6. Compared to 424

pseudo-distractor-only method, results of answer- 425

only method have a slight improvement on BLEU- 426

4 and a tiny decline on Distinct-1. However, the 427

Faithful Score of pseudo-distractor-only method 428

outperforms that of answer-only method signifi- 429

cantly, with a decline of 18.0 points. As for the dual 430

task training with mixed data, the incorporation of 431

answer information brings significant improvement 432

on the generation quality. Nevertheless, it raises up 433

a negative impact on the result’s distracting level, 434

as evidenced by the Faithful Score value. 435

The two-stage training process proves to be ef- 436

fective to address the above limitation. We observe 437

a decrease of 5.09 points in Faithful Score, accom- 438
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(a) BLEU-4 Score (b) Faithful Score

Figure 3: Low-resource experimental results on RACE.

Models Avg B4 Avg BS Avg R-L Distinct 1 Distinct 2 Avg FS(↓)
Two-stage training 7.75 88.48 26.77 69.34 83.37 27.59

+ Counterfactual Contrastive Decoding 7.17 88.12 26.22 68.29 82.71 25.85
+ Plausibility Constraint 7.64 88.38 26.38 70.33 83.86 25.64

Table 5: Ablation studies on the contrastive decoding method.

Models Avg B4 Distinct 1 Avg FS(↓)
Pseudo Label 6.69 72.56 27.31
Answer Label 6.81 70.07 45.31
Mixed Data 8.02 69.16 32.68
Two Stage 7.75 69.34 27.59

Table 6: Experimental results on dual task training.

panied by only a slight 0.27 points reduction in439

BLEU-4.440

5.3 Effect of Counterfactual Contrastive441

Decoding442

Further, we explore the effect of counterfactual443

contrastive decoding. We apply the distractor gen-444

eration model with two-stage training as the base445

model. The results on RACE dataset are shown in446

Table 5.447

Despite a decline on the generation quality, CCD448

contributes to an improvement on model’s coun-449

terfactual generation capability, with a 1.74 points450

decline on Faithful Score. Besides, plausibility451

constraint successfully enhances the stability of the452

generated results, further reducing Faithful Score453

by 0.21 points and achieving a great trade-off be-454

tween the generation quality and distracting level.455

5.4 Performance with Low-Resource Setting456

Our unsupervised method leverages answer infor-457

mation to enhance the generation quality. However,458

obtaining a sufficient number of annotated answer459

labels still requires investment, even if cheaper460

than distractors. In this section, we simulate the461

low-resource scenario of real-world applications 462

on RACE dataset, and investigate the performance 463

of both supervised and our unsupervised methods. 464

The results are shown in Figure 3. 465

As the data ratio of the training set decreases, 466

the generation quality of the supervised method de- 467

clines continuously. In contrast, our unsupervised 468

method maintains a stable BLEU-4 score until the 469

data ratio decreases to 1% (about 400 samples) 470

and demonstrates comparable performance to the 471

supervised method in low-resource situation. 472

With the decrease of the unannotated data num- 473

ber, the second stage training for distractor genera- 474

tion becomes insufficient, resulting in a heightened 475

impact from the first stage answer generation train- 476

ing on the final results. This leads to a faster in- 477

crease in the Faithful Score of unsupervised method 478

compared to supervised one. 479

5.5 Evaluation from GPT-4 480

N-gram based quality metrics like BLEU are not 481

completely consistent with the actual performance 482

in generation task. Thereby we apply GPT-4 as a 483

professional evaluator to measure the performance 484

of different methods from two aspects: the quality 485

and distracting level of the generated results. 486

Concretely, we apply GPT-4 to compare two dis- 487

tractors generated by different methods. GPT-4 is 488

asked to return "Win", "Lose" or "Tie" according 489

to the comparison result. The order of two input 490

distractors will be randomly shuffled in the input 491

prompt for a fair comparison. We randomly select 492
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Passage: Until late in the 20th century, most Americans spent time with people of generations. Now mid-aged Americans
may not keep in touch with old people until they are old themselves .... The young, in turn, save the old. Once I was in a rest
home when a visitor showed up with a baby ....
Question: Now in an American family, people can find that
Answer: not all working people live with their parents
Reference distractors:
(1) children never live with their parents (2) aged people are supported by their grandchildren (3) grandchildren are
supported by their grandparents
Results of fully fine-tuned Bart-base:
(1) all working people live with their parents (2) parents don’t care about their children (3) all the old people live with
their children
Results of GPT-3.5-turbo:
(1) all working people live with their parents (2) working people live with their parents (3) working people do not live
with their parents
Results of proposed unsupervised method:
(1) only working people live with parents (2) parents don’t care about their children (3) the young save the old in turn
Passage: ’Where Are We Going , Dad ?’ presents a new generation of men, in a break from Chinese tradition, now take an
active role in their children’s lives .... Another one must survive with his son for three days in the desert .... In traditional
Chinese culture, the common conception of parenthood is that the father is strict and the mother is kind ....
Question: In Where Are We Going , Dad , we can probably learn about
Answer: how the fathers look after and guide their children
Reference distractors:
(1) how the fathers do housework at home (2) how the children study in their spare time (3) how the children help
their father with their travel around China
Results of fully fine-tuned Bart-base:
(1) how the children grow up at the same time (2) how the father is strict and the mother is kind (3) how the fathers raise
their children
Results of GPT-3.5-turbo:
(1) what kind of food the fathers and their children eat (2) whether the fathers know how to do their daughters’ hair
(3) how the fathers survive in the desert without cooking skills
Results of proposed unsupervised method:
(1) the negative impact of fathers on children’s lives (2) the history of Chinese culture (3) why the father is strict

Table 7: Case study for fully fine-tuned model, GPT-3.5-turbo and our proposed unsupervised generation method.

(%) vs. Supervised vs. GPT-3.5-turbo
Win Tie Lose Win Tie Lose

Quality 36.4 23.2 40.4 41.8 18.2 40.0
Distracting 47.1 12.8 40.1 49.1 7.5 43.4

Table 8: Evaluation results from GPT-4 with respect
to the quality and distracting level of the generated dis-
tractors. We compare our unsupervised model with the
supervised Bart-base and GPT-3.5-turbo zero-shot infer-
ence results.

1000 samples from the test set of RACE for evalua-493

tion. The prompt for GPT-4 evaluation is proposed494

in Section A.3. The results are shown in Table 8.495

For the generation quality, GPT-4 favors re-496

sults from the supervised method more, and our497

method’s performance is slightly better than GPT-498

3.5-turbo. As for the distracting level, our method499

performs significantly better than the other two500

methods, demonstrating the effectiveness of our501

counterfactual contrastive decoding strategy.502

5.6 Case Study503

Table 7 illustrates two examples of the generated504

distractors by three models. All three models pro-505

duce fluent results without grammar errors. How-506

ever, in case 1, the results from GPT-3.5-turbo suf- 507

fers a problem of low diversity. And in case 2, 508

both fine-tuned Bart-base and GPT-3.5-turbo gen- 509

erate correct answers like ’how the fathers raise 510

their children’, ’what kind of food the fathers and 511

their children eat’ and ’how the fathers survive in 512

the desert without cooking skills’. This mistake 513

is not observed in our unsupervised results with 514

counterfactual contrastive decoding. 515

6 Conclusion 516

In this paper, we propose an unsupervised distrac- 517

tor generation method. We apply Large Language 518

Models as distractor labelers and construct dual 519

task training process to enhance the student model’s 520

generation capability. Moreover, we optimize con- 521

trastive generation method in counterfactual gen- 522

eration context. Experiment results indicate that 523

our method generally outperforms LLM-based ap- 524

proaches and is comparable to fully fine-tuned re- 525

sults in low-resource situations. Given the absence 526

of human-annotated distractor dataset, our work 527

can make contribution to building solid reading 528

comprehension data in more future scenarios. 529
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Limitations530

First, there still remains an obvious gap between531

our proposed unsupervised method and supervised532

method in DG task, especially for the quality of the533

generated results. Second, we only experiment on534

two English dataset from reading comprehension535

data due to the lack of high-quality testing data.536

The performance of our method on other applica-537

tion scenarios requires further exploration. Third,538

we utilize human-annotated answer labels in our539

unsupervised method, which brings some cost of540

manual annotation. Fourth, while recent works541

succeed to enhance student models with rationales542

generated by LLMs in various NLU tasks, we fail543

to introduce these methods into DG task. We ana-544

lyze that for NLG tasks, the rationales generated by545

LLMs rather complicate the generation process and546

put negative impact on the model’s performance.547

Related work can be further explored in the future.548

Last, due to limited time, we do not explore the549

performance on more LLMs and student models550

with different parameter scales.551
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GPT-3.5-turbo LLaMa-2-13B-chat
"system":
You are a helpful AI educational assistant to generate distrac-
tors (wrong answers) to help reading comprehension. Please
generate one distractor with following requirement: 1. The
generated distractor is a wrong answer to the input question
according to the given document. 2. Return the generated
result directly in one line that begin with ’<result>’ and end
with ’</result>’.
"user":
Now I will provide you with a reading comprehension docu-
ment, a question and an answer.
<document> p </document>
<question> q </question>
<answer> a </answer>

You are a helpful AI educational assistant to generate distrac-
tors (wrong answers) for reading comprehension. You are
required to generate one distractor with the given document,
question and answer. There are some requirements for you:
1. The generated result should begin with ’<result>’ and end
with ’</result>’. 2. If the input question is an incomplete
sentence, the generated result should complete the syntax
of the question. 3. You should not return any explanations
except the distractors. There is the document, question and
answer:
<document> p </document>
<question> q </question>
<answer> a </answer>
<result>

Table 9: Prompt for GPT-3.5-turbo and LLaMa-2-13B-chat to generate pseudo distractors. p, q, a refer to passage,
question and answer.

GPT-3.5-turbo LLaMa-2-13B-chat
"system":
You are a helpful AI educational assistant to generate distrac-
tors (wrong answers) to help reading comprehension. Please
generate three distractors with following requirement: 1. The
generated distractors are a wrong answer to the input question
according to the given document. 2. The generated results
should be returned in three lines and each result should begin
with ’<result>’ and end with ’</result>’.
"user":
Now I will provide you with a reading comprehension docu-
ment, a question and an answer.
<document> p </document>
<question> q </question>
<answer> a </answer>

You are a helpful AI educational assistant to generate dis-
tractors (wrong answers) for reading comprehension. You
are required to generate three distractors with the given docu-
ment, question and answer. Now I will provide you with a
document.
<document> p </document>
There are some requirements for you: 1. The generated re-
sult should begin with ’<result>’ and end with ’</result>’.
Between <result> and </result>, return three results split by
’;’. 2. If the input question is an incomplete sentence, the
generated result should complete the syntax of the question.
3. You should not return any explanations except the distrac-
tors. Then I will give you a question-answer pair about the
input document.
<question> q </question>
<answer> a </answer>
The three distractors can be: <result>

Table 10: Prompt for GPT-3.5-turbo and LLaMa-2-13B-chat to generate three different distractors. p, q, a refer to
passage, question and answer.
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Prompt for GPT-4
"system":
You are a helpful AI educational assistant that can evaluate distractors (wrong answers) and find the better one from two
candidates.
"user":
Now I will provide you with a reading comprehension document, a question, an answer and a reference distractor.
<document> p </document>
<question> q </question>
<answer> a </answer>
<reference> d </reference>
Then I will give you 2 distractor candidates and you should judge which one is a better result. The detailed comparison
requirements are as follow:
************
requirement
************
I will show you two candidate distractors. If the first candidate is obviously greater than the second candidate, return ’Win’; If
the first candidate is obviously worse than the second candidate, return ’Lose’; If you think there are not obvious gap between
these two candidates, return ’Tie’. Do not return any explanations about your result.
The candidates are: 1. candidates_1; 2. candidates_2.

Requirements for quality evaluation Requirements for distracting level evaluation
1. You should compare the candidates according to their
quality.
2. If the candidate is consist of fluent sentences without any
grammar errors, the candidate has high quality.
3. If there are just some small errors like tense error and
voice error, the candidate has medium quality.
4. If there are obvious syntactic or grammatical errors, the
candidate has low quality.

1. You should compare the candidates according to their
distracting level.
2. If the candidate is correct to the input question, it has low
distracting level.
3. If the candidate is wrong to the input question, it has high
distracting level.
4. The given answer has low distracting level and the given
reference has high distracting level. These two sentences can
serve as the reference for your comparison.

Table 11: Prompt for GPT-4 to compare distractors generated by two different models.
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