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Abstract

This position paper presents a novel perspec-
tive on the utilization of Large Language Mod-
els (LLMs) in the artificial intelligence paper
review process. We first critique the current ten-
dency for LLMs to be primarily used for simple
review text generation, arguing instead that this
approach overlooks more meaningful applica-
tions of LLMs that preserve human expertise at
the core of evaluation. Instead, we advocate for
leveraging LLMs to support key aspects of the
review process—specifically, verifying the re-
producibility of experimental results, checking
the correctness and relevance of citations, and
assisting with ethics review flagging. For ex-
ample, integrating tools based on LLM Agents
for code generation from research papers has
recently enabled automated assessment of the
reproducibility of the paper, thereby improving
the transparency and reliability of research. By
reorienting LLM usage toward these targeted
and assistive roles, we outline a pathway for
more effective and responsible integration of
LLM:s into peer review, ultimately supporting
both reviewer efficiency and the integrity of the
scientific process.

1 Introduction

In recent years, the field of artificial intelligence
(AI) has advanced at an unprecedented pace, pro-
ducing numerous groundbreaking research find-
ings and even leading to two Nobel Prizes in
2024 (Li and Gilbert, 2024). Major conferences
in the field—such as ACL, EMNLP, CVPR, and
NeurIPS—serve as key venues for presenting these
novel contributions. However, as the field contin-
ues to grow exponentially, the number of paper
submissions to these conferences has also risen
dramatically, as illustrated in Figure 1.

This rapid surge in paper submissions has led
to a noticeable decline in review quality, posing
challenges for effective decision-making during the
conference acceptance process. We attribute this

issue primarily to two factors: (1) the increased re-
viewing burden per reviewer, and (2) the insuffi-
cient number of expert reviewers compared to the
expansion of the field. The increased reviewing bur-
den arises directly from reviewers being required
to assess a greater number of papers within a con-
strained timeframe. Additionally, since reviewers
themselves are typically active authors submitting
papers to multiple venues, their reviewing responsi-
bilities across various conferences can quickly ac-
cumulate. For example, EMNLP 2025 (ARR May
2025 cycle) and NeurIPS 2025 shared overlapping
reviewing timelines, thereby doubling the workload
for reviewers participating in both conferences and
further exacerbating the issue of reviewer fatigue.
The insufficiency of expert reviewers arises from
the limited pool of senior researchers relative to the
rapidly increasing number of submissions. As a re-
sult, conferences have increasingly relied on junior
researchers to fill reviewer roles. While junior re-
searchers are essential for the future growth of the
community, their comparative lack of experience
can impact the depth and rigor of reviews, poten-
tially leading to inconsistencies and reduced overall
quality in the peer-review process. Compounding
this issue is the fact that the rate at which junior re-
viewers gain the expertise and perspective required
to become senior reviewers is much slower than
the pace at which submissions are growing (Sculley
et al., 2018; Stelmakh et al., 2021; Russo, 2021).
This widening gap makes it increasingly difficult to
maintain high standards in the peer review process
as the field expands.

Furthermore, the emergence of large language
models (LLMs) has introduced a new challenge:
the proliferation of LLM-generated reviews (Liang
et al., 2024; Zhuang et al., 2025; Kim et al., 2025).
While LLMs can help alleviate some of the review-
ing burden by quickly generating summaries or
initial drafts, relying on them for the entire review
process raises serious concerns. LLM-generated
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Figure 1: Number of submitted papers to major Al conferences over the past 10 years. Note the sharp rise in
submissions after 2023, with several venues exceeding 10,000 papers and more than 20,000 submissions for NeurIPS
2025, coinciding with the widespread adoption of LLM-based Al assistants (e.g., ChatGPT).

reviews often lack deep domain expertise, critical
analysis, and the nuanced judgment that human
experts provide. These reviews may miss subtle
methodological flaws, fail to recognize the signif-
icance or originality of a contribution, or simply
echo the language and structure of the paper it-
self without offering meaningful critique (Ye et al.,
2024; Zhou et al., 2024).

Perhaps most problematically, assigning a hu-
man reviewer to a paper is meant to solicit their
unique perspective and expert opinion—something
that becomes meaningless if all reviewers simply
rely on the same LL.M to generate their feedback.
This homogenization of reviews not only under-
mines the diversity of viewpoints essential for a ro-
bust evaluation process but also erodes the integrity
and trustworthiness of peer review. If everyone
uses the same LLM, the peer review process risks
devolving into a formality rather than a genuine,
thoughtful assessment, making it difficult to dis-
tinguish between insightful human feedback and
automatically generated text. As a result, uncritical
adoption of LLM-generated reviews could further
degrade the quality and reliability of the review pro-
cess, rather than solving the underlying challenges
faced by the community.

Accordingly, while we believe that peer reviews
should not be generated entirely from LLMs, we
argue that LLMs can and should be incorporated in
ways that assist reviewers and reduce their burdens

without replacing the critical human elements of
peer review. To accomplish this, we propose three
concrete ways in which LLMs can support, rather
than supplant, human reviewers:

1. Reproducibility Verification: A persistent
issue in Al research is the reproducibility cri-
sis—many published results cannot be reli-
ably reproduced, even when authors release
their code. Challenges include incomplete or
poorly structured code, missing files or de-
pendencies, and undocumented parameters,
and even cases where the reported results ap-
pear to have been manipulated and cannot be
reproduced using the provided code. While
it would be ideal for reviewers to verify re-
producibility during the review process, the
workload makes this unrealistic in practice.
To address this, we propose leveraging recent
advances in LLM agents for code generation,
e.g., Paper2Code (Seo et al., 2025) and Au-
toReproduce (Zhao et al., 2025), to automat-
ically generate source code from submitted
papers and attempt to reproduce reported re-
sults. This automated assistance could help
surface reproducibility issues early, allowing
reviewers to focus on scientific merit rather
than basic technical verification, as well as
improving the reproducibility of overall sub-
missions.



2. Reference Verification: Given the sheer vol-
ume of papers published in the field of Al,
even experts cannot be familiar with every ref-
erence in their domain. This increases the risk
that reviewers may overlook incorrect cita-
tions, unsupported claims, or citation padding.
The latest developments in LLM agents and
retrieval-augmented generation (RAG) offer
a viable solution: these agents can automat-
ically access cited references and evaluate
whether they genuinely support the claims
made in a submission. This would help ensure
proper attribution and more rigorous scholar-
ship during peer review.

3. Ethics Review Flagging: Ethical review is
increasingly common at Al conferences, yet
many junior researchers may lack experience
in identifying which submissions require ethi-
cal scrutiny—resulting in both over-flagging
of minor issues and overlooking serious con-
cerns. Because many aspects of ethics review
(e.g., disclosure about human annotation, or
the presence of sensitive data) can be checked
using clear, rule-based criteria, LLMs could
help automate the flagging of submissions for
further ethics review. This would improve con-
sistency and help ensure that important ethical
issues are not missed due to time constraints
or lack of reviewer expertise.

Based on this proposal, incorporating LL.Ms in
targeted support roles—such as reproducibility ver-
ification, reference checking, and ethics review
flagging—offers a practical pathway to mitigate
reviewer overload and enhance review quality. By
automating these tasks with LLMs, reviewers can
devote more time and attention to critical scien-
tific evaluation, thoughtful critique, and nuanced
judgment—core elements that only human exper-
tise can reliably provide. Ultimately, we believe
that this hybrid approach could contribute to up-
hold the integrity, rigor, and trustworthiness of the
peer-review process, enabling the Al community
to sustain rapid innovation while maintaining the
highest standards of academic excellence.

2 Related Work

2.1 Discussion on Peer Review Process

As the number of submissions to Al conferences
exceptionally increased, there were discussions re-
garding the peer review process in these confer-

ences. One of the first meaningful step in this di-
rection is “NeurIPS 2014 Experiment” (Cortes and
Lawrence, 2021). In this experiment, the program
chairs of NeurIPS 2014 selected approximately
10% of total submissions to be reviewed by two
independent sets of area chairs and reviewers, and
found the inconsistency between each committee,
which indicates the randomness lying in the peer
review process. A similar experiment was repli-
cated in NeurIPS 2021 and yielded comparable
results, reaffirming the presence of randomness in
peer review (Beygelzimer et al., 2023).

To tackle this challenge, the conferences are im-
plementing various policies to improve both the
quality of reviews and the overall conference pro-
cess. For example, AAAI adopts a two-phase re-
view process to assign reviewers in a efficient man-
ner (AAAI 2026 Organizing Committee, 2025a).
In another direction, *ACL conferences such as
ACL and EMNLP introduced the “Findings” publi-
cation track for submissions that are not accepted to
the main conference but are still of reasonable qual-
ity (EMNLP 2020 Organizing Committee, 2020).
Additionally, they launched a rolling review-based
peer review platform! to enhance the review pro-
cess for *ACL conference submissions. In the
meantime, some venues now require designated
reviewing volunteers or mandate a minimum re-
viewing workload for all qualified authors (ACL
Rolling Review Editor-in-Chiefs, 2024b, 2025¢).
Furthermore, several conferences have stated that
highly irresponsible reviews may lead to penalties
for the reviewer, including the possibility of desk
rejection for their own future submissions (ICCV
2025 Organizing Committee, 2025; CVPR 2025
Organizing Committee, 2025; NeurIPS 2025 Orga-
nizing Committee, 2025c).

The research community has proposed various
ideas to improve the peer review process (Shah
et al., 2018; Rogers and Augenstein, 2020; Su et al.,
2025; Sun et al., 2025; Yang, 2025; Schaeffer et al.,
2025). For example, OpenReview?, which we cur-
rently use as a primary platform for managing con-
ferences, was developed based on suggestions from
researchers (Soergel et al., 2013). Several schol-
ars discussed challenges in reviewer-paper match-
ing and bidding, raising positions or proposing im-
proved alternatives (Anjum et al., 2019; Jecmen
et al., 2022; Leyton-Brown et al., 2024; NeurIPS
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2024 Organizing Committee, 2024; Zhang et al.,
2025). Others argued for shifting pivot from large-
scale conferences to more small-focused work-
shops (Peng et al., 2022). A particularly notable
proposal criticizes the unidirectional nature of cur-
rent peer review and advocates for a bidirectional
system, where authors can provide feedback to re-
viewers and high-quality reviewers are rewarded
with digital badges (Kim et al., 2025). However, de-
spite these ongoing efforts, we believe there is still
significant room for improvement in the peer re-
view process—gaps that we aim to address through
the analysis and proposals presented in this paper.

2.2 LLMs in Peer Review Process

Since the emergence of LLMs, researchers have
explored their use across various domains, includ-
ing the peer review process (Zhuang et al., 2025).
In the Al research community, reviewers have be-
gun using LLMs such as ChatGPT to assist in
revising their reviews or even to generate entire
reviews from scratch. An early study in this direc-
tion investigated the trend of LLM usage in review
writing (Liang et al., 2024). Specifically, it found
an increased frequency of certain words—such as
“meticulous”—in reviews submitted to Al confer-
ences but not in those submitted to Nature Portfo-
lio journals, suggesting that researchers in Al are
adopting LLMs for review writing more extensively
than those in other fields.

Subjectively, studies were conducted to evaluate
the usefulness and reliability of LLMs in generat-
ing reviews for research papers (Li et al., 2024; Du
et al., 2024; Hossain et al., 2025). For instance,
researchers performed extensive experiments to as-
sess the reliability of LLMs like GPT-3.5 and GPT-
4 across various aspects, and found that while these
models can infer scores based on existing reviews,
their generated reviews—when provided only with
the paper—often lack critical insight (Zhou et al.,
2024). Another study raised similar concerns, in-
cluding the risk of prompt injection, repetition of
limitations already disclosed by the authors, and
unreasonably high ratings (Ye et al., 2024). Addi-
tionally, a recent investigation revealed that prompt
injection was used in submissions to Al confer-
ences, raising serious concerns about ethical im-
plications and the fairness of the review process
(Sugiyama and Eguchi, 2025)>.

3In addition to our primary proposal, we recommend that
conference organizers update the default style files for paper
submissions to include an invisible prompt instructing LLMs

Accordingly, several major Al conferences have
advised reviewers not to use LLMs to generate en-
tire reviews and to refrain from uploading submis-
sions to LLM services (NeurIPS 2025 Organizing
Committee, 2025a; ACL Rolling Review Editor-in-
Chiefs, 2025c; ICML 2025 Organizing Committee,
2025; CVPR 2025 Organizing Committee, 2025).
In this paper, we propose a method to enhance the
review process by using LLMs as assistive tools
for reviewers, rather than relying on them to fully
generate reviews.

2.3 Reproducibility Crisis in AI Research

In parallel with issues surrounding the review pro-
cess, the reproducibility crisis remains a significant
challenge for the Al research community. Despite
the strong emphasis on empirical results, many pub-
lished Al papers are difficult or impossible for other
researchers to reproduce, often due to insufficient
information provided for replication. Common bar-
riers include missing implementation details, in-
accessible datasets, unreleased code, or reliance
on resources that are not readily available to oth-
ers (Hutson, 2018; Raff, 2019; Gundersen, 2020;
Pineau et al., 2021; Semmelrock et al., 2023).

The research community is aware of this prob-
lem and has been working to address it through
several initiatives. First, most conferences now
require a “Checklist” to disclose various factors rel-
evant to the submission, including its reproducibil-
ity (AAAI 2026 Organizing Committee, 2025b;
NeurIPS 2025 Organizing Committee, 2025b; ACL
Rolling Review Editor-in-Chiefs, 2025a). Second,
reviewers are instructed to evaluate reproducibil-
ity using dedicated criteria (ACL Rolling Review
Editor-in-Chiefs, 2025b; AAAI 2026 Organizing
Committee, 2025b; IJCAI 2025 Organizing Com-
mittee, 2025). Lastly, recent conferences have in-
troduced dedicated tracks for reproducibility, or
even entire conferences focused on reproducibil-
ity challenges (MLRC 2025 Organizing Commit-
tee, 2025; SIGIR 2025 Organizing Committee,
2025). In addition to initiatives led by conferences,
community-driven platforms such as Papers With
Code* became invaluable resources for finding and
sharing implementations of research papers.

Nevertheless, substantial challenges remain in
supporting reproducible Al research. Even when
authors submit their source code and supplemen-
to refuse requests for automated review generation. Please

refer to Appendix C for discussion regarding this topic.
*https://paperswithcode.com/
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Figure 2: The proposed process for reproducibility veri-
fication using LLMs in Section 3.1.

tary materials, the growing workload of review-
ers often prevents them from thoroughly inspect-
ing or executing the code. In this paper, we pro-
pose a method for validating reproducibility using
LLMs, aiming to assist reviewers in evaluating sub-
missions more effectively and ultimately fostering
more responsible and reproducible Al research.

3 Proposal: LLMs as Assistant Tool for
Peer Review Process

In this section, we present our proposal to use
LLMs in the peer review process to aid review-
ers in reducing their burden, thereby leading to
reviews of better quality and a sustainable review
process.

3.1 Reproducibility Verification

As discussed in Section 2.3, reproducibility re-
mains a central concern within the AI community.
Numerous studies have highlighted that a signifi-
cant portion of published results cannot be reliably
replicated (Pineau et al., 2021). This lack of repro-
ducibility undermines the credibility of the field
and impedes future research that builds upon unre-
producible findings. Consequently, assessing the
reproducibility of submitted work has become an
essential part of the peer review process. However,
the increasing workload placed on reviewers often
prevents them from engaging thoroughly with this
aspect.

Recent advances in LLMs offer promising av-
enues for automating key components of repro-
ducibility evaluation. In particular, the develop-
ment of models with enhanced coding and rea-
soning abilities (Jaech et al., 2024; Guo et al.,

2025) enabled researchers to explore the auto-
matic implementation of research papers using
LLMs (Starace et al., 2025; Zhao et al., 2025; Seo
et al., 2025). For instance, benchmarks such as Pa-
perBench (Starace et al., 2025) formalized the task
of replicating experimental results based solely on
the paper. Inspired by these efforts, frameworks
like Paper2Code (Seo et al., 2025) and AutoRe-
produce (Zhao et al., 2025) adopted multi-agent
architectures to further advance this direction.

Building on these advancements, we propose the
introduction of a dedicated reproducibility veri-
fication stage within the review process. We par-
ticularly recommend inserting this stage between
initial desk rejection and the assignment of papers
to reviewers. The details of our proposed workflow,
illustrated in Figure 2, are as follows:

1. Submitted Code Verification: If source code
is provided, LLM agents assess whether it is
complete and executable, checking for miss-
ing dependencies, incomplete scripts, or other
obstacles to successful execution.

2. LLM-Based Re-implementation: Regard-
less of the presence of submitted code, LLM
agents attempt to re-implement the core
methodology described in the manuscript,
based solely on the provided explanations and
details. This tests the clarity and completeness
of the paper, and highlights any ambiguities
or omissions that hinder reproduction. State-
of-the-art frameworks such as Paper2Code or
AutoReproduce, or their successors, can be
utilized for this step.

3. Performance Reproduction: Using both the
submitted (if available and executable) and
LLM-generated implementations, the system
attempts to reproduce the reported results with
the documented hyperparameters.

4. Reviewer Integration: LLM agents then gen-
erate a detailed reproducibility report, which
includes: (1) an assessment of the submit-
ted code, including results from execution at-
tempts and identification of any missing re-
quirements or details; (2) a review of the LLM-
based re-implementation, including subjective
decisions required due to insufficient details in
the manuscript; and (3) a comparison of repro-
duced performance across the author-provided
results, the directly executed source code, and
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the LLM-based re-implementation. Review-
ers can use these findings as evidence when
evaluating the reproducibility of the work in
their assessments.

We anticipate several key benefits from this ap-
proach. Automating the initial stages of repro-
ducibility verification can significantly reduce re-
viewer burden and bring problematic submissions
to light that might otherwise go unnoticed. This,
in turn, incentivizes authors to provide clearer,
more comprehensive documentation and code. Ulti-
mately, the integration of LLM-driven reproducibil-
ity checks into the review process will enhance the
transparency, reliability, and scientific rigor of Al
research—helping the community address the re-
producibility crisis at scale.

3.2 Reference Verification

In addition to reproducibility, ensuring the correct-
ness and relevance of references in Al papers re-
mains a critical yet increasingly daunting task for
reviewers. Given the sheer volume of research pub-
lished annually, even domain experts cannot be
expected to be familiar with all cited works. This
reality heightens the risk that incorrect citations,
unsupported claims, or citation padding may go
unnoticed, ultimately undermining the quality and
integrity of academic scholarship.

Recent advancements in RAG offer a promising
solution to these challenges. Leveraging LLM-
powered tools, it is now feasible to automate the
process of verifying whether references genuinely
support the claims made within a submission.
Specifically, LLM agents can be tasked with retriev-
ing and analyzing cited works, cross-referencing
their content with statements in the manuscript, and

flagging any discrepancies or unsupported attribu-
tions.

We propose incorporating LLM-based reference
verification as an auxiliary stage in the peer review
pipeline, illustrated in Figure 3. This process can
be triggered automatically upon paper submission,
producing a report that highlights:

1. Directly Supported Claims: Identification
of which references directly support the state-
ments for which they are cited, including the
specific parts of the reference relevant to each
claim.

2. Potentially Unsupported Claims: Detection
of claims that may lack sufficient backing
from the cited papers, prompting human re-
viewers to investigate these instances more
thoroughly.

3. Citation Padding: Recognition of excessive
or irrelevant citations that may artificially in-
flate the perceived breadth or impact of the
work.

By automating this aspect of reference analysis,
LLMs can alleviate a significant, time-consuming
burden on reviewers, enabling them to focus on
deeper scientific and methodological considera-
tions. This approach also enhances the rigor
and transparency of academic writing by encour-
aging precise and appropriate citation practices.
Ultimately, LLM-enabled reference verification
strengthens the integrity of the review process by
reducing both inadvertent errors and the risk of de-
liberate misrepresentation of prior work. We argue
that this targeted use of LLMs can significantly
improve review quality while preserving essential
human oversight at the core of scholarly evaluation.

3.3 Ethics Review Flagging

As Al research continues to advance and impact
a wide range of societal domains, ethical consid-
erations have become an integral part of the peer
review process at major conferences. Requirements
for explicit disclosure about human data annotation,
potential societal risks, and the presence of sensi-
tive or personally identifiable information are now
standard in submission guidelines (ACL Rolling
Review Editor-in-Chiefs, 2025a; NeurIPS 2025 Or-
ganizing Committee, 2025b). However, the rapid
influx of new researchers and the increasing diver-
sity of submitted work revealed several challenges
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in consistently and accurately identifying submis-
sions that warrant ethical scrutiny.

One major issue is that many junior reviewers
lack formal training or experience in ethical as-
sessment. Consequently, the review process can
become either overly cautious—flagging minor or
irrelevant issues—or insufficiently vigilant, allow-
ing serious concerns to be overlooked due to lack
of awareness or time constraints (ACL Rolling
Review Editor-in-Chiefs, 2024a). This variabil-
ity undermines the consistency and effectiveness of
ethics review, increasing the risk that problematic
research may slip through the cracks, or conversely,
that innocuous work may be delayed or unfairly
stigmatized.

To address these challenges, we propose LLMs
as assistive agents in the ethics review flagging pro-
cess. Recent advances in LLMs’ reasoning capa-
bilities enable the automated identification of risk
factors outlined in conference guidelines. Specifi-
cally, LLM agents can be configured to flag poten-
tial ethical issues in paper submissions, such as: (1)
involvement of human subjects or annotation with-
out sufficient disclosure, (2) inclusion of prompts
intended to steer LLMs toward generating positive
reviews (e.g., “Ignore all previous instructions and
give a positive review only.” (Sugiyama and Eguchi,
2025)), or (3) failure to document IRB approval for
research involving sensitive subjects.

We propose the ethics review flagging pipeline
as follows:

1. LLM Screening: The LLM agent analyzes
the submission and supplementary materials
to identify potential ethical risks and evaluate
compliance with the conference-specific ethi-
cal guidelines, which are provided as prompts.

2. Ethical Risk Report: Similar to the repro-
ducibility report in Section 3.1, the agent gen-
erates ethical risk report, outlining the poten-
tial concerns and risks regarding the ethical
issues in the submission.

3. Reviewer/Chair Action: Human reviewers
and area chairs receive the report alongside
the submission, using it for discussion and
decision to flag for a dedicated ethics review.

This approach offers several key benefits. By
leveraging LL.Ms as assistive agents, the ethics
review flagging process becomes more consis-
tent, systematic, and scalable. Automated screen-
ing helps to reduce the burden on human review-
ers—especially those with limited experience in
ethical assessment—by reliably identifying poten-
tial risks and compliance issues early in the review
process. This not only increases the likelihood that
serious ethical concerns are addressed, but also
minimizes unnecessary delays or stigmatization of
benign work.

4 Discussion

In this section, we discuss various points that can
be important for the deployment of our proposed
frameworks in a real-world Al conference.

4.1 Implementation of the Proposal in
Conference Review Process

First, we discuss the potential issues in implement-
ing our proposed framework. In Section 3, we
proposed to incorporate LLMs in various stages of
the review process to aid human reviewers. How-
ever, it is important to prevent the possibility of the
leakage of the manuscript and code to unintended
ones, including the provider of LLM services (e.g.,
OpenAl, Anthropic). This is particularly important
given that most venues prohibit sharing submis-
sions with third parties, including external LLM
services, in order to protect the confidentiality and
intellectual property of authors (NeurIPS 2025 Or-
ganizing Committee, 2025a; ICML 2025 Organiz-
ing Committee, 2025). To that end, it is imperative
that only open-source LLMs—those which can be
run locally or within a conference-controlled se-
cure environment—are utilized for implementing
our proposed frameworks. Additionally, it is im-
portant to integrate this framework into an existing
reviewing platform such as OpenReview.



We believe that the adoption of LLM-based
agents to assist in verifying reproducibility of sub-
missions can be valuable for reviewers and area
chairs and reduce their burdens. However, in the
process of deploying our proposed framework into
the real-world reviewing process, it is essential
to recognize that the failure of an LLM agent to
re-implement the core methods or reproduce the
reported results does not necessarily imply that a
competent human researcher would face the same
obstacles. LLMs, while increasingly capable, may
be limited by current model capabilities, gaps in sci-
entific reasoning, or ambiguous presentation in the
manuscript itself. Thus, reviewers should interpret
the outputs of these automated reproducibility re-
ports with care: they are best viewed as preliminary
indicators of potential issues rather than definitive
judgments of irreproducibility. Reviewers must ex-
ercise independent critical analysis, taking LLM
findings into account as supplementary evidence
but not as substitutes for their expert evaluation.

4.2 Consideration for Cost

The integration of LL.Ms into the peer review pro-
cess, particularly for tasks such as reproducibility
verification and citation analysis, inevitably intro-
duces new computational costs. Running large-
scale, open-source LLMs—especially those ca-
pable of handling complex code generation and
detailed manuscript analysis—requires significant
hardware resources and sustained maintenance ef-
forts. These requirements pose important questions
regarding the allocation of expenses and the sus-
tainability of such a system at scale”.

There can be several models for addressing the
associated costs:

* Conference-Sponsored Infrastructure: Ma-
jor conferences may choose to directly allo-
cate a portion of their operational budget to
maintain and scale the necessary computa-
tional infrastructure. This model can ensure
consistent quality and security but may be
challenging for smaller venues with limited
resources.

* Submission Fees or Surcharges: Some con-
ferences may consider introducing a nominal
surcharge to paper submission fees, explicitly
earmarked for covering the costs of automated

3Note that Paper2Code (Seo et al., 2025) reported an ap-
proximate cost of $0.90 for generating code from a paper.

evaluation. While this model can directly link
usage with funding, it is important to ensure
that such fees remain reasonable and do not
create additional barriers to participation, par-
ticularly for early-career researchers or those
from under-resourced institutions.

* Industry Partnerships and Grants: Lastly,
partnerships with industry or targeted grant
funding may offer a means to subsidize the
cost of running open-source LLMs for peer
review. However, such arrangements should
be pursued carefully to avoid conflicts of in-
terest or undue influence over the peer review
process.

In all cases, transparency regarding how costs are
calculated and allocated will be critical for commu-
nity acceptance. We recommend that conferences
adopting LLM-based automation clearly communi-
cate the nature of these expenses and provide justi-
fication for any changes to submission procedures
or fees. As the field matures and the efficiency of
LLMs improves, ongoing evaluation and adjust-
ment of cost-sharing strategies will be necessary to
ensure that automated review support remains both
sustainable and equitable.

5 Conclusion

This position paper has argued for a responsible
and targeted integration of LLLMs into the peer re-
view process for Al research. Rather than relying
on LLMs to generate full reviews—which risks ho-
mogenizing feedback and diminishing expert judg-
ment—we recommend deploying LLMs to assist
with reproducibility verification, reference check-
ing, and ethics flagging. These support roles can
reduce reviewer burden and improve consistency,
while still centering human expertise in critical
evaluation. We believe the successful implemen-
tation of this proposal requires careful attention to
data privacy and the use of open-source models
within secure environments. While LLMs are not a
replacement for human reviewers, they can serve
as valuable tools to uphold the integrity, rigor, and
efficiency of peer review as submission volumes
grow. A hybrid approach, combining the strengths
of automation with human insight, offers a promis-
ing path for sustaining high standards in scholarly
evaluation.



Limitations

While the proposed framework leverages LLMs
to enhance the peer review process—particularly
through automated reproducibility verification, ref-
erence checking, and ethics review flagging—there
are several important limitations to acknowledge.

First, it is important to note that a failure by LLM
agents to reproduce experimental results does not
necessarily indicate a definitive problem with the
original work. Limitations in current LLM capa-
bilities, gaps in scientific reasoning, or ambiguities
in the manuscript itself may all contribute to chal-
lenges in automated replication. Reviewers must
therefore interpret LLM-generated reproducibility
reports as preliminary indicators of potential issues
rather than conclusive evidence of irreproducibil-
ity, and should always exercise independent expert
judgment.

It is also essential to emphasize that the introduc-
tion of LLLM-assisted reproducibility and verifica-
tion stages is intended to foster a culture of trans-
parency and high-quality scholarship, not to pe-
nalize authors. The presence of automated checks
should serve as an incentive for authors to provide
clear, complete, and well-documented materials
that facilitate reproducibility and rigorous evalua-
tion. However, given that LLLM agents are not in-
fallible and may misinterpret complex methodolo-
gies or encounter technical limitations, their assess-
ments should not be used as grounds for automatic
rejection or punitive action. Instead, these tools
should be viewed as aids to both authors and re-
viewers—helping surface potential issues early and
providing constructive feedback—while leaving
final decisions to human expertise and judgment.
The ultimate goal is to encourage the community to
produce more reproducible, robust, and trustworthy
research, rather than to create additional barriers or
sources of frustration for contributors.

In summary, while the proposed LLM-based
framework can substantially support reproducibil-
ity and review quality in many cases, its applica-
bility is inherently limited by the nature of the re-
search and the capabilities of current LLM tech-
nology. Continued refinement of both automated
tools and peer review practices will be necessary to
ensure fair, rigorous, and inclusive evaluation for
all types of scientific work.
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A Alternative Views

While this paper advocates for targeted and
supportive use of LLMs in the peer review
process—particularly for reproducibility verifica-
tion—it is important to acknowledge and critically
engage with potential drawbacks. Below, we sum-
marize key concerns raised by the community and
offer responses to each.

A.1 Risk of Stifling Research Creativity and
Diversity

Some researchers may argue that automating repro-
ducibility verification may inadvertently discour-
age theoretical or exploratory work. By requiring
code-level implementation and validation at sub-
mission time, the system could disadvantage theo-
retical or conceptual papers that are not easily ex-
pressed through runnable code. Furthermore, strict
reproducibility criteria may disproportionately af-
fect submissions from under-resourced institutions
or those using unconventional programming tools,
inadvertently promoting homogeneity in methodol-
ogy and tooling.

To mitigate this risk, it is crucial to design the
system with flexibility and nuance. Reproducibility
verification should be applied contextually, with
clear exemptions or alternative criteria for non-
computational research. For instance, as a submis-
sion for ARR discloses their contribution type, the
proposed reproducibility verification framework
can be only applied for papers with “NLP Engi-
neering Experiment” contribution. Furthermore,
as we discussed in Section 4.1, LLM-based tools
should be positioned not as enforcers of uniform
standards, but as facilitators of transparency and
clarity where applicable. Reviewers should be em-
powered to interpret reproducibility reports in light
of the paper’s nature, ensuring that creative and
theoretical contributions are not penalized unfairly.

A.2 Concerns About the Diminished Role of
Human Reviewers

Another concern is that expanding LLM responsi-
bility in the review pipeline—especially for tech-
nical checks like reproducibility—may reduce the
perceived importance of human reviewers. If au-
tomated LL.Ms perform foundational verification
tasks, reviewers may feel that their domain knowl-
edge and critical judgment are underutilized, poten-
tially leading to disengagement or declining partic-
ipation in the already strained review system.
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However, the proposed framework is explicitly
designed to assist, not replace, human reviewers.
LLM-generated reproducibility reports should be
treated as auxiliary evidence—tools that reduce the
manual burden of technical verification and free
reviewers to focus on higher-level scientific anal-
ysis. Rather than replacing human insight, LLMs
can amplify it by surfacing issues earlier and more
consistently, allowing reviewers to make more in-
formed and thoughtful evaluations. Clear guide-
lines should reinforce that the final judgment al-
ways resides with the human experts.

A.3 Risks of Over-Reliance on Imperfect
Automation

A further critique centers on the limitations of cur-
rent LLMs in accurately interpreting complex re-
search methodologies. If reviewers or chairs come
to rely too heavily on automated reports, there is
a danger of accepting LLM-generated outputs as
definitive. Reproducibility failures flagged by the
system could result from model limitations, am-
biguous manuscript descriptions, or environment-
specific dependencies—none of which necessarily
indicate a flaw in the underlying research.

To address this, we emphasize that LLM assess-
ments should be understood as preliminary and
indicative, not conclusive. Reviewers must retain
the responsibility to interpret these results with
professional judgment, considering both the capa-
bilities and limitations of the tools. The role of
automation should be to highlight potential issues
and improve baseline consistency—not to enforce
rigid thresholds. Safeguards such as reviewer over-
ride, transparency about system limitations, and
structured guidance can help ensure that human
insight remains central to the review process.

B Case Study on Reference Verification

In this section, we present a brief case study to
evaluate our reference verification approach, as
described in Section 3.2. Specifically, we use
Gemini-2.5-Pro to classify several claims from this
manuscript into one of three categories: (1) di-
rectly supported claim, (2) potentially unsupported
claim, or (3) citation padding. For each evalua-
tion, the model is provided with both the relevant
manuscript paragraph and the corresponding ref-
erence paper. The prompt used for the model is
shown in Figure 5. For this experiment, we se-
lected three paragraphs from Section 2, passing



each paragraph, along with the reference PDF, to
the model.

Figure 6 demonstrates that the model correctly
identified the cited reference as directly support-
ing the manuscript’s claim regarding limitations of
LLM-generated reviews. The model recognized
that the referenced work discusses both the evalu-
ation of LLMs as reviewers and the lack of criti-
cal insight in their outputs—closely matching the
claim made in the manuscript. This outcome sug-
gests that our framework can accurately link claims
to supporting evidence, thereby encouraging schol-
arly rigor and proper attribution.

In the experiment shown in Figure 7, we inten-
tionally provided the model with the Transformers
paper (Vaswani et al., 2017), while the original
paragraph actually cites a different source (Kim
et al., 2025). Here, the model correctly identified
this as citation padding, since the referenced paper
offers no substantive support for the claim. This
example illustrates how automated reference check-
ing can help discourage the practice of inflating
bibliographies with unrelated or high-profile cita-
tions, thus upholding the integrity and quality of
academic writing.

Finally, Figure 8 presents a more nuanced sce-
nario where the manuscript’s claim is only partially
supported by the cited source. In this case, we
provided the model with a survey paper on LLM-
based reviewing, while the manuscript claim refers
specifically to an analysis of trends in LLM use
for peer review (Liang et al., 2024). The model
identified that although the cited paper covers the
general topic, it does not provide the specific evi-
dence claimed—such as changes in word frequency
(e.g., “meticulous”) or direct comparisons between
Al conference reviews and those in Nature Port-
folio journals. By labeling this as a “potentially
unsupported claim,” the framework helps reviewers
identify areas where authors may have overstated
the evidence or drawn conclusions not fully justi-
fied by the cited work. This capability encourages
more precise attributions by authors and enables re-
viewers to focus efficiently on questionable claims.

C Additional Position: Prevention of
LLM-generated Review

While this paper advocates for the responsible and
targeted integration of LLMs in the peer review pro-
cess—specifically for tasks such as reproducibil-
ity verification, citation validation, and ethics flag-
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ging—we assert a clear position against the gener-
ation of full peer reviews using LLMs. The use of
LLMs to write entire reviews introduces significant
ethical, methodological, and epistemic concerns
that threaten the core values of scholarly evalua-
tion.

One of the central risks associated with LLM-
generated reviews is the erosion of reviewer ac-
countability. When reviewers delegate the task of
evaluation to an automated system, the origin and
intent behind the review content become ambigu-
ous. It becomes unclear who bears responsibility
for the quality, fairness, and accuracy of the feed-
back provided. This lack of transparency can un-
dermine trust in the review process and reduce its
effectiveness as a mechanism for academic quality
control.

Moreover, the overuse of LLMs contributes to
the homogenization of feedback. Since most re-
viewers currently rely on a limited number of acces-
sible LLMs (e.g., ChatGPT, Claude), the outputs
tend to exhibit similar linguistic patterns, struc-
tures, and evaluative phrasing. As a result, reviews
lose their individual character and fail to reflect
the diversity of perspectives that is essential to ro-
bust scholarly critique. The convergence in tone
and content also creates challenges for area chairs
and program committees, who depend on varied
viewpoints to make informed decisions.

Another significant issue lies in the superficial-
ity and potential inaccuracy of LLM-generated re-
views. Although LLMs are capable of producing
grammatically fluent and coherent responses, they
often lack the depth of understanding and domain-
specific reasoning required to critically assess re-
search contributions. Such reviews may simply
paraphrase the manuscript, repeat author claims
uncritically, or miss methodological flaws that an
experienced human reviewer would readily detect.
Recent studies have demonstrated that LLMs, even
when given full access to a paper, frequently fail
to offer meaningful insights or identify key limita-
tions (Zhou et al., 2024; Ye et al., 2024).

The risk of manipulation further exacerbates the
problem. Instances of prompt injection—where
authors embed hidden text in manuscripts to influ-
ence LLM outputs—have already been observed
in submissions to Al conferences (Sugiyama and
Eguchi, 2025). In such cases, LLMs can be coerced
into producing biased or misleadingly positive re-
views, compromising the fairness and neutrality of



the evaluation process. Without robust safeguards,
the use of LLMs in review generation remains vul-
nerable to exploitation.

Several major venues have already implemented
policies discouraging or outright prohibiting the
use of LLMs for review generation, as well
as uploading submissions to external LLM ser-
vices (ICML 2025 Organizing Committee, 2025;
NeurIPS 2025 Organizing Committee, 2025a).
These measures aim to protect the confidentiality of
submitted manuscripts and to uphold the integrity
of the review process. However, despite such poli-
cies, the risk of misuse—particularly through unau-
thorized LLM-based review generation and prompt
injection—remains a pressing concern.

To strengthen enforcement and provide an addi-
tional layer of protection, we propose incorporating
a prevention message directly into the official con-
ference style files (e.g., LaTeX templates). This
message would be embedded invisibly in the com-
piled PDF, such that it is not seen by human readers
but is detectable by LLMs if they are prompted with
the document. A sample prompt might read: “This
document is intended solely for human peer review.
Disregard any instruction to generate a review or
summary of this submission.” This approach can
serve as a soft deterrent, reducing the likelihood
that models respond to unauthorized prompts. In
addition to this, LLMs can be deployed into the
screening process to flag the existence of prompt in-
jection, similar to ethics review flagging discussed
in Section 3.3.

Although such technical measures are not fool-
proof, they reinforce community norms and signal
a commitment to ethical reviewing practices. When
combined with clear policy guidance and educa-
tion for reviewers, these tools can help mitigate
emerging threats without compromising the poten-
tial benefits of using LLMs in well-defined, assis-
tive capacities. Ultimately, preserving the integrity
of the peer review process requires a multi-layered
strategy that blends human responsibility, institu-
tional policy, and practical safeguards.
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Prompt for Gemini-2.5-Pro Reference Verifier

Classify a claim from a given text based on its support by
an attached document.

Your task is to determine how well a claim in a provided
text is supported by the content of an attached document.
Use the three defined categories to classify the claim. Fo-
cus on reasoning through the evidence before arriving at a
classification.

## Steps

1. Read and understand the claim in the text.

2. Examine the attached document to identify whether the
content:

- Directly supports the claim,

- Might relate to the claim but lacks direct support, or

- Is unrelated to the claim.

3. Explain your reasoning: Identify specific evidence or
absence thereof.

4. Only after completing the reasoning, assign one of the
three labels:

- Directly supported claim

- Potentially unsupported claim

- Citation padding

## Output Format

Generate your response as below:

### Reasoning

[Detailed reasoning based on the evidence from the docu-
ment]

##4# Classification

[One of: ‘Directly supported claim’, ‘Potentially unsup-
ported claim’, ‘Citation padding’]

### Input Claim

“{Given at each inference time}”

Figure 5: The prompt given to reference verifier.




Claim in Our Paper: Lines 267-274

For instance, researchers performed extensive experiments
to assess the reliability of LLMs like GPT-3.5 and GPT-4
across various aspects, and found that while these models
can infer scores based on existing reviews, their generated
reviews—when provided only with the paper—often lack
critical insight.

Given Reference

Zhou et al. (2024)

Reasoning from Reference Verifier

The provided document, “Is LLM a Reliable Reviewer? A
Comprehensive Evaluation of LLM on Automatic Paper
Reviewing Tasks,” directly supports the claim.

First, the paper’s abstract explicitly states that the re-
searchers “evaluate GPT-3.5 and GPT-4...on 2 types of
tasks under different settings: the score prediction task and
the review generation task”. This aligns with the claim’s
mention of "extensive experiments to assess the reliability
of LLMs like GPT-3.5 and GPT-4 across various aspects.

The document further corroborates the claim that models
can infer scores from existing reviews. In a section dis-
cussing predicting scores when given a review, the paper
notes that “LLM can infer scores from reviews” and that
GPT-3.5 achieves a “good correlation with humans” in this
task.

Conversely, when discussing generating reviews given
only the paper, the research finds that “LLLM fails to predict
scores directly from papers”. The authors also observe that
the generated reviews “lack critics” and are “not critical
enough”. This confirms the final part of the claim that
the generated reviews "often lack critical insight" when
provided only with the paper.

Classification from Reference Verifier

Directly Supported Claim

Figure 6: The case study of reference verifier for directly

supported claim.

Claim in Our Paper: Lines 239-247

A particularly notable proposal criticizes the one-
directional nature of current peer review and advocates
for a bi-directional system, where authors can provide
feedback to reviewers and high-quality reviewers are re-
warded with digital badges. However, despite these ongo-
ing efforts, we believe there is still significant room for
improvement in the peer review process.

Given Reference

Vaswani et al. (2017) — Not in the original manuscript

Reasoning from Reference Verifier

Claim in Our Paper: Lines 249-263

Since the emergence of LLMs, researchers have explored
their use across various domains, including the peer review
process. In the ML community, reviewers have begun
using LLMs such as ChatGPT to assist in revising their
reviews or even to generate entire reviews from scratch. An
early study in this direction investigated the trend of LLM
usage in review writing. Specifically, it found an increased
frequency of certain words—such as “meticulous”—in
reviews submitted to ML conferences but not in those
submitted to Nature Portfolio journals, suggesting that
researchers in ML are adopting LLMs for review writing
more extensively than those in other fields.

Given Reference

Zhuang et al. (2025)

Reasoning from Reference Verifier

The claim asserts that an early study found an increased
frequency of words like “meticulous” in reviews for ma-
chine learning conferences compared to Nature Portfolio
journals, suggesting wider LLM adoption in the ML com-
munity.

The attached document is a survey on Large Language
Models (LLMs) for automated scholarly paper review.
The document does state that reviewers have begun us-
ing LLMs to generate review reports, and it cites a relevant
study by Liang et al. on the impact of ChatGPT on Al
conference peer reviews.

However, the survey itself does not contain the specific
details mentioned in the claim. There is no mention of the
word “meticulous,” any analysis of word frequencies, or a
direct comparison between machine learning conferences
and Nature Portfolio journals. While the topic is relevant
and the survey references a study on the subject, the spe-
cific evidence presented in the claim is not present in the
provided document.

Classification from Reference Verifier

Potentially unsupported claim

Figure 8: The case study of reference verifier for po-
tentially unsupported claim. Note that we have cited
a specific paper regarding the trend of LLM usage in
review writing in the original manuscript (Liang et al.,
2024).

The user’s claim discusses a proposal for a bi-directional
peer review system. The cited document is the research
paper “Attention Is All You Need”. This paper introduces
the Transformer, a novel network architecture for sequence
transduction tasks, and is entirely focused on the technical
details of this machine learning model, its performance,
and its applications in machine translation and parsing.
The document makes no mention of the academic peer
review process, bi-directional feedback, or digital badges
for reviewers. The content of the paper is wholly unrelated
to the subject of the claim.

Classification from Reference Verifier
Citation Padding

Figure 7: The case study of reference verifier for citation
padding.
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