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Abstract

An excellent emotional dialogue model needs001
to rapidly adapt to new scenarios and perform002
emotion analysis to meet rapidly changing de-003
mands. Therefore, enhancing the model’s zero-004
shot emotion-related capabilities in the dia-005
logue domain has become a new challenge.006
However, current research shows that large lan-007
guage models (LLMs) perform poorly in zero-008
shot emotion-related tasks and the Emotion009
Recognition in Conversations (ERC) task alone010
doesn’t comprehensively reflect the model’s011
emotion understanding capabilities. In this012
paper, we propose an Emotion Perception in013
Conversation (EPC) task, which includes both014
ERC and Emotion Inference in Conversations015
(EIC), to evaluate the model’s emotion percep-016
tion capabilities in dialogue comprehensively.017
We propose an Internal-to-External Chain-of-018
Thought (IoECoT) method for the EPC task.019
This is a plug-and-play method that first ex-020
tracts personality information of the dialogue021
participants from the dialogue history as inter-022
nal factors influencing emotions, and then uses023
the sentiment polarity of the historical utter-024
ances as external factors. Finally, emotions are025
perceived by combining internal and external026
factors. Additionally, we conduct extensive ex-027
periments, and the results show that IoECoT028
significantly outperforms other baselines across029
multiple models and datasets, demonstrating030
that IoECoT effectively enhances the emotion031
perception capabilities of LLMs in zero-shot032
scenarios.033

1 Introduction034

The use of emotional information can effectively035

improve the interaction effect of dialogues and en-036

hance emotional resonance, playing a crucial role037

in guiding the construction of high-quality dialogue038

systems (Liu et al., 2021; Ma et al., 2020). To uti-039

lize emotional information to enhance dialogue sys-040

tems, it is first necessary to analyze the emotions041

Great weather today!

Met an old friend, had a
great chat!

Awesome! Any plans for
the weekend?

The exam will be held
one week earlier.

No problem. It's okay.

One week earlier? What
am I going to do?

Attention, everyone.

Yeah, just strolled in the
park, feeling joyful!

(happy)

(happy)

(happy)

(happy)

Example 1

Bob Jack

Lucy

(neutral)

(neutral)

(neutral)

(anxiety)

Example 2

Figure 1: Two examples showing that emotion feature
and personality.

involved in the dialogue. Researchers have con- 042

ducted extensive explorations in emotion analysis, 043

mainly focusing on two tasks: emotion recogni- 044

tion in conversation (ERC) (Poria et al., 2018) and 045

emotion inference in conversations (EIC) (Li et al., 046

2021a). 047

ERC is a traditional task in the field of Natural 048

Language Processing (NLP), aimed at identifying 049

the emotions of known utterances in dialogue, fo- 050

cusing on current emotional states. In contrast, EIC 051

is an emerging task that aims to infer the emotional 052

reactions of dialogue participants to the utterances, 053

focusing on future emotional states. Previous re- 054

search (Song et al., 2022; Li et al., 2021b) mostly 055

studied these two tasks separately, concentrating on 056

improving the model’s capability in a single aspect, 057

which could lead to a loss of capability in another 058

task. However, a high-quality dialogue system re- 059

quires the model to consider both the current and 060

future emotional states of the users to better serve 061

them. Therefore, drawing on the definition method 062

by (Zhao et al., 2024; Mayer et al., 2001), we re- 063

fined the Emotion Perception task. We merged 064

ERC and EIC into an Emotion Perception in Con- 065

versation (EPC) task to study how to comprehen- 066

sively enhance the model’s ability of emotion. 067

Recently, Large Language Models (LLMs) have 068

demonstrated significant capabilities in a variety 069

of tasks (Zhao et al., 2023) within Natural Lan- 070
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guage Processing (NLP). However, when dealing071

with more complex dialogue texts, researchers have072

found through a series of evaluations (Amin et al.,073

2023; Lian et al., 2024) that LLMs perform poorly074

in emotion analysis and recognition in zero-shot075

settings. Therefore, improving the performance of076

LLMs in zero-shot EPC task has become a new077

challenge. In EPC task, the reasons behind emo-078

tions are diverse (ROLLS, 2005), and solely relying079

on the dialogue context itself is insufficient to fully080

perceive the emotions within it. This brings us to081

our key questions: What information is effective082

for EPC task? How can this information be083

accurately obtained?084

Emotion is characterized by two fundamental085

features: persistence (Mitchell, 2022) and conta-086

giousness (Dimitroff et al., 2017). Persistence per-087

tains to the continuance of emotional states, while088

contagion involves the transmission of an emo-089

tional state among individuals. In dialogue, par-090

ticipants’ emotional states may remain unchanged091

or be influenced by others’ emotions. This his-092

torical emotional state is an external factor in the093

generation of emotions. Therefore, we can obtain094

information about the historical emotional states095

through the dialogue context and use these two096

characteristics of emotions to assist in EPC task.097

Additionally, individuals with different person-098

alities have varying sensitivities to external factor099

stimuli (Genova and Gazzillo, 2018). People with100

different personalities may exhibit different emo-101

tional reactions to the same emotional stimulus102

(Resseguier et al., 2016). Therefore, personality103

information represents an individual’s sensitivity104

to emotional stimuli and is an internal factor in the105

generation of emotions. In Figure 1, in the first ex-106

ample, we can clearly see that Bob’s emotion and107

historical emotional states both belong to positive108

emotions, which is consistent with the characteris-109

tics of emotion. Conversely, in the second example,110

individual Jack demonstrates greater emotional sta-111

bility when faced with stress and challenges, while112

individual Lucy is more inclined to experience emo-113

tions such as anxiety, nervousness, and agitation.114

It is evident that people with different personali-115

ties have varying sensitivities to emotions, and the116

emotions generated in the same scenario also differ.117

Therefore, for the EPC task, historical emotional118

state information and personality information can119

both positively contribute to its effectiveness.120

Secondly, how can we accurately obtain both the121

historical emotional state information and person-122

ality information? Evidence from previous studies 123

(Nguyen et al., 2023) has confirmed that LLMs 124

face fewer challenges in addressing coarse-grained 125

tasks. Therefore, we consider the sentiment po- 126

larity of the historical utterance as the historical 127

emotional states, thus obtaining relatively accurate 128

information about the historical emotional states. 129

In comparison to utilizing fixed personality cat- 130

egories for categorization, incorporating natural 131

language to express personality in LLMs not only 132

minimizes classification errors but also enhances 133

the precision of dialogue information. 134

Human emotions are generated under the com- 135

bined influence of internal and external factors (Im- 136

bir, 2013; Young and Suri, 2019). To achieve this, 137

we utilize the Chain-of-Thought (COT) (Wei et al., 138

2022) to gradually extract these two types of in- 139

formation under zero-shot settings. Following the 140

rules of emotion generation, we primarily consider 141

internal factors and supplement with external fac- 142

tors, combining these two types of information 143

from internal to external. In this way, we can sim- 144

ulate the emotional changes made in response to 145

emotional stimuli represented by the historical emo- 146

tional state (external factors) under the sensitivity 147

dominated by the individual information of the dia- 148

logue participants (internal factors). This approach 149

allows us not only to perceive emotions in the dia- 150

logue from a global perspective but also to ensure 151

that emotion perception has user specificity. 152

In this work, we explore information that can 153

facilitate LLMs in performing EPC tasks under 154

zero-shot conditions. At the same time, the infor- 155

mation is organized using the CoT structure for 156

the EPC task. The contributions of this paper are 157

summarized as follows: 158

• Through extensive exploratory research, we 159

validate the correlation between the emotion 160

and historical emotional state information. 161

Additionally, we demonstrate the high adapt- 162

ability of LLMs in the conversational domain 163

for coarse-grained tasks, utilizing an analysis 164

of statistical dialogue data. 165

• We propose a refined emotion perception 166

task EPC to comprehensively enhance the 167

emotion perception in conversation capabil- 168

ities of LLMs. Based on this task, we in- 169

troduce the Internal-to-External Chain-of- 170

Thought (IoECoT), a plug-and-play prompt- 171

ing method. This method combines personal- 172

ity information and historical emotional state 173
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Evaluation of Emotional Realtion
Dataset Pervasive Personal Proximal Sum Total Proportion
MELD 105 27 17 149 200 0.75
EmoryNLP 40 3 9 52 72 0.72
DailyDialog 532 23 58 613 741 0.83
IEMOCAP 32 5 3 40 51 0.78

Evaluation of Personality
Dataset Score:1 Score:2 Score:3 Score:4 Score:5 Average
MELD 7 / 9 23 / 16 130 / 35 34 / 33 6 / 7 3.05 / 3.13
EmoryNLP 8 / 2 11 / 2 16 / 7 36 / 5 1 / 3 3.15 / 3.10
DailyDialog 41 / 6 57 / 15 200 / 24 396 / 30 47 / 25 3.47 / 3.53
IEMOCAP 5 / 3 10 / 2 15 / 4 15 / 5 6 / 5 3.14 / 3.20

Table 1: Above: Sum represents the total number of dialogues containing the three types of relationships, while
total represents the total number of dialogues in the test dataset. Below: Evaluation results are indicated by the
number of dialogues with the same score. model evaluation results first, followed by human evaluation results.

information in a manner that organizes from174

internal factors influencing emotion genera-175

tion to external factors, thereby improving the176

emotion perception in conversation of LLMs.177

• Furthermore, we conduct extensive experi-178

ments on multiple datasets and base models,179

and the results show that our IoECoT can ef-180

fectively enhance the emotion perception in181

conversation capabilities of LLMs. We dis-182

cuss the potential of LLMs in the field of183

conversational emotions and provide key in-184

sights into EPC tasks under zero-shot condi-185

tions combined with IoECoT.186

2 Related Work187

Emotion Recognition in Conversation ERC, as188

a traditional task related to dialogue emotions,189

mainly focuses on the emotional state of the current190

utterance and has achieved many breakthrough ad-191

vancements through research. When dealing with192

the complex relationships between characters and193

the order of dialogue in conversations, graph struc-194

tures are often used to model the information in-195

teractions within the dialogue (Ghosal et al., 2019;196

Lee and Choi, 2021). Additionally, utilizing com-197

monsense knowledge to understand the dialogue198

context (Zhong et al., 2019) has become a key fo-199

cus in the study of ERC, enabling the acquisition of200

richer contextual information. Recently, with the201

rise of LLMs, researchers have begun to explore the202

use of fine-tuning these large models to build gen-203

erative frameworks (Lei et al., 2023), thereby com-204

prehensively enhancing the performance of ERC.205

Emotion Inference in Conversations EIC, as a206

new task, primarily focuses on the future emotional 207

states of dialogue participants, guiding the genera- 208

tion of dialogue responses that pay more attention 209

to users’ emotions. Currently, researchers employ 210

different methods to generate knowledge of vary- 211

ing granularity (Li et al., 2021a,c) to address issues 212

such as consistency in emotional state responses 213

and knowledge integration strategies. Additionally, 214

some studies are based on LLMs to enhance the 215

relevance between knowledge and dialogue (Wang 216

and Feng, 2023), thereby improving the perfor- 217

mance of EIC. 218

LLMs and CoT The introduction of LLMs has 219

provided new approaches to solving problems in 220

zero-shot settings. Models such as GPT-3 (Brown 221

et al., 2020), ChatGLM3 (Zeng et al., 2022), and 222

LLaMA (Touvron et al., 2023) have achieved re- 223

markable results in reasoning (Xi et al., 2023; Wang 224

et al., 2022) problems. Currently, the construction 225

of prompts and the use of CoT techniques are com- 226

monly adopted. In particular, CoT technology is 227

widely applied to problem-solving in zero-shot set- 228

tings. Depending on the problem-solving perspec- 229

tive, various CoT variants such as TreeCoT (Yao 230

et al., 2023), AutoCoT (Zhang et al., 2022), Meta- 231

CoT (Zou et al., 2023) and THOR (Fei et al., 2023) 232

have emerged. However, these methods are not 233

well-suited for complex dialogue structures. 234

3 Pilot Study 235

3.1 Task Formulation 236

The EPC task consists of two parts: the ERC 237

task, which perceives current emotions, and 238

the EIC task, which perceives future emo- 239
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tions. Given a multi-turn dialogue D =240

[(u1, p1), (u2, p2), · · · , (un, pn), pn+1], where ui241

represents the utterance of the i-th turn, pi repre-242

sents the participant of the i-th turn of the dialogue.243

For the ERC task, what we should do is to pre-244

dict the emotion label ei of utterance ui. For the245

EIC task, we infer the possible emotion reaction246

en+1 of the pn+1, given that the utterance un+1 is247

unknown. We collectively refer to the speaker pi,248

whose discourse is to be identified in the ERC task,249

and the speaker pn+1 is to be inferred in the EIC250

task, as the target individual.251

3.2 Verification Experiment252

In the previous section, we discussed how we can253

leverage the persistence and contagiousness of emo-254

tion, the adaptability of coarse-grained tasks in255

LLMs, and the ability to extract personality from256

dialogue to collect the necessary information for257

emotion inference. In this section, we will present258

a series of experimental arguments to verify three259

conjectures.260

Experiments on Emotional Features In sim-261

pler terms, the persistence and contagiousness of262

emotions indicate that the dialogue participants’263

emotion is influenced by the emotional state in the264

dialogue history. We examine three emotion rela-265

tionships—Pervasive, Personal, and Proximal—to266

determine whether the emotional characteristics af-267

fect the dialogue participants’ emotion in the test268

datasets. As presented in Table 1, Pervasive de-269

notes that the dialogue participants’ emotion aligns270

with the most frequent emotion in the dialogue271

history, Personal denotes that the dialogue partic-272

ipants’ emotion corresponds to their own highest-273

frequency emotion in the dialogue history, and274

Proximal denotes that the dialogue participants’275

emotion aligns with the emotions of other dialogue276

participants in close proximity. We analyze the277

last utterance in the dialogue. When the utterance278

belongs to multiple relationships, we prioritize se-279

lecting a relationship according to the order of Per-280

vasive, Personal, and Proximal. The results in the281

table clearly demonstrate that dialogues adhering to282

the three emotional relationships of emotional per-283

sistence and contagiousness constitute over 70% of284

each dataset. This highlights the significant role of285

emotional state information in the dialogue history,286

enabling the model to comprehend the dialogue.287

Comparison of Task Adaptability We perform288

experiments on two different granularity tasks,289

namely coarse-grained polarity classification and290

MELD EmoryNLP DailyDialog IEMOCAP
1.0%

10.0%

30.0%

50.0%

70.0%

90.0%

99.0%

Accuracy Comparison

Polarity

Emotion

Figure 2: Comparison of Task Adaptability. The experi-
mental framework involves using GPT3.5 as the basis,
and conducting experiments on four datasets, with ac-
curacy serving as the evaluation metric. The results of
polarity classification are represented in blue, while the
results of emotion classification are indicated in orange.

fine-grained emotion classification. The polar- 291

ity classification task involves categorizing utter- 292

ances into neutral, positive, and negative categories, 293

while the emotion classification task entails cate- 294

gorizing utterances into either 7 or 10 categories 295

depending on the dataset. The accuracy of the 296

coarse-grained task on each dataset is significantly 297

higher than that of the fine-grained task, as depicted 298

in Figure 2. This result demonstrates the strong 299

adaptability of LLMs in classifying dialogues at a 300

coarse-grained level. Consequently, we consider 301

the polarity of dialogue history utterances as the his- 302

torical emotional state information. This approach 303

helps to reduce errors in emotion perception caused 304

by inaccurate historical emotional states. 305

Evaluation of Personality in Dialogues To as- 306

sess the level of personality portrayed in the dia- 307

logues, we utilize GPT-3.5 as an evaluator to quan- 308

tify the extent of personality embodiment. This 309

evaluation ensures that the model can extract rele- 310

vant and significant personality information from 311

the dataset dialogues. The scored rating ranges 312

from one to five, with higher scores indicating 313

a stronger reflection of the speaker’s personality. 314

Conversely, lower scores suggest the presence of 315

more meaningless utterances that fail to capture 316

the speaker’s personality traits. At the same time, 317

to verify the reliability of the model’s evaluation, 318

we select three volunteers to manually score a sub- 319

set of the dataset in the same manner. According 320

to Table 1, the datasets contain a majority of con- 321

versations with scores of 3 and 4. Additionally, 322
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IoECoT

1. Joey: Really? You'd-you'd do that for me?!
2. Ross: Yeah!
3. Joey: Thanks!
4. Ross: All right, we'll start off slow. The only thing
you have to do tonight is come up with the name of
your main character.
5. Joey: Done!
6. Ross: And it can't be Joey.
7. Joey: It's not.
8. Ross: Or Joseph.

Joey is a determined and eager person

1. Joey: positive
2. Ross: positive
3. Joey: positive
4. Ross: neutral
5. Joey: positive
6. Ross: neutral
7. Joey: neutral
8. Ross: neutral
9. Joey:

1. Joey is excited about the project. He has
always been eager to contribute and shows
interest in the topics being discussed.

2. In addition, Joy indicated that he was ready
and willing to start working on the project.

3. Therefore, it can be inferred that Joy is
confident in this project and is firm at this time.

Step 1

Step 3

Step 2

ERC: The emotion label for Joey's
utterance is: Neutral

EIC: The emotion label for Joey's next
utterance is: Neutral

Step 4

Step 4

Personality Information
Extraction Personality Analysis

Historical Emotional State
Extraction

Emotion Perception

Dialogue History

Step 2: Let’s think
step by step

EIC: Please give
the emotion label of
the next utterance

Step 1: Give the
description of A’s
personality

Step 3:Please judge the
emotional polarity of each
utterance

IoECoT

ERC: Please give the
emotion label of [ui]

Step 4

Figure 3: Framework of IoECoT and an examples of IoECoT.

the average evaluation scores for each dataset are323

above 3.0. These evaluation results indicate that324

the dialogues in the dataset contain a relatively rich325

amount of personality information, which aligns326

with our goal of extracting personality traits. Fur-327

thermore, the model evaluation results are close to328

the manual evaluation results, proving the validity329

of the model evaluation results.330

4 Methodology331

In this section, we will introduce the Internal-to-332

External Chain-of-Thought framework. The frame-333

work, as depicted in Figure 3, comprises four334

steps: personality information extraction, person-335

ality analysis, historical emotional state extraction,336

and emotion perception. We will now provide a337

detailed description of how IoECoT facilitates emo-338

tion perception from internal to external.339

4.1 Personality Information Extraction340

Dialogues typically involve multiple participants,341

and if these participants are not clearly distin-342

guished, the model will struggle to accurately iden-343

tify the information relevant to the target individual.344

To address this issue, the dialogue history is stan-345

dardized in the form of “speaker name: utterance”.346

This standardization ensures that the model can347

effectively locate the utterances pertaining to the348

target individual. Research has demonstrated that349

LLMs are more susceptible to errors when gen-350

erating lengthy output (Huang et al., 2023). To 351

address this issue, we employ a restriction that re- 352

quires generating “the most accurate, one-sentence 353

short description”. This approach promotes the 354

generation of concise and accurate personality ex- 355

pressions. LLMs receive a uniformly formatted 356

dialogue history as input. Prompts containing the 357

target individual’s name and task requirements are 358

provided, allowing the model to generate a natural 359

language representation of the target individual’s 360

personality based on the dialogue history. 361

4.2 Personality Analysis 362

To leverage the usefulness of personality informa- 363

tion, we conduct an analysis of the acquired person- 364

ality representation. Direct utilization of the person- 365

ality representation cannot fully capture the target 366

individual’s emotional sensitivity in the context of 367

the ongoing dialogue scenario. Thus, we draw in- 368

spiration from previous work (Kojima et al., 2022) 369

and employ the strategy of “Let’s think step by step” 370

to interpret the personality information. The model 371

receives a combination of dialogue and personality 372

information, enabling the LLMs to provide a step- 373

by-step explanation of how the addressee, with a 374

particular personality, is influenced by the events 375

unfolding in the dialogue context. Through a two- 376

step process of personality information extraction 377

and interpretation, the model gains an in-depth un- 378

derstanding of the internal factors that generate 379
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Method
MELD EmoryNLP DailyDialog IEMOCAP

w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1

ChatGLM3

Direct Prompt 38.97 / 26.03 22.04 / 16.70 20.69 / 17.78 15.34 / 13.25
CoT 28.54 / 16.14 12.76 / 11.04 18.07 / 13.80 7.64 / 6.75
Plan-and-Solve 30.37 / 16.23 6.57 / 4.66 12.85 / 6.90 10.33 / 9.91
IoECoT 40.25 / 22.78 23.42 / 17.20 29.97 / 20.23 21.69 / 18.10

GPT3.5

Direct Prompt 43.80 / 38.98 31.93 / 25.55 29.55 / 16.95 21.35 / 19.28
CoT 39.32 / 30.34 25.45 / 21.67 42.62 / 19.10 13.53 / 11.38
Plan-and-Solve 39.65 / 30.77 25.96 / 21.54 40.48 / 20.68 11.84 / 9.76
IoECoT 57.15 / 50.91 34.26 / 27.38 45.33 / 22.64 23.61 / 20.77

Claude-3

Direct Prompt 41.31 / 48.24 25.01 / 19.59 30.65 / 13.87 16.27 / 14.82
CoT 27.97 / 30.74 27.29 / 23.91 23.46 / 16.21 13.76 / 13.49
Plan-and-Solve 32.37 / 27.55 22.78 / 17.68 18.15 / 17.87 5.72 / 5.68
IoECoT 54.61 / 45.35 31.03 / 25.00 39.82 / 21.58 20.65 / 18.73

Mixtral

Direct Prompt 42.03 / 33.19 22.96 / 20.23 46.83 / 24.27 18.04 / 16.33
CoT 43.96 / 36.07 22.59 / 21.87 37.40 / 27.66 7.00 / 7.14
Plan-and-Solve 34.22 / 26.12 28.45 / 25.24 31.64 / 28.08 12.82 / 12.99
IoECoT 59.01 / 48.05 32.69 / 27.79 59.76 / 37.55 22.48 / 20.92

Table 2: The main results of IoECoT performing the ERC task on the test sets of four datasets. In the results, w-F1
represents the weighted F1 score, and m-F1 represents the macro F1 score. The best results are highlighted in bold.

emotions in the target individuals and obtains the380

sensitivity of the target individuals to emotional381

influences in each dialogue history scenario.382

4.3 Historical Emotional State Extraction383

The third step involves extracting the emotional384

states from the dialogue history. As previously385

mentioned, the historical utterances are classified386

based on their coarse-grained polarity. Each utter-387

ance is categorized as neutral, positive, or negative,388

and recorded in the format “speaker name: polar-389

ity”. As the intensity of emotional affect is influ-390

enced by the dialogue interval, the proximity of391

utterances to each other correlates with the strength392

of the affect. To ensure an accurate representation393

of the intensity of affective influence, the senti-394

ment results of all dialogue history utterances were395

arranged in the order of the conducted dialogues.396

Through this step, the model obtains the historical397

emotional states of external factors that generate398

emotions and acquires information on emotional399

stimuli in each dialogue history scenario.400

4.4 Emotion Perception401

Through the previous steps, the model acquires402

internal and external factors. Starting from the403

internal factors, LLMs analyze emotional stimuli404

in historical scenarios, which are external factors,405

according to the sequence of the dialogue. This406

analysis is guided by personality information and407

considers the emotional sensitivity of the target in- 408

dividuals, thus perceiving their emotional changes. 409

Finally, the model derives the results of emotion 410

perception. 411

In Figure 3, we illustrate an example that demon- 412

strates the enhancement of EPC performance 413

through IoECoT in a real task. We highlight task- 414

relevant information in blue. Initially, we standard- 415

ize the dataset by converting the eight utterances in 416

the conversation into the format of “speaker name: 417

utterance”. Subsequently, we input them into the 418

model. The initial step involves extracting the per- 419

sonality information of the target individual, Joey. 420

The extracted result indicates that Joey is a de- 421

termined individual. Based on this information, 422

we can preliminarily infer that Joey’s emotion is 423

resistant to change and tends to be emotionally 424

persistent. The second step of personality analy- 425

sis, combinings the dialogue context to determine 426

Joey’s sensitivity to emotional stimuli in the histori- 427

cal dialogue scenario. After two intermediate steps, 428

we can conclude that “is firm at this time.” There- 429

fore, Joey’s emotions are not easily influenced in 430

the historical dialogue scenario. The third step in- 431

volves extracting the polarity of the utterance as 432

historical emotional state information. The histor- 433

ical emotional state indicates that the emotion of 434

the dialogue has shifted from previously positive 435

to a neutral state, with emotional stimuli being not 436
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Method
MELD EmoryNLP DailyDialog IEMOCAP

w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1

ChatGLM3

Direct Prompt 29.75 / 12.64 15.84 / 10.64 18.00 / 11.52 6.00 / 6.47
CoT 30.01 / 11.22 11.29 / 6.96 14.08 / 14.10 7.35 / 9.04
Plan-and-Solve 31.43 / 13.67 12.30 / 7.60 17.92 / 16.33 9.03 / 10.07
IoECoT 35.11 / 16.70 17.29 / 11.75 55.51 / 21.64 12.70 / 13.69

GPT3.5

Direct Prompt 26.85 / 14.59 12.17 / 8.76 40.16 / 13.05 11.68 / 9.02
CoT 33.44 / 13.86 8.99 / 5.44 43.22 / 15.24 7.91 / 7.14
Plan-and-Solve 34.12 / 12.96 12.43 / 7.84 41.35 / 15.47 7.42 / 7.28
IoECoT 35.44 / 21.58 14.56 / 11.35 48.69 / 17.92 12.98 / 12.20

Claude-3

Direct Prompt 16.77 / 13.60 15.91 / 10.68 26.52 / 17.48 17.53 / 15.70
CoT 18.92 / 18.07 14.74 / 11.52 18.03 / 12.16 11.41 / 10.57
Plan-and-Solve 18.36 / 21.64 18.05 / 14.08 22.15 / 21.27 19.00 / 15.71
IoECoT 20.35 / 22.26 20.31 / 16.09 30.58 / 21.62 27.84 / 24.72

Mixtral

Direct Prompt 32.92 / 18.76 18.58 / 15.00 29.86 / 20.22 11.57 / 8.91
CoT 26.69 / 18.70 18.67 / 13.57 18.21 / 19.30 9.58 / 7.65
Plan-and-Solve 28.45 / 18.85 17.08 / 13.49 15.93 / 18.22 13.37 / 12.17
IoECoT 33.33 / 23.62 24.47 / 23.13 44.06 / 27.80 22.82 / 17.28

Table 3: The main results of IoECoT performing the EIC task on the test sets of four datasets. In the results, w-F1
represents the weighted F1 score, and m-F1 represents the macro F1 score. The best results are highlighted in bold.

strong. Combined with personality information,437

Joey tends to maintain his own emotions. After ob-438

taining the key information, the model analyzes the439

two tasks of EPC. For the ERC task, it determines440

the emotion of Joey’s utterance as neutral based on441

his utterance. For the EIC task, in the unknown of442

an utterance, it judges Joey’s possible emotional443

reaction to be neutral.444

5 Experiment445

5.1 Datasets446

We mainly evaluate our model on four commonly447

used public dialogue datasets. MELD (Poria448

et al., 2018) is a multimodal dialogue dataset449

collected from Friends, containing seven emo-450

tions. Each dialogue involves multiple participants.451

EmoryNLP (Zahiri and Choi, 2018), also collected452

from Friends, focuses on pure text dialogues and453

uses a different emotion annotation method than the454

MELD dataset, containing seven emotions. IEMO-455

CAP (Busso et al., 2008) is a multimodal dialogue456

dataset with a large number of dialogue turns, in-457

cluding nine emotions. Each dialogue involves458

two speakers. DailyDialog (Li et al., 2017) is a459

multi-round dialogue text dataset collected from460

various English dialogue practice content on En-461

glish learning websites, including seven emotions.462

On average, each dialogue consists of eight turns.463

5.2 Baselines and Models 464

We compared our proposed method with the ex- 465

isting zero-shot chain-of-thought approach. Di- 466

rect Prompt: The use of natural language as a di- 467

rect prompt for LLMs to accomplish specific tasks. 468

CoT (Wei et al., 2022): The phrase “Let’s think 469

step by step” served as guidance for the LLMs to 470

generate a sequence of intermediate steps automat- 471

ically. This process enabled them to ultimately ac- 472

complish the intended task using the provided rea- 473

soning steps. Plan-and-Solve (Wang et al., 2023): 474

It instructs LLMs to develop a problem-solving 475

plan by using the prompt “Let’s first understand 476

the problem and devise a plan to solve it.” Subse- 477

quently, LLMs are guided to execute the plan and 478

solve the problem step by step. 479

We utilize ChatGLM3-6B (Du et al., 2022), GPT- 480

3.5 1, Claude-3 2, and Mixtral 8x7B (Jiang et al., 481

2024) as baseline models. In our study, we utilize 482

weighted F1 and Macro F1 as evaluation metrics. 483

We set the temperature to 0 to ensure deterministic 484

output. The experimental results are reported by 485

computing the mean values over five runs. 486

5.3 Main Results 487

Table 2 and Table 3 present the performance of 488

IoECoT in the two sub-tasks of EPC. The evalua- 489

1https://openai.com/chatgpt
2https://www.anthropic.com/claude
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Method
MELD EmoryNLP DailyDialog IEMOCAP

w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1 w-F1 / m-F1

ERC
IoECoT 57.15 / 50.91 34.26 / 27.38 45.33 / 22.64 23.61 / 20.77
w/o personality 48.62 / 46.33 30.36 / 29.15 40.25 / 19.32 21.69 / 19.60
w/o emotional state 50.32 / 46.22 31.44 / 29.36 39.03 / 20.12 21.57 / 18.13

EIC
IoECoT 35.44 / 21.58 14.56 / 11.35 48.69 / 17.92 12.98 / 12.20
w/o personality 33.21 / 19.57 11.47 / 11.26 47.28 / 19.30 10.24 / 11.02
w/o emotional state 34.64 / 20.90 11.55 / 7.08 48.03 / 20.44 11.95 / 11.35

Table 4: Ablation study on the four datasets. For the ablation studies, we selected complete samples from four
datasets. We utilized the GPT-3.5 as baseline model. The best results are in bold.

tion results across four datasets show that IoECoT490

achieves the State-of-the-Art (SOTA) in weighted-491

F1 metrics across all datasets. Notably, it out-492

performs the strongest baseline method, Plan-and-493

solve, by a minimum of two percentage points on494

each dataset and exhibits a robust zero-shot capabil-495

ity. In the meantime, IoECoT demonstrates its abil-496

ity to outperform other CoT methods on all models.497

This indicates that IoECoT exhibits a robust gen-498

eralization capability across both the datasets and499

the models. The experimental results showcase the500

effectiveness of our proposed IoECoT framework501

in extracting information that enhances dialogue502

comprehension. Moreover, our framework adeptly503

organizes and utilizes this information to facilitate504

accurate EPC.505

Moreover, it can be observed that IoECoT has506

achieved varying degrees of improvement across507

different datasets. This is because we employ a508

diverse range of dialogue datasets, which exhibit509

significant differences in dialogue scenarios, the510

number of emotion categories, dialogue turns, and511

the number of participants. These variations have512

led to different degrees of improvement. This also513

demonstrates that our IoECoT can adapt to com-514

plex and changing demands, showcasing good gen-515

eralizability.516

5.4 Ablation Study517

Table 4 showcases the results of our ablation exper-518

iments on four datasets, utilizing GPT-3.5 as the519

underlying model. Through these experiments, we520

observe that the model’s capacity is significantly521

diminished when both historical emotional state in-522

formation and personality information are removed.523

This is because when only historical emotional524

states are considered, it results in the lack of inter-525

nal factors that generate emotions. Consequently,526

the model’s perception of emotions is governed527

by historical emotional states, making it impossi-528

ble to determine the target individual’s sensitivity 529

to external factors, leading to errors in perception. 530

Similarly, When only personality information is 531

considered, it results in the lack of external factors 532

that generate emotions. This weakens the model’s 533

understanding of external influences, binding emo- 534

tions to personality and making them independent 535

of historical emotional states, which is clearly in- 536

consistent with human cognition. Therefore, only 537

by allowing historical emotional state information 538

and personality information to work together, en- 539

abling the model to gradually analyze the target 540

individual’s emotional sensitivity and emotional 541

stimuli in the order of the dialogue, and reasoning 542

the evolution of emotions from internal factors to 543

external factors based on the information, can the 544

performance of the model’s emotion perception be 545

improved. 546

6 Conclusion 547

In this paper, we introduce a novel chain-of-thought 548

framework called IoECoT. Our framework aims to 549

integrate and leverage emotional state information 550

from dialogue history in combination with person- 551

ality information, using an internal-to-external ap- 552

proach for information integration. Experimental 553

results demonstrate that our proposed framework 554

significantly enhances the ability of emotion per- 555

ception in conversation, particularly in zero-shot 556

scenario. We conduct a series of validation experi- 557

ments to investigate the properties related to emo- 558

tions and to showcase the extensive adaptability of 559

LLMs in coarse-grained tasks. The effectiveness 560

of the IoECoT demonstrates that incorporating his- 561

torical emotional state information and personality 562

traits contributes to the understanding of dialogue. 563

This finding establishes a robust foundation for fur- 564

ther research in the field of dialogue understanding. 565
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7 Limitations566

In this section, we acknowledge the following con-567

straints in our study: (1) Our current exploration568

of the factors influencing emotions remains incom-569

plete, and during the process of reasoning, new570

scenarios frequently arise, rendering the informa-571

tion we have gathered insufficient to support effec-572

tive reasoning. Therefore, the next phase of our573

research aims to study the intrinsic mechanisms574

of emotion generation. (2) Despite our numerous575

attempts to mitigate the issue of instruction non-576

compliance in LLMs, instances still arise where the577

generated content is irrelevant, posing a hindrance578

to effective perception. Therefore, resolving the579

problem of instruction noncompliance in LLMs,580

alongside addressing phantom issues, will greatly581

enhance the performance of our model.582

8 Ethics Statement583

During the utilization of LLMs, we diligently scru-584

tinize the prompts to safeguard against the gener-585

ation of discriminatory and biased content. Addi-586

tionally, while our models display proficiency in587

reasoning about human emotional responses, they588

do not actively intervene in human emotional com-589

munication.590
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A Manual Evaluation892

The manual evaluation experiments in this study893

are conducted by two graduate students special-894

izing in dialogue. They possess not only good895

English reading skills but also an in-depth under-896

standing of the field, ensuring an accurate assess-897

ment of whether the dialogues contain personality.898

Additionally, these graduate students underwent899

relevant training before the evaluation to standard-900

ize the assessment criteria, ensuring the reliability901

and consistency of the evaluation results. Their902

professional background and evaluation capabili-903

ties provide a solid foundation for this research,904

guaranteeing the accuracy and credibility of the905

experimental results.906

B Templates907

Figure 4 and Figure 5 illustrate the prompt tem-908

plates used in executing ERC and EIC tasks. The909

model gradually generates the required key infor-910

mation through these prompts, processes it for911

memory retention, and ultimately achieves the task912

results.

[Personality Information Extraction]
Give the most accurate one-sentence short description
of [target individual]’s personality in the context of
[target individual]’s utterances in the history of the
dialogue.

[Personality Analysis]
Recognizing the emotion of [utterance] based on the
personality of [target individual]. Let’s explain step by
step.

[Historical Emotional State Extraction]
Please judge the sentiment polarity of each utterance in
the dialog history, noting that you can only choose from
the following three categories [neutral, negative,
positive].

[Emotion Perception]
Please give the emotion label of the [utterance] can only
be chosen from [emotion candidates] and do not give the
explanation.

Figure 4: Templates of ERC Task.
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[Personality Information Extraction]
Give the most accurate one-sentence short description
of [target individual]’s personality in the context of
[target individual]’s utterances in the history of the
dialogue.

[Personality Analysis]
Complete an emotion inference task to predict the
emotion of speaker [target individual] in the next
utterance of the dialogue, make inferences based on
[target individual]’s personality. Let’s explain step by
step.

[Historical Emotional State Extraction]
Please judge the sentiment polarity of each utterance in
the dialog history, noting that you can only choose from
the following three categories [neutral, negative,
positive].

[Emotion Perception]
Please give the emotion label of the next utterance can
only be chosen from [emotion candidates] and do not
give the explanation.

Figure 5: Templates of EIC Task.
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