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Abstract

An excellent emotional dialogue model needs
to rapidly adapt to new scenarios and perform
emotion analysis to meet rapidly changing de-
mands. Therefore, enhancing the model’s zero-
shot emotion-related capabilities in the dia-
logue domain has become a new challenge.
However, current research shows that large lan-
guage models (LLMs) perform poorly in zero-
shot emotion-related tasks and the Emotion
Recognition in Conversations (ERC) task alone
doesn’t comprehensively reflect the model’s
emotion understanding capabilities. In this
paper, we propose an Emotion Perception in
Conversation (EPC) task, which includes both
ERC and Emotion Inference in Conversations
(EIC), to evaluate the model’s emotion percep-
tion capabilities in dialogue comprehensively.
We propose an Internal-to-External Chain-of-
Thought (IoECoT) method for the EPC task.
This is a plug-and-play method that first ex-
tracts personality information of the dialogue
participants from the dialogue history as inter-
nal factors influencing emotions, and then uses
the sentiment polarity of the historical utter-
ances as external factors. Finally, emotions are
perceived by combining internal and external
factors. Additionally, we conduct extensive ex-
periments, and the results show that IoECoT
significantly outperforms other baselines across
multiple models and datasets, demonstrating
that IoECoT effectively enhances the emotion
perception capabilities of LLMs in zero-shot
scenarios.

1 Introduction

The use of emotional information can effectively
improve the interaction effect of dialogues and en-
hance emotional resonance, playing a crucial role
in guiding the construction of high-quality dialogue
systems (Liu et al., 2021; Ma et al., 2020). To uti-
lize emotional information to enhance dialogue sys-
tems, it is first necessary to analyze the emotions
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involved in the dialogue. Researchers have con-
ducted extensive explorations in emotion analysis,
mainly focusing on two tasks: emotion recogni-
tion in conversation (ERC) (Poria et al., 2018) and
emotion inference in conversations (EIC) (Li et al.,
2021a).

ERC is a traditional task in the field of Natural
Language Processing (NLP), aimed at identifying
the emotions of known utterances in dialogue, fo-
cusing on current emotional states. In contrast, EIC
is an emerging task that aims to infer the emotional
reactions of dialogue participants to the utterances,
focusing on future emotional states. Previous re-
search (Song et al., 2022; Li et al., 2021b) mostly
studied these two tasks separately, concentrating on
improving the model’s capability in a single aspect,
which could lead to a loss of capability in another
task. However, a high-quality dialogue system re-
quires the model to consider both the current and
future emotional states of the users to better serve
them. Therefore, drawing on the definition method
by (Zhao et al., 2024; Mayer et al., 2001), we re-
fined the Emotion Perception task. We merged
ERC and EIC into an Emotion Perception in Con-
versation (EPC) task to study how to comprehen-
sively enhance the model’s ability of emotion.

Recently, Large Language Models (LLMs) have
demonstrated significant capabilities in a variety
of tasks (Zhao et al., 2023) within Natural Lan-



guage Processing (NLP). However, when dealing
with more complex dialogue texts, researchers have
found through a series of evaluations (Amin et al.,
2023; Lian et al., 2024) that LLMs perform poorly
in emotion analysis and recognition in zero-shot
settings. Therefore, improving the performance of
LLMs in zero-shot EPC task has become a new
challenge. In EPC task, the reasons behind emo-
tions are diverse (ROLLS, 2005), and solely relying
on the dialogue context itself is insufficient to fully
perceive the emotions within it. This brings us to
our key questions: What information is effective
for EPC task? How can this information be
accurately obtained?

Emotion is characterized by two fundamental
features: persistence (Mitchell, 2022) and conta-
giousness (Dimitroff et al., 2017). Persistence per-
tains to the continuance of emotional states, while
contagion involves the transmission of an emo-
tional state among individuals. In dialogue, par-
ticipants’ emotional states may remain unchanged
or be influenced by others’ emotions. This his-
torical emotional state is an external factor in the
generation of emotions. Therefore, we can obtain
information about the historical emotional states
through the dialogue context and use these two
characteristics of emotions to assist in EPC task.

Additionally, individuals with different person-
alities have varying sensitivities to external factor
stimuli (Genova and Gazzillo, 2018). People with
different personalities may exhibit different emo-
tional reactions to the same emotional stimulus
(Resseguier et al., 2016). Therefore, personality
information represents an individual’s sensitivity
to emotional stimuli and is an internal factor in the
generation of emotions. In Figure 1, in the first ex-
ample, we can clearly see that Bob’s emotion and
historical emotional states both belong to positive
emotions, which is consistent with the characteris-
tics of emotion. Conversely, in the second example,
individual Jack demonstrates greater emotional sta-
bility when faced with stress and challenges, while
individual Lucy is more inclined to experience emo-
tions such as anxiety, nervousness, and agitation.
It is evident that people with different personali-
ties have varying sensitivities to emotions, and the
emotions generated in the same scenario also differ.
Therefore, for the EPC task, historical emotional
state information and personality information can
both positively contribute to its effectiveness.

Secondly, how can we accurately obtain both the
historical emotional state information and person-

ality information? Evidence from previous studies
(Nguyen et al., 2023) has confirmed that LLMs
face fewer challenges in addressing coarse-grained
tasks. Therefore, we consider the sentiment po-
larity of the historical utterance as the historical
emotional states, thus obtaining relatively accurate
information about the historical emotional states.
In comparison to utilizing fixed personality cat-
egories for categorization, incorporating natural
language to express personality in LLMs not only
minimizes classification errors but also enhances
the precision of dialogue information.

Human emotions are generated under the com-
bined influence of internal and external factors (Im-
bir, 2013; Young and Suri, 2019). To achieve this,
we utilize the Chain-of-Thought (COT) (Wei et al.,
2022) to gradually extract these two types of in-
formation under zero-shot settings. Following the
rules of emotion generation, we primarily consider
internal factors and supplement with external fac-
tors, combining these two types of information
from internal to external. In this way, we can sim-
ulate the emotional changes made in response to
emotional stimuli represented by the historical emo-
tional state (external factors) under the sensitivity
dominated by the individual information of the dia-
logue participants (internal factors). This approach
allows us not only to perceive emotions in the dia-
logue from a global perspective but also to ensure
that emotion perception has user specificity.

In this work, we explore information that can
facilitate LLMs in performing EPC tasks under
zero-shot conditions. At the same time, the infor-
mation is organized using the CoT structure for
the EPC task. The contributions of this paper are
summarized as follows:

* Through extensive exploratory research, we
validate the correlation between the emotion
and historical emotional state information.
Additionally, we demonstrate the high adapt-
ability of LLMs in the conversational domain
for coarse-grained tasks, utilizing an analysis
of statistical dialogue data.

* We propose a refined emotion perception
task EPC to comprehensively enhance the
emotion perception in conversation capabil-
ities of LLMs. Based on this task, we in-
troduce the Internal-to-External Chain-of-
Thought (IoECoT), a plug-and-play prompt-
ing method. This method combines personal-
ity information and historical emotional state



Evaluation of Emotional Realtion

Dataset Pervasive Personal Proximal Sum Total  Proportion
MELD 105 27 17 149 200 0.75
EmoryNLP 40 3 9 52 72 0.72
DailyDialog 532 23 58 613 741 0.83
IEMOCAP 32 5 3 40 51 0.78
Evaluation of Personality

Dataset Score:1 Score:2  Score:3  Score:4 Score:5  Average
MELD 719 23/16  130/35 34/33 6/7 3.05/3.13
EmoryNLP 8/2 11/2 16/7 36/5 1/3  3.15/3.10
DailyDialog 41/6 57715 200/24 396/30 47/25 3.47/3.53
IEMOCAP 5/3 10/2 15/4 1575 6/5 3.14/3.20

Table 1: Above: Sum represents the total number of dialogues containing the three types of relationships, while
total represents the total number of dialogues in the test dataset. Below: Evaluation results are indicated by the
number of dialogues with the same score. model evaluation results first, followed by human evaluation results.

information in a manner that organizes from
internal factors influencing emotion genera-
tion to external factors, thereby improving the
emotion perception in conversation of LLMs.

* Furthermore, we conduct extensive experi-
ments on multiple datasets and base models,
and the results show that our IoECoT can ef-
fectively enhance the emotion perception in
conversation capabilities of LL.Ms. We dis-
cuss the potential of LLMs in the field of
conversational emotions and provide key in-
sights into EPC tasks under zero-shot condi-
tions combined with [oECoT.

2 Related Work

Emotion Recognition in Conversation ERC, as
a traditional task related to dialogue emotions,
mainly focuses on the emotional state of the current
utterance and has achieved many breakthrough ad-
vancements through research. When dealing with
the complex relationships between characters and
the order of dialogue in conversations, graph struc-
tures are often used to model the information in-
teractions within the dialogue (Ghosal et al., 2019;
Lee and Choi, 2021). Additionally, utilizing com-
monsense knowledge to understand the dialogue
context (Zhong et al., 2019) has become a key fo-
cus in the study of ERC, enabling the acquisition of
richer contextual information. Recently, with the
rise of LLMs, researchers have begun to explore the
use of fine-tuning these large models to build gen-
erative frameworks (Lei et al., 2023), thereby com-
prehensively enhancing the performance of ERC.
Emotion Inference in Conversations EIC, as a

new task, primarily focuses on the future emotional
states of dialogue participants, guiding the genera-
tion of dialogue responses that pay more attention
to users’ emotions. Currently, researchers employ
different methods to generate knowledge of vary-
ing granularity (Li et al., 2021a,c) to address issues
such as consistency in emotional state responses
and knowledge integration strategies. Additionally,
some studies are based on LLMs to enhance the
relevance between knowledge and dialogue (Wang
and Feng, 2023), thereby improving the perfor-
mance of EIC.

LLMs and CoT The introduction of LLMs has
provided new approaches to solving problems in
zero-shot settings. Models such as GPT-3 (Brown
et al., 2020), ChatGLM3 (Zeng et al., 2022), and
LLaMA (Touvron et al., 2023) have achieved re-
markable results in reasoning (Xi et al., 2023; Wang
et al., 2022) problems. Currently, the construction
of prompts and the use of CoT techniques are com-
monly adopted. In particular, CoT technology is
widely applied to problem-solving in zero-shot set-
tings. Depending on the problem-solving perspec-
tive, various CoT variants such as TreeCoT (Yao
et al., 2023), AutoCoT (Zhang et al., 2022), Meta-
CoT (Zou et al., 2023) and THOR (Fei et al., 2023)
have emerged. However, these methods are not
well-suited for complex dialogue structures.

3 Pilot Study

3.1 Task Formulation

The EPC task consists of two parts: the ERC
task, which perceives current emotions, and
the EIC task, which perceives future emo-



tions.  Given a multi-turn dialogue D =
[(u1,p1), (u2,p2), -, (Un,Pn), Pny1], Where u;
represents the utterance of the i-th turn, p; repre-
sents the participant of the i-th turn of the dialogue.
For the ERC task, what we should do is to pre-
dict the emotion label e; of utterance wu;. For the
EIC task, we infer the possible emotion reaction
en+1 of the p,, 11, given that the utterance w41 is
unknown. We collectively refer to the speaker p;,
whose discourse is to be identified in the ERC task,
and the speaker p,, 11 is to be inferred in the EIC
task, as the target individual.

3.2 Verification Experiment

In the previous section, we discussed how we can
leverage the persistence and contagiousness of emo-
tion, the adaptability of coarse-grained tasks in
LLMs, and the ability to extract personality from
dialogue to collect the necessary information for
emotion inference. In this section, we will present
a series of experimental arguments to verify three
conjectures.

Experiments on Emotional Features In sim-
pler terms, the persistence and contagiousness of
emotions indicate that the dialogue participants’
emotion is influenced by the emotional state in the
dialogue history. We examine three emotion rela-
tionships—Pervasive, Personal, and Proximal—to
determine whether the emotional characteristics af-
fect the dialogue participants’ emotion in the test
datasets. As presented in Table 1, Pervasive de-
notes that the dialogue participants’ emotion aligns
with the most frequent emotion in the dialogue
history, Personal denotes that the dialogue partic-
ipants’ emotion corresponds to their own highest-
frequency emotion in the dialogue history, and
Proximal denotes that the dialogue participants’
emotion aligns with the emotions of other dialogue
participants in close proximity. We analyze the
last utterance in the dialogue. When the utterance
belongs to multiple relationships, we prioritize se-
lecting a relationship according to the order of Per-
vasive, Personal, and Proximal. The results in the
table clearly demonstrate that dialogues adhering to
the three emotional relationships of emotional per-
sistence and contagiousness constitute over 70% of
each dataset. This highlights the significant role of
emotional state information in the dialogue history,
enabling the model to comprehend the dialogue.

Comparison of Task Adaptability We perform
experiments on two different granularity tasks,
namely coarse-grained polarity classification and
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Figure 2: Comparison of Task Adaptability. The experi-
mental framework involves using GPT3.5 as the basis,
and conducting experiments on four datasets, with ac-
curacy serving as the evaluation metric. The results of
polarity classification are represented in blue, while the
results of emotion classification are indicated in orange.

fine-grained emotion classification. The polar-
ity classification task involves categorizing utter-
ances into neutral, positive, and negative categories,
while the emotion classification task entails cate-
gorizing utterances into either 7 or 10 categories
depending on the dataset. The accuracy of the
coarse-grained task on each dataset is significantly
higher than that of the fine-grained task, as depicted
in Figure 2. This result demonstrates the strong
adaptability of LLMs in classifying dialogues at a
coarse-grained level. Consequently, we consider
the polarity of dialogue history utterances as the his-
torical emotional state information. This approach
helps to reduce errors in emotion perception caused
by inaccurate historical emotional states.

Evaluation of Personality in Dialogues To as-
sess the level of personality portrayed in the dia-
logues, we utilize GPT-3.5 as an evaluator to quan-
tify the extent of personality embodiment. This
evaluation ensures that the model can extract rele-
vant and significant personality information from
the dataset dialogues. The scored rating ranges
from one to five, with higher scores indicating
a stronger reflection of the speaker’s personality.
Conversely, lower scores suggest the presence of
more meaningless utterances that fail to capture
the speaker’s personality traits. At the same time,
to verify the reliability of the model’s evaluation,
we select three volunteers to manually score a sub-
set of the dataset in the same manner. According
to Table 1, the datasets contain a majority of con-
versations with scores of 3 and 4. Additionally,
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Figure 3: Framework of IoECoT and an examples of IoECoT.

the average evaluation scores for each dataset are
above 3.0. These evaluation results indicate that
the dialogues in the dataset contain a relatively rich
amount of personality information, which aligns
with our goal of extracting personality traits. Fur-
thermore, the model evaluation results are close to
the manual evaluation results, proving the validity
of the model evaluation results.

4 Methodology

In this section, we will introduce the Internal-to-
External Chain-of-Thought framework. The frame-
work, as depicted in Figure 3, comprises four
steps: personality information extraction, person-
ality analysis, historical emotional state extraction,
and emotion perception. We will now provide a
detailed description of how IoECoT facilitates emo-
tion perception from internal to external.

4.1 Personality Information Extraction

Dialogues typically involve multiple participants,
and if these participants are not clearly distin-
guished, the model will struggle to accurately iden-
tify the information relevant to the target individual.
To address this issue, the dialogue history is stan-
dardized in the form of “speaker name: utterance”.
This standardization ensures that the model can
effectively locate the utterances pertaining to the
target individual. Research has demonstrated that
LLMs are more susceptible to errors when gen-

erating lengthy output (Huang et al., 2023). To
address this issue, we employ a restriction that re-
quires generating “‘the most accurate, one-sentence
short description”. This approach promotes the
generation of concise and accurate personality ex-
pressions. LLMs receive a uniformly formatted
dialogue history as input. Prompts containing the
target individual’s name and task requirements are
provided, allowing the model to generate a natural
language representation of the target individual’s
personality based on the dialogue history.

4.2 Personality Analysis

To leverage the usefulness of personality informa-
tion, we conduct an analysis of the acquired person-
ality representation. Direct utilization of the person-
ality representation cannot fully capture the target
individual’s emotional sensitivity in the context of
the ongoing dialogue scenario. Thus, we draw in-
spiration from previous work (Kojima et al., 2022)
and employ the strategy of “Let’s think step by step”
to interpret the personality information. The model
receives a combination of dialogue and personality
information, enabling the LLMs to provide a step-
by-step explanation of how the addressee, with a
particular personality, is influenced by the events
unfolding in the dialogue context. Through a two-
step process of personality information extraction
and interpretation, the model gains an in-depth un-
derstanding of the internal factors that generate



Method MELD EmoryNLP DailyDialog IEMOCAP
w-F1 / m-F1 w-F1 /m-F1 w-F1/m-F1 w-F1/m-F1
Direct Prompt  38.97/26.03 22.04/16.70 20.69/17.78  15.34/13.25
ChatGLM3 CoT 28.54/16.14 12.76/11.04  18.07/13.80 7.64/6.75
Plan-and-Solve 30.37/16.23 6.57/4.66 12.85/6.90 10.33/9.91
"ToECoT 40.25/ 2278 23.42/1720 29.97/20.23  21.69/18.10
Direct Prompt  43.80/38.98 31.93/25.55 29.55/1695 21.35/19.28
GPT3.5 CoT 39.32/30.34  2545/21.67 42.62/19.10 13.53/11.38
Plan-and-Solve  39.65/30.77 25.96/21.54  40.48/20.68 11.84/9.76
"IoECoT ~ 57.15/50.91 34.26/27.38 45.33/22.64  23.61/20.77
Direct Prompt  41.31/48.24 25.01/19.59 30.65/13.87 16.27/14.82
Claude-3 CoT 27.97/30.74 27.29/2391 2346/16.21 13.76/13.49
Plan-and-Solve 32.37/27.55 22.778/17.68 18.15/17.87 5.72/5.68
“IoECoT 54.61/4535 31.03/25.00 39.82/21.58  20.65/18.73
Direct Prompt ~ 42.03/33.19 22.96/20.23  46.83/24.27 18.04/16.33
Mixtral CoT 4396/36.07 22.59/21.87 37.40/27.66 7.00/7.14
Plan-and-Solve 34.22/26.12 28.45/2524 31.64/28.08 12.82/12.99
"ToECoT ~ 59.01/48.05 32.69/27.79 59.76/37.55  22.48/20.92

Table 2: The main results of IoOECoT performing the ERC task on the test sets of four datasets. In the results, w-F1
represents the weighted F1 score, and m-F1 represents the macro F1 score. The best results are highlighted in bold.

emotions in the target individuals and obtains the
sensitivity of the target individuals to emotional
influences in each dialogue history scenario.

4.3 Historical Emotional State Extraction

The third step involves extracting the emotional
states from the dialogue history. As previously
mentioned, the historical utterances are classified
based on their coarse-grained polarity. Each utter-
ance is categorized as neutral, positive, or negative,
and recorded in the format “speaker name: polar-
ity”. As the intensity of emotional affect is influ-
enced by the dialogue interval, the proximity of
utterances to each other correlates with the strength
of the affect. To ensure an accurate representation
of the intensity of affective influence, the senti-
ment results of all dialogue history utterances were
arranged in the order of the conducted dialogues.
Through this step, the model obtains the historical
emotional states of external factors that generate
emotions and acquires information on emotional
stimuli in each dialogue history scenario.

4.4 Emotion Perception

Through the previous steps, the model acquires
internal and external factors. Starting from the
internal factors, LLMs analyze emotional stimuli
in historical scenarios, which are external factors,
according to the sequence of the dialogue. This
analysis is guided by personality information and

considers the emotional sensitivity of the target in-
dividuals, thus perceiving their emotional changes.
Finally, the model derives the results of emotion
perception.

In Figure 3, we illustrate an example that demon-
strates the enhancement of EPC performance
through IoECoT in a real task. We highlight task-
relevant information in blue. Initially, we standard-
ize the dataset by converting the eight utterances in
the conversation into the format of “speaker name:
utterance”. Subsequently, we input them into the
model. The initial step involves extracting the per-
sonality information of the target individual, Joey.
The extracted result indicates that Joey is a de-
termined individual. Based on this information,
we can preliminarily infer that Joey’s emotion is
resistant to change and tends to be emotionally
persistent. The second step of personality analy-
sis, combinings the dialogue context to determine
Joey’s sensitivity to emotional stimuli in the histori-
cal dialogue scenario. After two intermediate steps,
we can conclude that “is firm at this time.” There-
fore, Joey’s emotions are not easily influenced in
the historical dialogue scenario. The third step in-
volves extracting the polarity of the utterance as
historical emotional state information. The histor-
ical emotional state indicates that the emotion of
the dialogue has shifted from previously positive
to a neutral state, with emotional stimuli being not



Method MELD EmoryNLP DailyDialog IEMOCAP
w-F1/m-F1I  w-FI/m-F1  w-F1/m-F1 w-F1/m-F1
Direct Prompt  29.75/12.64 15.84/10.64 18.00/11.52 6.00/6.47
ChatGLM3 CoT 30.01/11.22 11.29/6.96  14.08/14.10 7.35/9.04
Plan-and-Solve 31.43/13.67 12.30/7.60 17.92/16.33 9.03/10.07
“ToECoT 3511/16.70 17.29/11.75 55.51/21.64 12.70/13.69
Direct Prompt  26.85/14.59 12.17/8.76  40.16/13.05 11.68/9.02
GPT3.5 CoT 33.44/13.86 8.99/5.44 43.22/15.24 7.91/7.14
Plan-and-Solve 34.12/12.96 12.43/7.84 41.35/1547 7.42/7.28
“IoECoT 35.44/21.58 14.56/11.35 48.69/17.92 12.98/12.20
Direct Prompt  16.77/13.60 15.91/10.68 26.52/17.48 17.53/15.70
Claude-3 CoT 18.92/18.07 14.74/11.52 18.03/12.16  11.41/10.57
Plan-and-Solve 18.36/21.64 18.05/14.08 22.15/21.27 19.00/15.71
“ToECoT 20.35/22.26 20.31/16.09 30.58/21.62 27.84/24.72
Direct Prompt  32.92/18.76 18.58/15.00 29.86/20.22 11.57/8.91
Mixtral CoT 26.69/18.70 18.67/13.57 18.21/19.30 9.58/7.65
Plan-and-Solve 28.45/18.85 17.08/13.49 1593/1822 13.37/12.17
“IoECoT 33.33/23.62 24.47/23.13 44.06/27.80 22.82/17.28

Table 3: The main results of IoECoT performing the EIC task on the test sets of four datasets. In the results, w-F1
represents the weighted F1 score, and m-F1 represents the macro F1 score. The best results are highlighted in bold.

strong. Combined with personality information,
Joey tends to maintain his own emotions. After ob-
taining the key information, the model analyzes the
two tasks of EPC. For the ERC task, it determines
the emotion of Joey’s utterance as neutral based on
his utterance. For the EIC task, in the unknown of
an utterance, it judges Joey’s possible emotional
reaction to be neutral.

5 Experiment

5.1 Datasets

We mainly evaluate our model on four commonly
used public dialogue datasets. MELD (Poria
et al.,, 2018) is a multimodal dialogue dataset
collected from Friends, containing seven emo-
tions. Each dialogue involves multiple participants.
EmoryNLP (Zahiri and Choi, 2018), also collected
from Friends, focuses on pure text dialogues and
uses a different emotion annotation method than the
MELD dataset, containing seven emotions. IEMO-
CAP (Busso et al., 2008) is a multimodal dialogue
dataset with a large number of dialogue turns, in-
cluding nine emotions. Each dialogue involves
two speakers. DailyDialog (Li et al., 2017) is a
multi-round dialogue text dataset collected from
various English dialogue practice content on En-
glish learning websites, including seven emotions.
On average, each dialogue consists of eight turns.

5.2 Baselines and Models

We compared our proposed method with the ex-
isting zero-shot chain-of-thought approach. Di-
rect Prompt: The use of natural language as a di-
rect prompt for LLMs to accomplish specific tasks.
CoT (Wei et al., 2022): The phrase “Let’s think
step by step” served as guidance for the LLMs to
generate a sequence of intermediate steps automat-
ically. This process enabled them to ultimately ac-
complish the intended task using the provided rea-
soning steps. Plan-and-Solve (Wang et al., 2023):
It instructs LLMs to develop a problem-solving
plan by using the prompt “Let’s first understand
the problem and devise a plan to solve it.” Subse-
quently, LL.Ms are guided to execute the plan and
solve the problem step by step.

We utilize ChatGLM3-6B (Du et al., 2022), GPT-
3.5 !, Claude-3 2, and Mixtral 8x7B (Jiang et al.,
2024) as baseline models. In our study, we utilize
weighted F1 and Macro F1 as evaluation metrics.
We set the temperature to 0 to ensure deterministic
output. The experimental results are reported by
computing the mean values over five runs.

5.3 Main Results

Table 2 and Table 3 present the performance of
TIoECoT in the two sub-tasks of EPC. The evalua-

"https://openai.com/chatgpt
*https://www.anthropic.com/claude



Method MELD EmoryNLP DailyDialog IEMOCAP
w-F1 / m-F1 w-F1 / m-F1 w-F1/m-F1  w-F1/m-F1
IoECoT 57.15/50.91 34.26/27.38 45.33/22.64 23.61/20.77

ERC w/o personality ~ 48.62/46.33  30.36/29.15 40.25/19.32 21.69/19.60
w/o emotional state  50.32/46.22 31.44/29.36 39.03/20.12 21.57/18.13
IoECoT 35.44/21.58 14.56/11.35 48.69/17.92 12.98/12.20

EIC w/o personality ~ 33.21/19.57 11.47/11.26 47.28/19.30 10.24/11.02
w/o emotional state 34.64/20.90 11.55/7.08 48.03/20.44 11.95/11.35

Table 4: Ablation study on the four datasets. For the ablation studies, we selected complete samples from four
datasets. We utilized the GPT-3.5 as baseline model. The best results are in bold.

tion results across four datasets show that IoECoT
achieves the State-of-the-Art (SOTA) in weighted-
F1 metrics across all datasets. Notably, it out-
performs the strongest baseline method, Plan-and-
solve, by a minimum of two percentage points on
each dataset and exhibits a robust zero-shot capabil-
ity. In the meantime, IoECoT demonstrates its abil-
ity to outperform other CoT methods on all models.
This indicates that [oECoT exhibits a robust gen-
eralization capability across both the datasets and
the models. The experimental results showcase the
effectiveness of our proposed IoECoT framework
in extracting information that enhances dialogue
comprehension. Moreover, our framework adeptly
organizes and utilizes this information to facilitate
accurate EPC.

Moreover, it can be observed that IoECoT has
achieved varying degrees of improvement across
different datasets. This is because we employ a
diverse range of dialogue datasets, which exhibit
significant differences in dialogue scenarios, the
number of emotion categories, dialogue turns, and
the number of participants. These variations have
led to different degrees of improvement. This also
demonstrates that our [IoECoT can adapt to com-
plex and changing demands, showcasing good gen-
eralizability.

5.4 Ablation Study

Table 4 showcases the results of our ablation exper-
iments on four datasets, utilizing GPT-3.5 as the
underlying model. Through these experiments, we
observe that the model’s capacity is significantly
diminished when both historical emotional state in-
formation and personality information are removed.
This is because when only historical emotional
states are considered, it results in the lack of inter-
nal factors that generate emotions. Consequently,
the model’s perception of emotions is governed
by historical emotional states, making it impossi-

ble to determine the target individual’s sensitivity
to external factors, leading to errors in perception.
Similarly, When only personality information is
considered, it results in the lack of external factors
that generate emotions. This weakens the model’s
understanding of external influences, binding emo-
tions to personality and making them independent
of historical emotional states, which is clearly in-
consistent with human cognition. Therefore, only
by allowing historical emotional state information
and personality information to work together, en-
abling the model to gradually analyze the target
individual’s emotional sensitivity and emotional
stimuli in the order of the dialogue, and reasoning
the evolution of emotions from internal factors to
external factors based on the information, can the
performance of the model’s emotion perception be
improved.

6 Conclusion

In this paper, we introduce a novel chain-of-thought
framework called [oECoT. Our framework aims to
integrate and leverage emotional state information
from dialogue history in combination with person-
ality information, using an internal-to-external ap-
proach for information integration. Experimental
results demonstrate that our proposed framework
significantly enhances the ability of emotion per-
ception in conversation, particularly in zero-shot
scenario. We conduct a series of validation experi-
ments to investigate the properties related to emo-
tions and to showcase the extensive adaptability of
LLMs in coarse-grained tasks. The effectiveness
of the [IoECoT demonstrates that incorporating his-
torical emotional state information and personality
traits contributes to the understanding of dialogue.
This finding establishes a robust foundation for fur-
ther research in the field of dialogue understanding.



7 Limitations

In this section, we acknowledge the following con-
straints in our study: (1) Our current exploration
of the factors influencing emotions remains incom-
plete, and during the process of reasoning, new
scenarios frequently arise, rendering the informa-
tion we have gathered insufficient to support effec-
tive reasoning. Therefore, the next phase of our
research aims to study the intrinsic mechanisms
of emotion generation. (2) Despite our numerous
attempts to mitigate the issue of instruction non-
compliance in LLMs, instances still arise where the
generated content is irrelevant, posing a hindrance
to effective perception. Therefore, resolving the
problem of instruction noncompliance in LLMs,
alongside addressing phantom issues, will greatly
enhance the performance of our model.

8 Ethics Statement

During the utilization of LLMs, we diligently scru-
tinize the prompts to safeguard against the gener-
ation of discriminatory and biased content. Addi-
tionally, while our models display proficiency in
reasoning about human emotional responses, they
do not actively intervene in human emotional com-
munication.
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A Manual Evaluation

The manual evaluation experiments in this study
are conducted by two graduate students special-
izing in dialogue. They possess not only good
English reading skills but also an in-depth under-
standing of the field, ensuring an accurate assess-
ment of whether the dialogues contain personality.
Additionally, these graduate students underwent
relevant training before the evaluation to standard-
ize the assessment criteria, ensuring the reliability
and consistency of the evaluation results. Their
professional background and evaluation capabili-
ties provide a solid foundation for this research,
guaranteeing the accuracy and credibility of the
experimental results.

B Templates

Figure 4 and Figure 5 illustrate the prompt tem-
plates used in executing ERC and EIC tasks. The
model gradually generates the required key infor-
mation through these prompts, processes it for
memory retention, and ultimately achieves the task
results.

[Personality Information Extraction]

Give the most accurate one-sentence short description
of [target individual]’s personality in the context of
[target individual]’s utterances in the history of the
dialogue.

[Personality Analysis]

Recognizing the emotion of [utterance] based on the
personality of [target individual]. Let’s explain step by
step.

[Historical Emotional State Extraction]

Please judge the sentiment polarity of each utterance in
the dialog history, noting that you can only choose from
the following three categories [neutral, negative,
positive].

[Emotion Perception]

Please give the emotion label of the [utterance] can only
be chosen from [emotion candidates] and do not give the
explanation.

Figure 4: Templates of ERC Task.
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[Personality Information Extraction]

Give the most accurate one-sentence short description
of [target individual]’s personality in the context of
[target individual]’s utterances in the history of the
dialogue.

[Personality Analysis]

Complete an emotion inference task to predict the
emotion of speaker [target individual] in the next
utterance of the dialogue, make inferences based on
[target individual]’s personality. Let’s explain step by
step.

[Historical Emotional State Extraction]

Please judge the sentiment polarity of each utterance in
the dialog history, noting that you can only choose from
the following three categories [neutral, negative,
positive].

[Emotion Perception]

Please give the emotion label of the next utterance can
only be chosen from [emotion candidates] and do not
give the explanation.

Figure 5: Templates of EIC Task.
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