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Abstract
Text-based personality detection aims to identify the personality traits implied in subject-
supplied textual data. However, over-reliance on pre-trained language models and neglect of
psycholinguistic features has become a bottleneck in personality detection. In this work, we
conduct extensive feature-level ablation experiments usingmultiple psycholinguistic features
to verify the importance of psycholinguistic features for personality detection. Furthermore,
we propose a novel personality detection framework, DLP-Personality Detection, which
fuses multiple psycholinguistic features and pre-trained language features. With the DLP-
Personality Detection, we achieve state-of-the-art performance for the Big Five personality
traits (Big 5) and Myers-Briggs Type Indicator (MBTI) personality traits on the Essays and
Kaggle MBTI datasets. Finally, we provide some suggestions for psycholinguistic features
and discuss future work for personality detection.

Keywords Personality detection · Psycholinguistic features · Pre-trained language
features · Feature fusion

1 Introduction

Personality is a psychological construction that has been associated with a wide range of
crucial life outcomes and choices of people [1]. Any technology involving understanding,
prediction, and synthesis of human behavior, such as human-computer interaction [2], rec-
ommended system [3], and mental illness diagnosis [4], is likely to benefit from personality
detection which is a fundamental task in psychology.

Traditional manual measurement approaches of personality, such as the Self-report Inven-
tory, are widely used by psychology scholars, but abandoned by computer science scholars
due to their low efficiency. The rejections spawned machine learning-based methods of auto-
matic personality detection, which dominate today. These machine learning-based detection
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methods are trained with texts [5–7], images [8], audio [9], videos, social application data
[10], and even electroencephalograms [11]. In particular, the text-based detection method is
the cornerstone of other sophisticated detection methods and the most practical because the
text data about subjects are easily accessible.

Transfer Learning (TL) has proved to be overwhelmingly useful in the data mining field
since most fields typically do not have millions of labeled real-world data to train complex
models, as is the field of personality detection. However, we find that the existing text-based
personality detection methods rely too much on pre-trained language models of TL, such as
BERT [5], XLNet [12], and Robert [6] to omit key psycholinguistic features. Individual
differences in linguistic utilization have been considered as reflections of psychological
phenomena since the early days of Freud [5]. The choice of words is driven not only by
meaning, but also by psychological phenomena such as emotions, relational attitudes, power
status, and personality traits [1, 13]. So, these psycholinguistic features are also significant
for personality detection and higher model interpretability.

To address the above-mentioned problems, we conduct extensive feature-level ablation
experiments using multiple psycholinguistic features and publicly available datasets includ-
ing Essays and Kaggle MBTI. The psycholinguistic features adopted by us contain almost
all psycholinguistic features that have been used for personality detection. Furthermore, we
propose a novel text-based personality detection framework with multiple psycholinguistic
features and pre-trained language features, called DLP-Personality Detection. Benefit from
the results of the ablation experiments, we verified the effectiveness of this framework. The
main contributions of this paper can be summarized as follows:

• We propose the DLP-Personality Detection, which consists of a preprocessing module,
a feature extraction module, and a classifier module. The framework adopts multiple
psycholinguistic features and pre-trained language features as inputs and a Bi-LSTM
with an attention mechanism as a classifier.

• We conduct extensive feature-level ablation experiments for Big 5 andMBTI personality
traits-related datasets to verify that psycholinguistic features should not be ignored for
personality detection. As far as we know, it is the first time to construct a text-based
personality detection framework with such high-dimensional psycholinguistic features.

• We verify that the DLP-Personality Detection achieves state-of-the-art performance for
personality detection by using the publicly available Essays and Kaggle MBTI dataset.

2 Relate work and preliminaries

2.1 Personality taxonomies

Personality theory is divided into six schools of psychoanalysis, traits, biology, humanism,
behaviorism, and cognition. With time going by, numerous taxonomies for the description of
human personality have been proposed. At present, the most representative and frequently
used taxonomies are the Big 5 and MBTI in the personality trait school, which are shown in
Figs. 1 and 2 [14].

Big 5, a consensus among researchers on personality description, is constructed by the lex-
ical method and describes the individual’s personality from five personality traits. TheMBTI
emphasizes naturally occurring differences more and indicates people’s differing psycholog-
ical priorities in perceiving the real world and making decisions. As shown in Figs. 1 and 2,
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Fig. 1 Big Five personality taxonomies

the detection of each personality trait can be regarded as a binary classification problem [15].
It is the mainstream personality detection mode.

In addition, other personality taxonomies such as the Minnesota Multiple Personality
Inventory (MMPI), sixteen personality factor questionnaire (16PF), and Eysenck Personality
Questionnaire (EPQ) are widely used in psychology. However, due to the lack of relevant
public datasets, there is no relevant personality detection research.

2.2 Text-based personality detection using psycholinguistic features

One of the early efforts in personality detection was proposed by [16]. The words in corpora
were grouped into four psychologically meaningful categories: function, cohesion, assess-
ment, and appraisal. The detection task was performed with a SVM, whose input was the
relative frequencies of the words appearing in each category. Mairesse et al. used the same
corpora and SVM, but extra adopted LIWCandMedical ResearchCouncil (MRC) psycholin-
guistic features to achieve an average accuracy of 57% [15]. Nguyen et al. labeled 10000

Fig. 2 Myers-Briggs Type Indicator
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users of Livejournal and adopted LIWC features and logistic regression to detect the Big 5
personality traits of users [17]. Poria et al. proposed a more sophisticated detection method
whose inputs are LIWC, MRC, and SenticNet features [18]. Moreover, these features were
used to build a SMO classifier.

2.3 Text-based personality detection using pre-trained languagemodels

Mehta et al. reported their results on Essays and Kaggle MBTI dataset with two pre-trained
language models including BERT-base and BERT-large [7]. They believe that their detec-
tion model consisting of BERT and MLP dominated the detection of the Big 5 and MBTI
personality traits and the features extracted by pre-trained language models consistently beat
conventional psycholinguistic features. Wang et al. proposed a deep learning-based frame-
work for personality detection from text data with Capsule Networks and XLNets [12]. Jiang
et al. presented a novel approach to automatic personality detection using the pre-trained
language model RoBERT and attentive neural networks [6]. Their model improves the state-
of-art results on the Essays dataset by 2.49%. Likewise, Ricardo et al. proposed a personality
detection approach with RoBERT for the MBTI personality traits [19]. Kamal et al. [20]
used three pre-trained models including Elmo, ULMFiT, and BERT to extract features and
achieved SOTA results on the myPersonality dataset. Likewise, Lopez et al. [21] adopted
Word2Vec, GloVe, and BERT to detect personality traits.

In recent years, the combination of psycholinguistic features and pre-trained language
features has been increasingly used for personality detection. Kazameini et al. concatenated
features extracted by BERT with the Mairesse features, which are made up of LIWC, MRC,
prosodic and utterance-type features [5]. They fed these features to multiple SVMs to detect
personality traits in parallel like a bagging classifier. Similarly, Ren et al. leverage BERT and
SenticNet 5 features to detect personality from text data [22].

To make a long story short, the above works only use pre-trained language models or a
few psycholinguistic features additionally. Individual differences in linguistic utilization have
been considered as reflections of psychological phenomena. The psycholinguistic features
have the same significance for personality detection as pre-trained languagemodels andmore
interpretability.Apart fromMairesse features andSenticNet 5 features, other psycholinguistic
features such as NRC Emotion Lexicon features, NRC VAD Lexicon features, Hourglass of
Emotions features, and text readability features have been proved to relate to personality traits
by correlation analysis or factor analysis. These features should be given more attention for
personality detection.

3 Methodology

In this section, we introduce our DLP-Personality Detection framework in detail. As shown
in Fig. 3, the framework is divided into a preprocessing module, a feature extraction module,
and a classifier module.

3.1 Preprocessingmodule

In the preprocessingmodule, we augment samples that belong to label-low classes tomitigate
the impact of sample imbalance on the generalization of training models. We use Easy
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Fig. 3 DLP-Personality Detection proposed by us. “DLP” presents three key parts of our framework: data
augmentation, psycholinguistic features, and pre-trained language features

Data Augmentation (EDA) to enhance samples of label-low classes [23]. In order to extract
psycholinguistic features accurately, we perform Text Surface Transformation (TST) on each
sample before using the above operations [24]. Personality detection can be regarded as
multiple binary-classification problems, owing to this, we binary-coded the personality traits
into 0, 1.

Moreove, It is not a good idea to augment the entire dataset, since the sample imbalancewill
be amplified. Furthermore, should not be too large to avoid losing more original semantics.

3.2 Feature extractionmodule

Benefiting fromprevious research, apart from the commonMairesse andSenticNet 5 features,
we additionally adopt multiple psycholinguistic features for our DLP-Personality Detection.
These psycholinguistic features consist of the following:

• The Mairesse has a set of psycholinguistic features consisting of LIWC, MRC, prosodic
and utterance-type features [15]. We abandoned prosodic features and finally adopted a
total of 79 features. These are the widely used features in traditional machine learning-
based personality trait mining.

• The NRC Emotion Lexicon has a lexicon of over 14,000 English words which are anno-
tated with values of emotions such as anger, anticipation, disgust, etc [25]. The final value
of this sub-feature is the means of all values of emotionally charged words present in the
text data.

• The NRC VAD Lexicon has a lexicon of over 20,000 English words which is annotated
with their valence, arousal, and dominance scores [26]. As above, the VADLexicon value
is the means of all constituent words in the text data.
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• The Affectivespace is a vector space of affective common sense available for English
and has 100,000 concepts [27].

• The Readability1 has a number of calculated readability measures which are based on
simple surface characteristics of the text data. These measures are basically linear regres-
sions based on the number of words, syllables, and sentences.

• The SenticNet 5 is a tool used for extracting common sense knowledge along with asso-
ciated sentiment polarity and affective labels from the text data, including pleasantness
value, attention value, sensitivity value, aptitude value, and polarity value [28].

The above features contain almost all psycholinguistic features that have been used for
personality trait mining. The relationship between these features and personality traits has
been discussed in a multitude of literature.

The good representation obtained by pre-trained languagemodels express general-purpose
priors that are not task-specific but would be useful for a learning machine to solve data min-
ing tasks [29]. When it comes to language, a good representation should capture the implicit
linguistic rules and common sense knowledge hiding in text data, such as lexical meanings,
syn- tactic structures, semantic roles, and even pragmatics. We adopt multiple pre-trained
language models for our DLP-Personality Detection including BERT, RoBERT, Xlnet,
ALBERT, and BERTweet to carry out language model embeddings. Take the latest ALBERT
as an example, which is a pre-trained language model proposed by Google Research. In
ALBERT, [E1, E2, . . . , En] represents the original text. Trmmeans theTransformer. Finally,
[T1, T2, . . . , Tn] is output as the feature representation vector of [E1, E2, . . . , En], which
contains entire text information of text sequence.

We employ an early fusion method that combines psycholinguistic features with pre-
trained language features as

T = concat([Mairesse, N RC, . . . , SenticNet], [T1, T2, . . . , Tn]) (1)

3.3 Classifier module

The classifier module is responsible for using the fused features to classify personality traits.
We build a single-layer Bi-LSTM with 128 units for our DLP-Personality Detection. Bi-
LSTMs, improved from LSTM, put two independent LSTMs together. This structure allows
Bi-LSTMs to have both backward and forward information about the sequence. The forward
information �ht can be calculated as

ft = sigmoid(W f [h(t − 1), xt ] + b f ), (2)

it = sigmoid(Wi [h(t − 1), xt ] + bi ), (3)

C ′
t = tanh(WC [h(t − 1), xt ] + bC ), (4)

Ct = ftC(t − 1) + itC
′
t , (5)

ot = sigmoid(Wo[h(t − 1), xt ] + bo), (6)

�ht = ot tanh(Ct ). (7)

At each time t , xt is the current input. ft , it ,Ct , ot represent the forget gate, input gate,
cell state, and output gate, respectively. W means the weight of gates. b means the bias.
Conversely, we get the backward information �ht and calculate the whole output ht as

ht = sigmoid(Wh[ �ht ,←−ht ] + bh) (8)

1 pypi.org/project/readability/
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Additionally, we also experiment with SVM, LR, RF, MLP, LSTM, and multi-layer Bi-
LSTM while fine-tuning, however, it results in no evident performance boost.

Binary Cross Entropy is used as the loss function of the Bi-LSTM. For the personality
class label yi and the total number of samples N , the Bi-LSTM is trained using

CE = 1

N

N∑

i=1

yi log(p(yi )) + (1 − yi ) log(1 − p(yi )) (9)

In addition,we introduce amany-to-one attentionmechanism intoBi-LSTMtoweight fuse
the output vectors to make the contribution distribution of output vectors more reasonable.
The attention function of the many-to-one attention mechanism is

Attention(ht , hs) = exp(Socre(ht , hs))∑s
s′=1 exp(Socre(ht , h

′
s))

(10)

We adopt the Dot function as Socre function. Additionally, we experiment with more
complex attention mechanisms, such as Scaled Dot-product Attention, Bahdanau Attention,
and Multi-Head Attention, yet they result in a performance drop.

The output results of the Bi-LSTM are input to a Dense layer with a Sigmoid activation
function to normalize the personality trait results, i.e.,

Con f idence = 1

1 + exp−ht
(11)

If the confidence coefficient of a trait is greater than the probability threshold of 0.5, it is
considered that the trait belongs to a category, resulting in a trait label of Y. Conversely, if the
confidence coefficient of a trait is less than the probability threshold of 0.5, it is considered
that the trait does not belong to a category, resulting in a trait label of N.a

4 Experiments and discussion

4.1 Experiment datasets

Weadopt the publicly available Essays andKaggleMBTI datasets in our experiments. Essays,
a scientific gold standard from psychology for personality detection, consists of 2468 essays
written by students and annotated with the binary labels of the Big 5 personality traits which
were identified by a standardized Self-report Inventory. KaggleMBTI contains tweets posted
by 8675 users and was labeled by a Self-report Inventory. For the Essays dataset, we augment
a total of 430 new samples belonging to 23 label-low classes. is set to 0.05. And we do not
augment the new samples for the Kaggle MBTI dataset.

4.2 Evaluationmetrics

We utilize accuracy, recall, and F1 as the primary performance metrics. Among them, accu-
racy was the most widely adopted in numerous related works.

Accuracy = (T P + T N )/(T P + T N + FP + FN ). (12)

Recall = T P/(T P + FP). (13)
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Precision = T P/(T P + FN ). (14)

F1 = 2 × PrecisionRecall/(Precision + Recall). (15)

Where T P indicates the number of the positive samples which are correctly classified. T N is
the number of negative samples which are correctly classified. FP represents the number of
negative samples which are wrongly classified. FN is the number of positive samples which
are wrongly classified.

4.3 Feature-level ablation experiments

In order to explore the effects of different psycholinguistic features, we employ several sets
of comparison experiments by fixingmodel structures and hyper parameters, and only chang-
ing the testing psycholinguistic features. These fixed model structures and hyper parameters
are as follows: the most common five-layer MLP with 256x128x64x32x2 units, RELU acti-
vation function, Adam optimizer, 0.0001 learning rate, 64 batch size, 50 epochs, 10 fold
cross-validation. Each set of testing psycholinguistic features will be combined with the pre-
trained language features extracted by Albert-large through (1). The experiment dataset is
the unaugmented Essays and Kaggle MBTI dataset. These results of features-level ablation
experiments serve as the basis for the decision and recommendations of the final features of
the DLP-Personality Detection.

In order to facilitate table drawing, we omit Mairesse feature whose importance is indis-
putable and abbreviate the psycholinguistic features as follows: NRC Emotion Lexicon =
N; NRC VAD Lexicon = V; Affectivespace = A; Readability = R; SenticNet 5 = S. The
experiment results are shown in Tables 1 and 2.

From the experimental results in Tables 1 and 2, we give several conclusions and sugges-
tions as follows: 1) The personality detection model only using pre-trained language features
achieves the highest accuracy. This is consistent with the state-of-the-art accuracy reported
in much literature. However, the model using only pre-trained language features achieves
low recall, and low F1 value. Much literature did not report recall and F1 values of their
methods. So, we suggest using multiple features to detect personality traits. 2) The more fea-
tures are used, the higher the models’ performance may not be. We suggest targeted selecting
psycholinguistic features for different personality taxonomies. 3) The Readability is a set of
important features for recall and F1 values of the detection models. We suggest using the
Readability feature to detect personality traits.

These low recall and F1 values are mainly caused by the severe sample imbalance in the
unaugmented dataset. In addition, due to the Social Desirability Effect [30, 31], the subjects
tend to be biased toward the good side when they are conducting Self-report Inventories. It
may cause subjects to give a misleading answer, resulting in severe sample imbalance and
textual features do not resonate well with personality traits from questionnaires [32].

The experiment results on the Kaggle MBTI dataset are similar to that on the Essays
dataset. We also experiment with deeper classifiers, however, it results in similar results. We
believe that the misunderstanding of over-reliance on pre-trained language models will be
avoided with this experiment. Finally, we comprehensively consider the accuracy and F1 in
Tables 1 and 2 to select psycholinguistic features. For the Big 5, we adopt Mairesse, NRC
Emotion Lexicon, NRCVADLexicon, Affectivespace, Readability, and SenticNet5 features.
For the MBTI, Mairesse, NRC Emotion Lexicon, NRC VAD Lexicon, and Readability fea-
tures are adopted for follow-up experiments.
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Table 3 Detail of pre-trained
language models

Model Layers Hidden Token length

BERT-base 12 768 512

BERT-large 24 1024 512

RoBERTa 12 768 512

Xlnet-base 12 768 512

Xlnet-large 24 1024 512

ALBERT-base 12 768 512

ALBERT-large 24 1024 512

BERTweet 12 768 128

4.4 Performance comparison withmultiple pre-trained languagemodels

In order to explore the effects of different pre-trained language models, we employ several
performance comparison experiments by fixing model structures, hyper parameters, and
psycholinguistic features. The details of the above pre-trained models are shown in Table 3.
For each model, we optimized the hyperparameters as much as possible. The experiment
results are shown in Figs. 4 and 5.

There is a significant difference between the training data distribution of the Big 5 and that
ofMBTI [7, 42] Obviously, for Big 5 personality traits, we get the best results with ALBERT-
base. For MBTI personality traits, the best pre-trained language model is BERT-large. We
will carry out follow-up experiments with ALBERT-base and BERT-large.

4.5 Performance comparison withmultiple pre-trained languagemodels

To verify that our framework for the Big 5 is state-of-the-art, we compare it to the following
baselines, which have been reported in the past two years.

• BERT-MLP represents a MLP model using features extracted by BERT-base [7].

Fig. 4 Results of Performance Comparison With Multiple Pre-Trained Language Models Measured by Accu-
racy on Essays dataset
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Fig. 5 Results of Performance Comparison With Multiple Pre-Trained Language Models Measured by Accu-
racy on Kaggle MBTI dataset

• RoBERT represents a MLP model using features extracted by RoBERT [6].
• Personality GCN represents a graph convolutional network learned from the proposed
user personality graph [33].

• SEPRNN represents a MLP model only using the left and right context semantics of
words extracted by BiGRU [34].

• CNN+AdaBoost represents a model with various features obtained from various filters
of the convolutional neural network are fed to an AdaBoost [35].

• BERT-fusion is a model using both data and classifier level fusion. The features it adopts
are extracted by three pre-trained language models [20].

In the experiments,weuse a single-layerBi-LSTMwith128units and attentionmechanism
as a classifier. Other model structures and hyper parameters are the same as that in the above
experiments. The adopted features total 996 dimensions. Table 4 report the accuracy and
F1 of all baseline models and DLP-Personality Detection. We give preference to citing the
experimental results in the above papers, and if not, we reproduce their model with the
hyperparameters we optimized.

As shown in Table 4, we achieve state-of-the-art results on the Essays dataset. Specifically,
the accuracy for each Big 5 personality trait achieved by our framework beat the current state-
of-the-art by 28.78%, 16.39%, 7.71%, 20.37%, and 11.22%, respectively. Except for “AGR”,
we achieve state-of-the-art results. Specifically, the F1 for each other Big 5 personality trait
achieved by our framework beat the current state-of-the-art by 1.78%, 1.29%, 5.59%, and
10.33%, respectively.

Since there is a performance variance of our model based on the weight initialization
and sample order, we report an aggregated 10-fold cross-validation performance of the outer
re-sampling loop. Figures 6 and 7 report the results of cross-validation on the Essays dataset.

We achieve state-of-the-art results but the accuracy of ourmodel has a high fluctuation, that
is, it is not robust enough. The results are not enough to doubt our framework, because most
of the worst value of our framework is better than the average value of current state-of-the-art
model.
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Table 4 Results of performance comparison on the essays dataset

Model Big 5 (accuracy)
Avg EXT NEU AGR CON OPN

BERT-MLP 60.6 60 60.5 58.8 59.2 64.6

RoBERT − 60.62 61.07 59.72 58.55 65.86∗
Personality GCN 60.92 60 63∗ 57.7 59.1 64.8

SEPRNN 60.26 58.48 59.71 61.20∗ 58.40 64.43

CNN+AdaBoost 61.87∗ 61.85∗ 62.08 59.92 64.93∗ 60.56

BERT-fusion 61.85 61.15 62.2 60.8 59.52 65.6

Ours 74.07 79.65 73.33 65.92 78.16 73.25

Model Big 5 (F1)

BERT-MLP 57.12 58 56.21 56.14 57.03 58.2

RoBERT − 58.4 56.37 56.87 56.2 59

Personality GCN 60.92 60 63 57.7 59.1 64.8

SEPRNN 65.91 71.5∗ 62.36 71.92∗ 63.46 67.84∗
CNN+AdaBoost 68∗ 67 69∗ 69 68∗ 67

BERT-fusion 60.03 61.03 59.5 58.37 59.45 61.78

Ours 70.83 72.77 69.85 66.84 71.8 74.85

Likewise, to verify that our framework for the MBTI is state-of-the-art, we compare it to
the following baselines.

• Bagged-SVMrepresents amodel using features extracted byBERTandMairesse features
to feed to Bagged-SVM [5].

• BERT-MLP represents a MLP model using features extracted by BERT-large [7].
• RoBERT represents a MLP model using features extracted by RoBERT [6].

Fig. 6 Accuracy variance by 10-fold corss-validation on the Essays dataset. Where, variance of performance
of “AGR” is maximal and variance of performance of “EXT” is minimal
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Fig. 7 F1 variance by 10-fold corss-validation on the Essays dataset. Where, variance of performance of
“NEU” is maximal and variance of performance of “CON” is minimal

• LSTM+RMSprop represents a LSTM model using the RMSprop optimizer [36].
• Transformer-MD represents a Multi-Document Transformer model with a dimension
attention mechanism to focus each personality dimension on the relevant post [37].

• TrigNet+GAT represents a graph network that injects structural psycholinguistic knowl-
edge in LIWC [38].

In this experiment, the adopted features total 1147 dimensions. Table 5 report the accuracy
and F1 of all baseline models and DLP-Personality Detection.

Table 5 Results of performance
comparison on the Kaggle MBTI
dataset

Model MBTI (accuracy)
Avg I/E N/S T/F P/J

Bagged-SVM 76.1 79.0∗ 86.0 74.2 65.4

BERT-MLP 77.1 78.8 86.3 76.1 67.2

RoBERT 75.27 77.73 86.42 73.71 63.24

LSTM+RMSprop 75.71 77.35 86.34 72.85 66.28

Transformer-MD 77.33 76.69 86.45∗ 78.21∗ 67.98

TrigNet+GAT 77.48∗ 77.43 86.37 78.07 68.06∗
Ours 78.75 79.49 87.03 78.37 70.11

Model MBTI (F1)

Bagged-SVM 62.72 56.67 52.85 75.42 65.94

BERT-MLP 67.31 68.05 79.35∗ 66.1 55.73

RoBERT 60.61 58.33 53.88 69.36 60.88

LSTM+RMSprop 63.98 61.24 67.68 68.21 58.79

Transformer-MD 70.47 66.08 69.10 79.19∗ 67.50

TrigNet+GAT 70.86∗ 69.54∗ 67.17 79.06 67.69∗
Ours 78.52 78.61 87.37 78.74 69.32
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Fig. 8 Accuracy variance by 10-fold corss-validation on the Kaggle MBTI dataset. Where, the variance of
performance of “P/J” is maximal and variance of performance of “N/S” is minimal

As shown in Table 5, we achieve state-of-the-art results on the Kaggle MBTI dataset.
The accuracy of our framework beat the current state-of-the-art by 1.27% approximately.
Specifically, the accuracy for each MBTI personality trait achieved by our framework beat
the current state-of-the-art by 0.62%, 0.67%, 0.21%, and 3.01%, respectively. Except for
“T/F”, the F1 for each other MBTI personality trait achieved by our framework beat the
current state-of-the-art by 13.04%, 10.11%, and 2.41%, respectively.

As a supplement, Figs. 8 and 9 report the results of cross-validation on the Kaggle MBTI
dataset. It proves that the generalization of our model is excellent for the MBTI.

Fig. 9 F1 variance by 10-fold corss-validation on the Kaggle MBTI dataset. Where, the variance of perfor-
mance of “P/J” is maximal and variance of performance of “N/S” is minimal
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5 Conclusion

In this paper, we propose the DLP-Personal Detection, a novel personality detection frame-
work, whose performance is verified bymultiple experiments. As far as we know, it is the first
attempt to construct a text-based personality detection frameworkwith such high-dimensional
features. It is also the first time to perform ablation experiments with such high-dimensional
features. Our results show that the DLP-Personal Detection consistently beats the current
state-of-the-art on the Essays and Kaggle MBTI dataset with a less complex classification
network structure. Our framework obtained 74.07% accuracy and 70.83% F1 on Essays
dataset. It obtained 78.75% accuracy and 78.52% F1 on Kaggle MBTI dataset. Our work
will help with many potential applications, such as public opinion analysis, company man-
agement, and human-computer interaction. Importantly, it will lead personality detection
research to avoid the misunderstanding of over-reliance on pre-trained language models.

The limitations of our study and future work are as follows:

• “Multimodal Learning” [39] must be the future of personality detection. The multimodal
training of personality detection models with multi-source heterogeneous data such as
images, audio, video, social software, and even EEG is our future work.

• Personality detection is not the end of the personality calculation. The results of person-
ality detection should be further analyzed to make the personality detection model used
in research and life [40, 41].

Data Availability The data that support the findings of this study are available from https://github.com/ml-
papers-coders/Keras-BigFive-personality-traits/blog/ and https://www.kaggle.com/datasets/datanaek/mbit-
type.
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