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Abstract001

Code translation benchmarks are essential002
for evaluating the accuracy and efficiency of003
LLM-based systems. Existing benchmarks004
mainly target individual functions, overlook-005
ing repository-level challenges like intermod-006
ule coherence and dependency management.007
Recent repository-level efforts exist, but suf-008
fer from poor maintainability and coarse eval-009
uation granularity. We introduce Skeleton-010
Guided-Translation, a framework for bench-011
marking Java-to-C# translation at the repository012
level, featuring fine-grained quality evaluation.013
It follows a two-step process: first translating014
repository “skeletons”, then refining the entire015
repository guided by these skeletons. Based016
on this, we present TRANSREPO-BENCH , the017
first test-driven benchmark of high-quality Java018
repositories paired with C# skeletons, unit tests,019
and build configurations. Our adaptive unit020
tests support multiple and incremental trans-021
lations without manual tuning, enhancing au-022
tomation and scalability. We also propose fine-023
grained metrics that evaluate translation quality024
per test case, overcoming limitations of binary025
metrics in distinguishing build failures. Evalua-026
tions using TRANSREPO-BENCH reveal issues027
like broken cross-file references, showing that028
our structured approach reduces dependency029
errors and preserves interface consistency.030

1 Introduction031

Large language models (LLMs) are reshaping soft-032

ware development, driving system modernization033

and legacy code migration. For example, migrating034

C to Rust improves safety (Matsakis and Klock,035

2014), and frameworks like TensorFlow require036

synchronized multi-language updates. Evaluating037

LLMs in migration tasks is key to assessing reli-038

ability. Benchmarks provide quantitative insights039

for comparison and improvement, but existing ones040

focus on function-level tasks or competition-style041

problems (Yan et al., 2023; Lu et al., 2021; Khan042

Figure 1: A more fine-grained quality evaluation to
evaluate translated repositories is needed.

et al., 2024), ignoring real-world complexities. 043

Repository-level translation is essential for man- 044

aging dependencies, structure, and interconnected 045

components (Jiao et al., 2023), requiring reliable 046

benchmarks to assess model performance. 047

A major challenge in repository-level code trans- 048

lation is the absence of a systematic framework 049

that enables fine-grained control over maintainabil- 050

ity. For instance, updating parts of a Java-based 051

SDK often requires re-translating large portions 052

of the corresponding C++ codebase, making small 053

changes costly. Without fine-grained control, main- 054

tainability suffers. 055

Another challenge is the lack of repository-level 056

parallel corpora, complicating automated verifica- 057

tion. Line-by-line metrics like codeBLEU (Ren 058

et al., 2020) lack functional validation, and auto- 059

matic test generation remains unreliable (Eniser 060

et al., 2024). A practical alternative is translating 061

unit tests from the source library for systematic 062

validation. However, ensuring test accuracy and 063

consistency with translated code interfaces is cru- 064

cial for reliable verification. 065

The third challenge is that current metrics often 066

miss nuanced translation outcomes, reducing us- 067

ability. RepoTransBench (Wang et al., 2024), for 068

example, uses a binary build success metric, ignor- 069

ing partial successes. As Figure 1 shows, this over- 070

simplifies performance by neglecting cases where 071

some components translate correctly while others 072
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Figure 2: Example Code Snippets of Translation Input with Corresponding Skeleton

fail. Schaeffer et al. (Schaeffer et al., 2023) warn073

that threshold-based metrics can create misleading074

performance leaps. In contrast, continuous met-075

rics, such as the percentage of successfully trans-076

lated modules (e.g., 66.7%), improve usability by077

identifying failures, guiding fixes, and providing078

smoother, more reliable insights.079

Our Contributions080

To address these challenges, we introduce Skeleton-081

Guided-Translation, a framework for benchmark-082

ing repository-level code translation with fine-083

grained quality evaluation. Our two-step process084

first translates the repository skeleton to define085

structure and interfaces, then populates it while086

indexing dependencies for unit tests. Skeletons087

are simplified versions of repositories with pre-088

served structure and method signatures, but with089

method bodies replaced by defaults (e.g., return090

null). By providing unified unit tests, this design091

facilitates fair and consistent comparison across092

models during evaluation. Based on our frame-093

work, we present TRANSREPO-BENCH , the first094

test-driven benchmark to provide fine-grained eval-095

uation, overcoming limitations of existing bench-096

marks. Specifically:097

• We introduce Skeleton-Guided-Translation,1 a098

novel framework for benchmarking repository-099

level code translation with fine-grained evalua-100

tion metrics. Complementing this, our bench-101

mark TRANSREPO-BENCH , the first test-driven102

1The source code implementing Skeleton-Guided-
Translation, along with all code samples in our bench-
mark TRANSREPO-BENCH , are available at https:
//anonymous.4open.science/r/TransRepo-bench.

repo-level translation benchmark, provides a fine- 103

grained evaluation by scoring individual test 104

cases based on unit tests and their associated 105

code, offering more meaningful feedback than 106

binary metrics. 107

• High-Quality Open-Source Repository Bench- 108

mark: TRANSREPO-BENCH features high- 109

quality open-source Java libraries and their C# 110

translations, including unit tests and configura- 111

tions. Designed for translation and fine-grained 112

evaluation, it enables researchers to assess mod- 113

els in realistic repository-level scenarios. 114

• Evaluation of Advanced Models: TRANSREPO- 115

BENCH is validated through extensive evaluations 116

of classic and state-of-the-art models, offering 117

detailed performance analysis. Our benchmark 118

reveals that even SOTA LLMs reach only 26.65% 119

accuracy under realistic repository conditions. 120

2 Motivation 121

In this section, we use an example to illustrate 122

the challenges involved in building a repository- 123

level code translation benchmark and explain our 124

solutions more effectively. 125

2.1 Challenges in Repository Translation 126

Lack of a Systematic Translation Framework. Fig- 127

ure 2 presents an example of LLM-based Java-to- 128

C# translation, underscoring the need for a system- 129

atic framework. Suppose the Java code in Fig- 130

ure 2(a) has already been translated. If a new 131

method is later added to the Java FrameBuffer class, 132

re-translating the updated code with an LLM is 133

likely to produce an inconsistent interface com- 134

pared to the previous version. This can invalidate 135
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Figure 3: Framework of Our Evaluator.

existing unit tests due to mismatched signatures136

or missing targets. The root cause is the lack of137

fine-grained incremental translation, where even138

minor changes may require re-generating the entire139

class or related components.140

Lack of Parallel Corpora. Repository-level trans-141

lation struggles with misaligned source and target142

files, complicating cross-language verification. For143

example, validating the C# code translated from144

Java code (Figure 2(a)) is challenging without ex-145

isting ground truth. One solution is translating146

high-coverage Java tests into C#, but preserving147

intent, coverage, and reliability remains difficult.148

How to translate a set of unit tests once and use149

them to evaluate multiple independent translations150

by LLMs—or to compare translations generated by151

different models—is also a significant challenge.152

Lack of a Fine-Grained Evaluation Metric. Re-153

lying on coarse metrics (e.g., whether a repository154

builds) limits developers’ ability to diagnose trans-155

lation issues. For instance, if Draw is mistranslated156

by calling getIndex instead of GetIndex, the com-157

pilation will fail, making it impossible to evalu-158

ate correctly translated functions like GetPixels.159

This binary pass/fail approach obscures partial suc-160

cesses and forces manual debugging. Granular met-161

rics—such as module-level correctness or function162

fidelity—would help pinpoint errors, streamlining163

debugging and refinement.164

2.2 Solution: Standardizing Code Repository165

Translation with Fine-Grained Evaluation166

Figure 3 illustrates our solution. To align transla-167

tion with testing and enable fine-grained evaluation,168

we introduce a target repository “skeleton” during169

translation. This guides LLMs to focus on accurate170

dependencies and interfaces. The skeleton is incre-171

mentally populated with partial results, allowing172

execution-based assessment of translation quality.173

Facilitating Maintainability. Figure 2(b) illus-174

trates a “target C# repository skeleton” in our 175

framework. Unlike the fully translated Java code in 176

Figure 2(a), this skeleton defines interfaces while 177

leaving method bodies mostly empty. This ap- 178

proach improves maintainability: the C# skeleton 179

enables incremental updates by aligning interfaces 180

first, avoiding full re-translation. 181

Enhancing Testability. Building unit tests on 182

these skeletons significantly improves testability. 183

Because the structural and interface definitions in 184

both repositories match, any unit tests originally de- 185

signed for the Java code can be adapted to validate 186

the C# skeleton. Provided the translated C# code is 187

inserted into the appropriate skeleton methods, it 188

can be reliably evaluated by the unit tests. 189

Improving Usability. The framework’s fine- 190

grained control improves usability by enabling tar- 191

geted verification. If Draw is mistranslated and fails 192

to compile, unit tests for GetPixels and GetIndex 193

can still run within the skeleton (Figure 3). This 194

ensures their correctness despite errors elsewhere. 195

Unlike coarse build-or-fail metrics, skeleton-based 196

testing reveals partial successes, streamlining de- 197

bugging and evaluation. 198

3 TRANSREPO-BENCH Benchmark 199

As shown in Figure 3, users receive the source 200

repository and target skeleton, guiding LLMs to 201

generate a complete target repository. Correct- 202

ness is verified using the target’s unit tests within 203

the testing environment. This section presents the 204

benchmark content, details TRANSREPO-BENCH ’s 205

construction, and introduces our fine-grained eval- 206

uation design. 207

3.1 Benchmark Overview 208

Each TRANSREPO-BENCH translation task in- 209

cludes a source repository and its evaluation setup, 210

structured as <source repository, target skeleton, 211

target unit tests, testing environment>. While we 212
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Figure 4: Benchmark construction workflow from ex-
traction to final target skeletons and unit tests via map-
ping, translation, and fixing.

currently focus on Java-to-C# translation in our213

experiments, the proposed test-anchored skeleton214

methodology is language-agnostic and can general-215

ize to other language pairs such as Python-Rust.216

As shown in Figure 2, the translation task input217

includes Java source repositories for translation218

and a target repository skeleton, which serves as a219

interface “contract” for evaluation. This skeleton220

retains the original file structure, dependencies, and221

static values but replaces all functions with trivial222

implementations (e.g., a single return statement)223

to ensure successful compilation. The evaluation224

setup consists of unit tests for the target repository225

and the required testing configuration files.226

TRANSREPO-BENCH includes 13 tasks for trans-227

lating code repositories. Appendix A.1 provides228

details on repository features like class, method,229

and line counts, plus test coverage. The data high-230

lights diverse complexities, from small repositories231

to large ones with extensive methods and coverage,232

ensuring robust evaluation.233

3.2 Benchmark Construction234

This section details the benchmark construction235

process (Fig. 4). We first describe source dataset236

collection (§3.2.1), then outline skeleton extraction237

and translation (§3.2.2). Next, we explain unit test238

acquisition (§3.2.3) and conclude with testing envi-239

ronment setup (§3.2.4). Overall, the construction240

process required approximately 340 person-hours241

of manual and semi-automated effort.242

While users of TRANSREPO-BENCH do not 243

need to construct skeletons manually, building 244

new benchmarks based on our framework does 245

involve generating new skeletons and tests. This 246

process—described below—includes manual vali- 247

dation and test environment setup, which ensures 248

high-quality evaluation infrastructure. 249

3.2.1 Source Repository Collection 250

The source dataset is curated from open-source 251

GitHub projects meeting these criteria: (1) 100+ 252

stars, (2) a testing workflow, and (3) locally passing 253

tests. We chose a mature and well-tested collection 254

of repositories from java-design-patterns, a Java 255

library featuring comprehensive design pattern im- 256

plementations and reliable test execution. 257

3.2.2 Skeleton Extraction and Translation 258

Repository skeletons are simplified versions where 259

all function implementations (except in test files) 260

are replaced with trivial return statements, ensuring 261

successful compilation while preserving file struc- 262

ture, dependencies, interfaces, and static values. 263

Function bodies return type-matching placehold- 264

ers (e.g., return 0; for int, return null; for 265

objects). Constructors are left empty, and static 266

blocks retain only assignments. These skeletons are 267

automatically extracted using Tree-sitter scripts. 268

Skeletons are translated into the target language 269

using GPT-4o, but most fail to compile, requiring 270

extensive manual fixes. As shown in the Appendix 271

A.1, “Skeleton Fix Time” quantifies this effort. To 272

ensure skeleton correctness, two experienced engi- 273

neers manually verified the functional equivalence 274

between Java and C# skeletons across 13 reposito- 275

ries over 72 person-hours. 276

Our framework assigns three roles to skeletons: 277

(1) for benchmarking, we provide pre-built skele- 278

tons to ensure consistent comparisons, requiring 279

no user effort; (2) for creating new benchmarks, 280

users need to build new skeletons for target lan- 281

guages, either manually or semi-automatically; and 282

(3) in real-world translation, skeletons are optional 283

but help preserve structure, support incremental 284

translation, and enable unit testing. 285

3.2.3 Unit Test Translation 286

We translate source repository unit tests into the 287

target language using GPT-4o and NUnit. However, 288

most fail to compile, requiring extensive manual 289

fixes to ensure correct validation of the source code. 290

To verify semantic consistency, we ran Java tests on 291

4



the Java skeleton and translated C# tests on the C#292

skeleton, observing identical results. The unit tests293

achieve 96.14% Java code coverage using JaCoCo294

and 94.8% C# line coverage with Coverlet.295

3.2.4 Testing Environment Construction296

We set up a testing environment by defining a297

Docker image, installing dependencies, and run-298

ning unit tests. For our process, we create a YAML299

build configuration file for the translated C# project,300

based on the original Java build file.301

This step is mostly manual, using the translated302

C# skeleton as a reference. A large language model303

(e.g., GPT-4o) assists in converting the Java build304

file to C#, which is then refined for functionality.305

To reduce manual effort and expand our frame-306

work’s usability, we provide supporting resources:307

static repair scripts for skeletons and unit tests,308

along with automated configuration scripts for C#309

projects. These tools enhance efficiency, but their310

limitations required notable manual intervention.311

3.3 Fine-Grained Evaluation Metrics Design312

To refine user-translated code evaluation, we use313

unit tests for scoring. Prior attempts to translate en-314

tire repositories often failed at compilation, prevent-315

ing test execution. Pan et al. (Pan et al., 2024) re-316

port 77.8% of large-model translation failures stem317

from compilation errors, obscuring correct trans-318

lations and hindering evaluation. To mitigate this,319

we extract and execute test-relevant code within a320

guaranteed-compilable skeleton. Translated func-321

tions are inserted, then built and tested using dotnet322

build and dotnet test, ensuring granular scoring323

unaffected by unrelated errors.324

Our evaluation uses two metrics: build success325

rate, the fraction of compilable unit tests, and326

unit test success rate, the fraction of passing tests327

among those that compile. We average these scores328

across libraries for an overall performance measure.329

The core challenge is extracting relevant source330

code for each test. We instrument Java source code331

at the function level to track invoked code, then332

map it structurally to the corresponding C# code,333

ensuring accurate test execution.334

4 Evaluation335

We first analyze LLM performance on our bench-336

mark, then highlight our framework’s effectiveness337

in using repository skeletons for translation and338

fine-grained evaluation.339

Model Build Rate (%) Unit Test Pass Rate (%)

Iteration1 Iteration2 Iteration3 Iteration1 Iteration2 Iteration3

GPT-4-turbo 60.54 66.31 50.00 15.59 18.16 11.25
GPT-4o 58.17 57.34 57.34 17.97 14.32 16.03
GPT-4o-mini 49.31 41.13 44.98 10.16 12.03 12.03
GPT-o1-mini 50.00 59.18 52.06 17.35 17.35 15.70
DeepSeek-v3 52.88 71.14 71.14 16.06 17.56 17.56
DeepSeek-r1 59.83 72.13 73.32 15.59 19.83 19.83
Claude-3.5 54.92 51.64 44.26 15.66 15.13 10.01
Qwen-plus 59.32 59.53 56.73 17.31 18.08 16.68

Table 1: Build rates (%) and Unit test pass rates (%) for
different repositories across various models.

4.1 Model Performance on 340

TRANSREPO-BENCH 341

We evaluate the performance of state-of-the-art 342

LLMs on the task of translating code repositories 343

from Java to C#. Next, we conduct a failure analy- 344

sis based on the experimental results. 345

4.1.1 Model Selection 346

We evaluated eight state-of-the-art LLMs for code 347

repository translation: GPT-4o, GPT-4o-mini, 348

GPT-4-turbo, Qwen-plus-1220, Claude-3.5-sonnet- 349

20240620, DeepSeek-v3, DeepSeek-r1, and GPT- 350

o1-mini. GPT-4o variants are efficient, general- 351

purpose models. Qwen-plus-1220 and Claude-3.5- 352

sonnet balance general and specialized reasoning. 353

DeepSeek-v3 focuses on code understanding and 354

transformation, while DeepSeek-r1 is a compact, 355

efficient model with strong reasoning. GPT-o1- 356

mini is lightweight and well-rounded, optimized 357

for structured thinking. 358

4.1.2 LLMs Performance 359

Table 1 compares LLM performance over three 360

iterations using Build Rate and Unit Test Pass Rate. 361

DeepSeek-v3 improves consistently, achieving the 362

highest Build Rate (71.14%) and a competitive 363

Unit Test Pass Rate (17.56%) in Iteration 3. GPT-4- 364

turbo starts strong (60.54%) but declines to 50.00%, 365

with its Unit Test Pass Rate dropping to 11.25%. 366

GPT-4o remains stable at 57.34% Build Rate, with 367

minor fluctuations in Unit Test Pass Rate (16.03%). 368

GPT-4o-mini and Claude-3.5 underperform, with 369

declining Build Rates and inconsistent trends. 370

DeepSeek-r1 outperforms DeepSeek-v3, achiev- 371

ing the highest Build Rate (73.77%) and Unit Test 372

Pass Rate (19.83%) in Iteration 3. GPT-o1-mini 373

also improves, peaking at 59.18% Build Rate and 374

maintaining a solid 15.7% Unit Test Pass Rate. 375

Overall, DeepSeek-r1 is the most robust, followed 376

by DeepSeek-v3, while other models struggle to 377

maintain performance. 378
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Repo Name
Build Success Rate (%) Unit Test Pass Rate (%)

GPT DeepSeek Others GPT DeepSeek Others

o1-mini 4o-mini 4o 4-turbo v3 r1 Claude Qwen o1-mini 4o-mini 4o 4-turbo v3 r1 Claude Qwen

promise 44.4 44.4 44.4 0.0 44.4 44.4 44.4 44.4 22.2 11.1 22.2 0.0 11.1 33.3 11.1 11.1
table-module 100.0 76.2 95.2 100.0 100.0 100.0 76.2 100.0 4.8 4.8 4.8 9.5 9.5 9.5 4.8 9.5
double-buffer 57.1 57.1 57.1 57.1 85.7 92.9 57.1 100.0 71.4 57.1 57.1 57.1 71.4 85.6 57.1 42.9
decorator 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 33.3 0.0 0.0 0.0 0.0
producer-consumer 0.0 0.0 0.0 100.0 100.0 100.0 100.0 0.0 0.0 0.0 0.0 33.3 33.3 33.3 33.3 0.0
double-dispatch 70.8 12.5 70.8 45.8 95.8 95.8 12.5 100.0 12.5 0.0 12.5 12.5 33.3 33.3 0.0 16.7
partial-response 100.0 100.0 100.0 100.0 60.0 70.0 100.0 60.0 20.0 0.0 20.0 20.0 0.0 20.0 20.0 0.0
converter 90.0 80.0 100.0 100.0 100.0 100.0 100.0 100.0 20.0 0.0 20.0 20.0 20.0 20.0 20.0 20.0
caching 80.0 100.0 100.0 50.0 50.0 50.0 50.0 90.0 40.0 0.0 10.0 0.0 10.0 10.0 0.0 40.0
unit-of-work 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 50.0 50.0 50.0 30.0 50.0 50.0 50.0 50.0
game-loop 77.8 88.9 77.8 100.0 88.9 100.0 100.0 77.8 33.3 33.3 55.6 11.1 33.3 33.3 33.3 33.3
type-object 88.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
bytecode 81.8 81.8 100.0 9.1 100.0 100.0 81.8 81.8 27.3 9.1 27.3 9.1 18.2 18.2 27.3 27.3

Average 68.52 57.00 65.03 66.31 71.14 73.32 63.23 65.70 22.42 12.72 21.50 18.15 22.32 26.65 19.76 19.29

Table 2: Build rates (%) and Unit test pass rates (%) for different repositories across grouped models.

Figure 5: Changes in Error Proportions

The results indicate that iterative refinement may379

not improve performance due to error accumula-380

tion, as early mistakes can amplify when models381

fail to distinguish helpful feedback from noise.382

Build Rates. Table 2 shows DeepSeek-383

r1 (73.32%) and DeepSeek-v3 (71.14%) lead-384

ing, followed by GPT-o1-mini (68.52%), GPT-4-385

turbo (66.31%), and Qwen-plus (65.70%). GPT-386

4o (65.03%) and Claude-3.5 (63.23%) perform387

slightly lower, with GPT-4o-mini (57.00%) trailing.388

DeepSeek-r1’s strong performance suggests robust389

translation capabilities.390

Unit Test Pass Rates. DeepSeek-r1 (26.65%)391

leads, followed by DeepSeek-v3 (22.32%), GPT-392

o1-mini (22.42%), and GPT-4o (21.50%). Claude-393

3.5 (19.76%) and Qwen-plus (19.29%) perform394

slightly lower, with GPT-4o-mini (12.72%) at the395

bottom. DeepSeek-r1 and GPT-o1-mini show396

stronger runtime behavior preservation.397

4.1.3 Failure Analysis398

Figure 5 shows error distribution and reduction399

over three iterations, demonstrating iterative refine-400

ment. The most frequent category, Runtime Errors,401

Repo Build Score (%) Unit Test Score (%)

RepoTransBench Ours RepoTransBench Ours

bytecode 100 44.4 81 22.2
caching 0 95.2 0 4.8
converter 0 57.1 0 57.1
decorator 0 0.0 0 0.0
double-buffer 0 0.0 0 0.0
double-dispatch 0 70.8 0 12.5
game-loop 0 100.0 0 20.0
partial-response 0 100.0 0 20.0
producer-consumer 0 100.0 0 10.0
promise 0 100.0 0 50.0
table-module 0 77.8 0 55.6
type-object 0 0.0 0 0.0
unit-of-work 100 100.0 30 27.3

Table 3: Comparison of RepoTransBench and FineEval
evaluation methods on each repository.

dropped from 439 in Iteration 1 to 428 in Iteration 402

3, reflecting ongoing improvements. Other com- 403

mon errors, including CS0246 (missing type/names- 404

pace), CS1061 (missing member), and CS0103 (un- 405

defined variable/name), also declined, indicating 406

effective correction. For instance, CS0106 fell from 407

23 to 16, and CS1061 from 23 to 17. The incon- 408

sistent decrease in CS0103 and CS0246 may result 409

from newly introduced variables or dependencies 410

lacking definitions. The total error count fell from 411

747 to 619, showing improved resolution of syntac- 412

tical and logical errors. Common failure patterns 413

are detailed in Appendix A.2. 414

4.2 TRANSREPO-BENCH Effectiveness 415

This section aims to validate (1) the fineness of our 416

evaluation mechanism, (2) the necessity of incorpo- 417

rating skeletons in the translation process, and (3) 418

the fulfillment of the three mentioned requirements. 419

4.2.1 Validating Evaluation Fineness 420

Our evaluation provides a finer, more comprehen- 421

sive assessment of repository translation. Unlike 422
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Figure 6: Missing Dependencies in Unit Tests Due to
the Absence of Skeletons

Iteration Time Build Rate (%) Unit Test Pass Rate (%)

With Skeletons Without Skeletons With Skeletons Without Skeletons

Iteration1 58.17 3.3 17.97 3.3
Iteration2 57.34 3.3 14.32 3.3
Iteration3 57.34 3.3 16.03 3.3

Table 4: Comparison of Build Rate and Unit Test Pass
Rate of GPT-4o with and without Skeleton

Iteration Time Build Rate (%) Unit Test Success Rate (%)

Coarse-Grained Feedback Ours Coarse-Grained Feedback Ours

Iteration-1 39.34 58.17 9.09 17.97
Iteration-2 50.00 57.34 13.94 14.32
Iteration-3 45.45 57.34 13.16 16.03

Table 5: Comparative Experiment on Coarse-Grained vs.
Our Fine-Grained Feedback for Usability Validation.

RepoTransBench (Wang et al., 2024), which evalu-423

ates entire projects without skeletons, our method424

scores components individually, preventing single425

errors from invalidating correct translations. As426

Table 3 shows, RepoTransBench scores 0 on most427

tasks, successfully evaluating only two of thirteen.428

In contrast, our approach assigns scores even when429

compilation fails, achieving 100% success for unit430

test-related segments. This fine-grained evaluation431

recognizes partial successes rather than dismissing432

them due to isolated errors.433

4.2.2 Proving Skeleton Necessity434

The second experiment confirms that providing tar-435

get repository skeletons is essential for translation.436

Table 4 shows that omitting skeletons drastically437

lowers build success and unit test pass rates. This438

is due to unresolved inter-file dependencies and439

interfaces, which hinder identifying functions un-440

der test. As Figure 6 illustrates, missing skeletons441

cause many unresolved dependencies, dropping all442

build and test scores to zero. For some reposito-443

ries, dependencies become completely unresolv-444

able without skeletons, highlighting their crucial445

role in enabling accurate evaluation.446

Figure 7: Build Success Rates for Incremental Transla-
tion with/without Skeleton

4.3 Validating Three Key Requirements for 447

Repository-Level Translation 448

As proposed in Section 2.2, our Skeleton-Guided- 449

Translation meets three requirements. Testability 450

is validated through large model evaluation, so we 451

focus on maintainability and usability. 452

Maintainability. Our maintainability experiment 453

evaluates how Skeleton-Guided Translation helps 454

LLMs perform incremental Java-to-C# translation, 455

improving repo-level maintainability. It translates 456

only necessary updates, avoiding redundant C# 457

changes. We assessed the bytecode repository by 458

measuring cumulative build success rates over ten 459

incremental tasks across five trials. The first ap- 460

proach updated the skeleton before translation; the 461

second translated directly without skeleton guid- 462

ance. Figure 7 shows that the skeleton-guided 463

method maintains successful builds even after eight 464

updates and 45 new functions, while the unguided 465

method fails around the third update. This demon- 466

strates the effectiveness of skeletons in supporting 467

incremental translation. 468

Usability. Table 5 compares coarse- and fine- 469

grained feedback for improving translated libraries. 470

Coarse feedback relies on holistic build and test 471

evaluations, while fine-grained feedback provides 472

targeted error insights. Results show that fine- 473

grained feedback consistently improves build rates 474

and unit test success, validating its effectiveness in 475

model-guided code refinement. 476

Summary. These experiments collectively estab- 477

lish that our method is superior in two key aspects: 478

• Our evaluation mechanism is more granular and 479

comprehensive, capturing the quality of transla- 480

tion even when partial failures occur. 481

• Skeletons are crucial for dependency resolution 482

and accurate evaluation. 483
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• Our Skeleton-Guided-Translation meets three484

key requirements for repository-level code trans-485

lation: maintainability, testability, and usability.486

5 Related Work487

5.1 Code Translation488

Code translation preserves semantics while convert-489

ing languages. Rule-based compilers (e.g., Babel,490

Roslyn) handle simple cases but fail on complex491

constructs. AI-driven methods go further. Many492

studies (Tang et al., 2023; Roziere et al., 2020; Roz-493

ière et al., 2022; Yin et al., 2024; Yang et al., 2024;494

Jiao et al., 2023; Jana et al., 2024; Di et al., 2024;495

Tipirneni et al., 2024; Yan et al., 2023) focus on496

short code from competitive programming (Puri497

et al., 2021; Lu et al., 2021), educational platforms498

(Yan et al., 2023; Ahmad et al., 2023), or custom499

tasks (Liu et al., 2023; Chen et al., 2021). Some500

(Pan et al., 2024; Eniser et al., 2024; Zhang et al.,501

2023) tackle longer code (100+ lines) but with lim-502

ited success. Novel training strategies (Roziere503

et al., 2020; Rozière et al., 2022; Szafraniec et al.,504

2023; Jana et al., 2024; Tipirneni et al., 2024)505

may enhance our approach, alongside prompting506

(Tang et al., 2023) and repair methods (Yin et al.,507

2024). Adapting automated program repair (Xia508

et al., 2023; Kong et al., 2024) could help with509

translation-specific I/O errors. SYZYGY (Shetty510

et al., 2025) translates C to safe Rust using LLM-511

driven code generation and dynamic analysis. Bhat-512

tarai et al. (Bhattarai et al., 2024) proposed a few-513

shot retrieval-based translation method, while Tao514

et al. (Tao et al., 2024) used an intermediary lan-515

guage (Go) to aid translation.516

AlphaTrans (Ibrahimzada et al., 2024) is a neuro-517

symbolic framework for repository-level code518

translation using program analysis and dynamic519

testing. Shiraishi et al. (Shiraishi and Shinagawa,520

2024) improved C-to-Rust translation with context-521

aware segmentation, and Oxidizer (Zhang et al.,522

2024) ensures functionality through feature map-523

ping and unit tests. However, AlphaTrans struggles524

with semantic alignment in test translation and rigid525

syntax rules. Our method solves these by validat-526

ing unit tests on both source and target skeletons527

and using LLMs to translate skeletons directly.528

5.2 Code Translation Benchmarks529

Benchmarks are crucial for evaluating code trans-530

lation. Early ones used small, manually curated531

function pairs, while modern benchmarks cover532

large datasets across diverse languages. AdvBench 533

(Robey et al., 2021) evaluates TransCoder on Java, 534

C++, and Python using BLEU, Exact Match (EM), 535

and Execution Accuracy. CodeNet (Puri et al., 536

2021) provides 14 million samples in 50 languages 537

for training and evaluation. Task-specific bench- 538

marks like CodeXGLUE (Lu et al., 2021) ensure 539

functional correctness but often miss niche lan- 540

guages and system-level complexities. RustRe- 541

poTrans (Ou et al., 2024) first includes repository- 542

level Rust dependencies, revealing a 41.5%-56.2% 543

performance drop, highlighting real-world chal- 544

lenges in dependency and cross-file handling. 545

RepoTransBench (Wang et al., 2024) bench- 546

marks repository-level translation with 100 repos- 547

itories and automated tests, addressing configura- 548

tion, resource handling, and test migration. How- 549

ever, our approach overcomes its limitations: (1) 550

No Skeleton Framework – Lacking skeletons, it 551

struggles with interface constraints, leading to mis- 552

alignments. Our skeleton-based method ensures 553

better control and adaptability. (2) No Test Verifica- 554

tion – It lacks robust test result checking, while we 555

validate unit tests on both source and target skele- 556

tons for reliable evaluation. (3) Coarse-Grained 557

Evaluation – It executes tests without isolating de- 558

pendencies, compounding errors. Our approach 559

isolates dependencies, enabling finer-grained as- 560

sessment and reducing error propagation. 561

6 Conclusions 562

We present Skeleton-Guided-Translation and the 563

TRANSREPO-BENCH benchmark to address the 564

challenges of evaluating LLM-based repository- 565

level code translation. We provide the “skeletons” 566

that preserve file structures and interfaces, enabling 567

fair and consistent evaluation of different LLMs 568

with unified unit tests. Moreover, we offer fine- 569

grained evaluation through detailed error localiza- 570

tion, moving beyond simple pass/fail outcomes. 571

Our evaluation of TRANSREPO-BENCH , a set 572

of Java repositories covered by high-quality tests, 573

shows that even SOTA LLMs reach only 26.65% 574

accuracy. Using skeletons prevents partial errors 575

from affecting correct modules, providing a fine- 576

grained assessment of build success and test pass 577

rates. We also demonstrate the benefits of using 578

skeletons to maintain interface consistency, enable 579

fine-grained quality assessment, and support incre- 580

mental translation. 581
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7 Limitations582

This study primarily focuses on evaluating583

repository-level translations between Java and C#584

using Skeleton-Guided-Translation, and does not585

confirm its generalizability to other language pairs586

(e.g., C++, Python, Rust). . Moreover, the exper-587

imental data is drawn from open-source projects588

with relatively high test coverage. While this offers589

some insight into how the approach might func-590

tion in real-world scenarios, performance may de-591

grade in extremely large or complex codebases with592

highly customized dependencies. Additionally, in593

order to maintain automation and control, we re-594

quire the use of skeletons (and subsequent manual595

fixes) in the evaluation process, which may not596

fully capture more dynamic environments involv-597

ing multi-user collaboration or frequent version up-598

dates. Lastly, certain unit tests still required manual599

patches before execution, somewhat limiting both600

efficiency and objectivity. Future research might601

explore automated repair techniques or adaptive602

testing configurations to further enhance evaluation603

reliability.604

8 Ethical Considerations605

The proposed method can significantly facilitate606

cross-language code migration and reuse but also607

introduces ethical and societal considerations. First,608

using large language models for automated code609

translation raises potential concerns about over-610

collection or misuse of proprietary software code,611

underscoring the need to address intellectual prop-612

erty and confidentiality agreements. Second,613

model-generated translations may contain hidden614

flaws or security vulnerabilities, and blindly deploy-615

ing them into production risks exacerbating exist-616

ing system vulnerabilities. Third, biases and metric617

selection in both the model training and evaluation618

processes may inadvertently cause disparities for619

certain languages or developer communities. To620

mitigate these issues, researchers and practitioners621

should collect data responsibly, rigorously review622

and test model outputs, and enforce thorough se-623

curity and quality assessments before integrating624

translated code into production environments.625
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A Appendix847

A.1 Detailed Information of848

TRANSREPO-BENCH849

Table 6 summarizes the key characteristics of our850

benchmark repositories, highlighting their diversity,851

high test coverage, and moderate adaptation costs.852

The selected repositories cover a wide range of soft-853

ware design patterns, ensuring a comprehensive854

evaluation of translation performance. The number855

Repo Name Classes Methods Lines Unit Test Coverage Skeleton Fix Time (min)

promise 6 36 789 93.70% 270
table-module 3 8 494 100.00% 70
double-buffer 3 16 489 98.30% 25
decorator 3 10 351 96.50% 60
producer-consumer 4 8 372 96.40% 30
double-dispatch 15 55 985 98.60% 90
partial-response 2 5 382 90.10% 130
converter 3 8 367 98.80% 100
caching 10 63 1605 93.30% 270
unit-of-work 4 16 460 98.30% 30
game-loop 7 18 730 94.90% 60
type-object 6 20 704 96.20% 120
bytecode 4 17 624 94.70% 150

Table 6: Resulting Benchmark

of classes, methods, and lines of code varies sig- 856

nificantly across repositories, reflecting different 857

levels of complexity and structural diversity. 858

Additionally, unit test coverage is consistently 859

high across the benchmark, demonstrating the ro- 860

bustness of the evaluation setup and ensuring that 861

translated code can be rigorously tested. The skele- 862

ton fix time, while necessary to adapt the repos- 863

itory skeletons for evaluation, remains moderate 864

across all repositories, indicating a reasonable ef- 865

fort in preparing the benchmark without excessive 866

overhead. Overall, this benchmark provides a well- 867

balanced dataset, offering diverse software struc- 868

tures, strong test coverage, and a practical adapta- 869

tion cost, making it suitable for assessing transla- 870

tion performance across different codebases. 871

A.2 Common Failure Patterns 872

We explore the most common failure patterns en- 873

countered during large model-based code transla- 874

tion, focusing on their underlying causes, how they 875

manifest in practice, and the strategies needed to 876

address them. By analyzing these recurring issues, 877

we aim to provide actionable insights for improv- 878

ing the accuracy and reliability of cross-language 879

code conversion processes. 880

Static Variable Misalignment. A common trans- 881

lation issue is inconsistent static variable naming. 882

For example: 883
884

p u b l i c vo id Stop ( ) { 885
s t a t u s = GameStatus . S topped ; 886

} 887888

The C# code raised error CS0117 due to in- 889

correct translation of the enum member Stopped, 890

which should follow C#’s uppercase convention, 891

e.g., STOPPED. This mismatch stems from Java’s 892

mixed-case style. To prevent such errors, transla- 893

tors should apply capitalization-aware mappings. 894

Unresolved Names and Contextual Misinterpre- 895

tations. Translation errors often stem from missing 896

imports of contextual elements, causing errors like 897

11

https://arxiv.org/abs/2410.09812
https://arxiv.org/abs/2410.09812
https://arxiv.org/abs/2410.09812
https://arxiv.org/abs/2206.05239
https://arxiv.org/abs/2206.05239
https://arxiv.org/abs/2206.05239
https://arxiv.org/abs/2412.17744
https://arxiv.org/abs/2412.17744
https://arxiv.org/abs/2412.17744
https://doi.org/10.1109/ICSE48619.2023.00129
https://doi.org/10.1109/ICSE48619.2023.00129
https://doi.org/10.1109/ICSE48619.2023.00129
https://doi.org/10.18653/v1/2023.findings-emnlp.337
https://doi.org/10.18653/v1/2023.findings-emnlp.337
https://doi.org/10.18653/v1/2023.findings-emnlp.337
https://arxiv.org/abs/2404.18852
https://arxiv.org/abs/2404.18852
https://arxiv.org/abs/2404.18852
https://arxiv.org/abs/2404.18852
https://arxiv.org/abs/2404.18852
https://arxiv.org/abs/2407.07472
https://arxiv.org/abs/2407.07472
https://arxiv.org/abs/2407.07472
https://arxiv.org/abs/2412.08035
https://arxiv.org/abs/2412.08035
https://arxiv.org/abs/2412.08035
https://arxiv.org/abs/2412.08035
https://arxiv.org/abs/2412.08035
https://doi.org/10.1145/3611643.3616350
https://doi.org/10.1145/3611643.3616350
https://doi.org/10.1145/3611643.3616350


CS0103 (“The name does not exist in the current898

context”). For example:899
900

p r i v a t e i n t RandomInt ( i n t min , i n t max ) {901
re turn ThreadLocalRandom . C u r r e n t . Next ( min , max +902

1) ;903
}904905

In this case, the C# compiler failed because906

ThreadLocalRandom is not recognized in C#. In-907

stead, C# provides a Random class with similar func-908

tionality. Translators must correctly identify equiv-909

alent libraries and methods in the target language910

or include necessary imports automatically.911

Undefined Methods. Errors such as CS1061 oc-912

cur when the translated code references methods or913

properties that are undefined in the target language.914

For instance:915
916

_ w i z a r d s [ w i za rd ] . SetWisdom ( amount ) ;917918

This snippet assumes a SetWisdom method in919

the Wizard class, but the translator didn’t verify it.920

Enhancing cross-referencing and generating warn-921

ings can help resolve such semantic gaps.922

Namespace and Duplicate Definitions. Another923

common error (CS0101) occurs when namespaces924

contain duplicate definitions due to repetitive code925

generation. Consider the following Java snippet:926
927

p u b l i c c l a s s Candy928
{929

p u b l i c Candy ( s t r i n g f l a v o r ) { }930
}931932

If the translator generates multiple constructors933

with identical signatures for this class in C#, the934

compiler will flag a conflict, as C# enforces unique935

member definitions within a namespace or class.936

The solution involves ensuring that constructors or937

methods with overlapping signatures are merged or938

disambiguated during translation.939

Runtime Logical Failures. Even after fixing com-940

pilation errors, logical inconsistencies in the trans-941

lation can still cause runtime issues. For example:942
943

p r i v a t e vo id R e g i s t e r ( Weapon weapon , s t r i n g944
o p e r a t i o n ) {945

i f ( ! _ c o n t e x t . TryGetValue ( o p e r a t i o n , o u t v a r946
weaponsToOpera te ) )947

{948
weaponsToOpera te = new L i s t <Weapon > ( ) ;949

}950
weaponsToOpera te . Add ( weapon ) ;951
_ c o n t e x t [ o p e r a t i o n ] = weaponsToOpera te ;952

}953954

A null reference error occurs because the955

_context dictionary was uninitialized. Such run-956

time errors are hard to catch via static analysis,957

underscoring the need for robust runtime testing to958

detect logical flaws in translated code.959
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