
Prompt4LJP: Prompt Learning for Legal Judgement Prediction

Anonymous ACL submission

Abstract

The task of Legal Judgment Prediction (LJP)001
involves predicting court decisions based on002
the facts of the case, including identifying the003
applicable law article, the charge, and the term004
of penalty. While neural methods have made005
significant strides in this area, they often fail006
to fully harness the rich semantic potential of007
language models (LMs). Prompt learning, a008
novel approach that reformulates downstream009
tasks as cloze-style or prefix-style prediction010
challenges for Masked Language Models using011
specialized prompt templates, has shown con-012
siderable promise across various Natural Lan-013
guage Processing (NLP) domains. However,014
the dynamic word lengths typical in LJP la-015
bels present a challenge to the standard prompt016
templates designed for single-word [MASK]017
tokens commonly used in many NLP tasks. To018
address this gap, we introduce the Prompt4LJP019
framework, a pioneering method tailored to in-020
corporate the knowledge of LMs into the LJP021
task by effectively accommodating dynamic022
word lengths in labels. This framework lever-023
ages a dual-slot prompt template and correla-024
tion scoring to maximize the utility of LMs025
without requiring additional resources or com-026
plex tokenization schemes. Our method sig-027
nificantly outperforms current state-of-the-art028
techniques on the CAIL-2018 dataset, thereby029
enhancing the accuracy and reliability of LJP.030
This contribution not only advances the field of031
LJP but also demonstrates a novel application032
of prompt learning to complex tasks involving033
dynamic word lengths.034

1 Introduction035

Legal Judgment Prediction (LJP) aims to predict036

court decisions based on case facts, encompassing037

tasks such as law article prediction, charge predic-038

tion, and term of penalty prediction, as detailed in039

Figure 1. Substantial advancements in LJP have040

been achieved using sophisticated neural networks041

and text representation models (Luo et al., 2017;042

At around 1 a.m. on November 17, 2016, the defendant Zhou stole 
property worth CNY 12,159.44 from the victim Lin's vehicle in Yingpan 
Community, Wukang Street of the county, by pulling open the car door. 
The stolen items included four Apple phones, eight foreign currency 
notes, and CNY 20. 

Fact Description

law article:  264
charge:  theft
term of penalty:  An imprisonment of  six months

Judgement Results
Judging

Figure 1: An illustration of legal judgment prediction.
The text highlighted in red signifies key details extracted
from the factual description, while the content high-
lighted in blue denotes the relevant law article, charge,
and term of penalty applicable to the fact description.

Feng et al., 2022; Zhang et al., 2023). For example, 043

Luo et al. (2017) improved the integration of fac- 044

tual descriptions with law articles using attention 045

mechanisms. However, these neural methodologies 046

primarily focus on extracting in-domain informa- 047

tion from LJP datasets, often neglecting the rich 048

semantic and linguistic information available in lan- 049

guage models (LMs). Current approaches typically 050

treat LJP tasks as straightforward text classification 051

problems (Fei et al., 2023), which limits their ef- 052

fectiveness in leveraging the comprehensive legal 053

knowledge embedded in LMs. 054

Prompt learning, a transformative approach that 055

reformulates downstream tasks as cloze-style or 056

prefix-style prediction challenges for LMs, includ- 057

ing Masked Language Models (MLMs) using spe- 058

cialized prompt templates, has shown considerable 059

promise across various Natural Language Process- 060

ing (NLP) domains (Schick and Schütze, 2020; Zhu 061

et al., 2023; Wang et al., 2021; Zhang and Wang, 062

2023; Ding et al., 2021; Zhu et al., 2022; Xiang 063

et al., 2022). One of the primary advantages of 064

prompt learning is that it enables models to bet- 065

ter understand downstream tasks, thereby stimulat- 066

ing the recall of relevant knowledge embedded in 067
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LMs (Sahoo et al., 2024; Sabbatella et al., 2024).068

However, current prompt learning templates are not069

well-suited for LJP tasks due to the nature of LJP070

labels. The dynamic word lengths typical in LJP071

labels present a challenge to the standard prompt072

templates designed for single-word [MASK] token073

commonly used in many NLP tasks. LJP labels074

often consist of complex, multi-word expressions,075

such as legal charges like "intentional injury" or leg-076

islative references like "Article 256," which cannot077

be adequately captured by single [MASK] token.078

This misalignment hinders the effective use of LMs’079

extensive pre-trained knowledge in LJP tasks.080

To address this gap, we introduce the081

Prompt4LJP framework, a pioneering method that082

effectively utilizes LMs knowledge tailored for the083

complex and dynamic nature of LJP labels. Our084

contributions are centered on harnessing the exten-085

sive pre-trained knowledge of LMs and enhancing086

their ability to recall and apply relevant legal infor-087

mation through two main technical innovations:088

First, we developed a Dual-Slot Prompt Tem-089

plate that directly incorporates the given fact de-090

scription and a potential label into the prompt, re-091

spectively, transforming LJP tasks into masked092

language model challenges. This design engages093

the language model to apply its learned semantic094

knowledge and intuitively grasp the task through095

structured template guidance, accommodating the096

complex, multi-word labels typical in LJP.097

Second, we introduced a novel Correlation098

Scores Ranking system to assess candidate labels099

generated for each fact scenario. Although LJP100

tasks typically involve a single label per case, in101

real judicial applications, charges or law articles102

can be very similar. The ranking mechanism gen-103

erates candidate labels that can assist in practical104

judicial decision-making by providing closely re-105

lated alternatives and identifying the most accurate106

ground-truth label. This system significantly en-107

hances the LM’s capacity to leverage its extensive108

pre-trained legal knowledge, thereby boosting both109

accuracy and reliability in LJP tasks.110

To evaluate the Prompt4LJP method, we con-111

ducted rigorous testing on the CAIL-2018 dataset, a112

recognized benchmark in the LJP field. The results113

are highly promising, showing that Prompt4LJP not114

only meets but often exceeds the performance of115

existing SOTA neural models in predicting charges116

and terms of penalty. These outcomes highlight the117

efficacy of our tailored prompt template in adeptly118

managing multi-word labels and markedly improv-119

ing the accuracy and reliability of LJP systems. 120

Our findings demonstrate that the Prompt4LJP 121

framework effectively utilizes the rich, pre-trained 122

knowledge embedded in LMs, optimizing it specif- 123

ically for LJP tasks without the necessity for addi- 124

tional external datas. This framework stimulates 125

LMs to recall pre-trained legal knowledge relevant 126

to LJP tasks, significantly enhancing their perfor- 127

mance. Furthermore, this significant advancement 128

in applying LMs knowledge directly addresses the 129

unique demands of LJP, setting a new standard in 130

the field. 131

2 Related Work 132

2.1 Legal Judgement Prediction 133

Traditional methods for LJP primarily utilized rule- 134

based or mathematical models (Kort, 1957; Segal, 135

1984; Ulmer, 1963), which, despite their accuracy, 136

are difficult to generalize due to the extensive cost 137

of feature engineering. With the rise of neural 138

network techniques in NLP, there’s been a shift 139

towards applying these methods to LJP, leading to 140

numerous studies (Luo et al., 2017; Zhong et al., 141

2018; Yang et al., 2019; Xu et al., 2020; Yue et al., 142

2021; Feng et al., 2022; Zhang et al., 2023; Liu 143

et al., 2023). 144

These studies often employ a multi-task learning 145

(MTL) framework, modeling the subtasks of LJP to 146

capture dependencies among them and enhance pre- 147

diction accuracy. Notable examples include Zhong 148

et al. (2018)’s topological framework, Yue et al. 149

(2021)’s segmented factual analysis, Feng et al. 150

(2022)’s use of key event information with consis- 151

tency constraints, and Zhang et al. (2023)’s con- 152

trastive learning approach to differentiate between 153

similar legal terms. MTL introduces complexities 154

such as the need for optimal weight allocation and 155

specific loss function design, which complicate hy- 156

perparameter tuning. Given the success of prompt 157

learning in various domains(Xiang et al., 2022; 158

Zhang and Wang, 2023), we are inspired to explore 159

its potential in improving LJP. 160

2.2 Prompt Learning in LJP 161

Prompt learning, facilitated by pre-trained lan- 162

guage models such as BERT (Devlin et al., 2018) 163

and RoBERTa (Liu et al., 2019), has revolutionized 164

various NLP tasks by framing them as cloze-style 165

or prefix-style prediction challenges. Although 166

successful in domains like news recommendation 167

(Zhang and Wang, 2023), implicit discourse rela- 168
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TYPE TASK TEMPLATE

Discrete Law Articles According to the following fact, whether the defendant violates Article
< law > of the Criminal Law: [MASK]. < f act >

Charges According to the following fact, whether the defendant is guilty of
< crime >: [MASK]. < f act >

Terms of Penalty According to the following fact, whether it is reasonable to impose a
< term > punishment on the defendant: [MASK]. < f act >

Continuous All [P1]...[Pl1 ]< label > [Q1]...[Ql2 ] [MASK] [M1]...[Ml3 ]< f act >

Table 1: Prompt templates designed for the three subtasks in this paper, including discrete and continuous templates.

tionship recognition (Xiang et al., 2022), and text169

classification (Schick and Schütze, 2020; Zhu et al.,170

2023; Wang et al., 2021), its application in LJP171

faces unique challenges due to the complexity of172

legal terminology and the often complex, multi-173

word expressions that LJP labels entail.174

Sun et al. (2024) tackled the challenge of rep-175

resenting intricate legal charges by employing a176

fixed template with ten [MASK] tokens. This ap-177

proach, while innovative, resulted in significant178

data sparsity from the numerous possible combina-179

tions of the [MASK] tokens. To mitigate this issue,180

they incorporated external knowledge bases to en-181

rich contextual understanding, though their method182

depended on calculating the similarity between pre-183

dicted outputs and actual legal terms, which can be184

problematic due to nuanced differences between185

similar terms.186

Prompt4LJP diverges significantly by simplify-187

ing the integration of labels and facts. Our model188

uses a dual-slot prompt template that directly incor-189

porates the given fact and a potential label into the190

prompt. This method efficiently evaluates correla-191

tion scores between facts and labels, converting the192

traditional multi-class classification challenge into193

a more straightforward binary prediction task. The194

Prompt4LJP framework guides LMs to leverage195

their extensive pre-trained knowledge more effec-196

tively, enhancing their ability to recall and apply197

relevant legal information for LJP tasks. This en-198

hancement not only eliminates the need for external199

data sources and complex tokenization strategies200

but also increases the accuracy and applicability of201

prompt learning for LJP.202

3 Our proposed method203

In this section, we first give the essential definitions204

of LJP task. Then, we explain the details of our205

prompt templates, verbalizer and answer words.206

Finally, we present a comprehensive overview of 207

our Prompt4LJP framework and detail the training 208

strategy employed. 209

3.1 Task Definition 210

The three subtasks in LJP are denoted as ta, tc, 211

and tb, representing law article prediction, charge 212

prediction, and term of penalty prediction, respec- 213

tively. Each subtask is a multi-label classification 214

task. To maintain consistency with previous stud- 215

ies (Zhang et al., 2023; Feng et al., 2022; Xu et al., 216

2020), we consider only samples in which each 217

subtask has a single label in the dataset. Given the 218

factual description x of a legal case, the LJP task, 219

denoted as T = {ta, tc, tb}, aims to predict the result 220

labels for the three subtasks. Formally, yt
i repre- 221

sents the i-th label of a subtask-specific label set 222

Y t , where yt
i ∈Y t and i = 1,2, ..., |Y t | for t ∈ T . For 223

instance, in the charge prediction subtask tc, the la- 224

bel set Y c = {T he f t,Robbery, ...,Arson} includes 225

yc
1 = T he f t, yc

2 = Robbery, and yc
|Y c| = Arson. 226

3.2 Dual-Slot Prompt Template for LJP 227

Within our research, each subtask—ta, tc, and 228

tb—is treated as an independent task, each utiliz- 229

ing a consistent prompt template format. Unlike 230

conventional multi-class classification templates, 231

which typically feature only one input slot for a 232

single-word label or its expanded word from the 233

LM’s vocabulary, our templates include two slots: 234

< f act > and < label >. Specifically, < f act > 235

represents the fact statement x, while < label > cor- 236

responds to the label yt
i . Here, < label > serves as a 237

unified representation of < crime >, < law >, and 238

< term >, representing charges, law articles, and 239

terms of penalty, respectively. For instance, in the 240

charges prediction task tc, we construct a prompt 241

template denoted as f c
prompt(< f act >,< crime >) 242

as follows: 243
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Figure 2: The framework of Prompt4LJP. The three areas represent the three steps: Prompts Construction, Candidate
Labels Prediction, and Correlation Scores Ranking.

According to the following fact, whether244

the defendant is guilty of <crime> :245

[MASK]. <fact>246

Our method innovatively converts the multi-247

class classification task into a cloze-style mask-248

prediction task within the template. Prompt-guided249

MLMs aim to predict whether a given label yt
i is a250

plausible result label for the factual description x.251

Additionally, we explore the impact of employing252

the continuous prompt on prediction performance253

for LJP. In our continuous template, we maintain254

the structure of the discrete prompts but replace255

discrete tokens with custom pseudo tokens: [P1:l1 ],256

[Q1:l2 ], and [M1:l3 ]. These pseudo tokens, serving as257

learnable parameters, are strategically positioned258

before < label >, [MASK], and < f act > respec-259

tively, where l1, l2, l3 represent the numbers of260

pseudo tokens. For further clarity, Table 1 provides261

an overview of our designed prompt templates for262

the three subtasks.263

3.3 Answer Words and Verbalizer264

Based on our provided prompt template f t
prompt(<265

f act >,< label >), we simply select two opposite266

words from the vocabulary V of the MLMs as our267

answer words, specifically yes and no. These two268

words constitute our answer space Va, where Va =269

{no,yes} ⊂ V . In MLMs M, the probability of270

filling each word v from Va into the [MASK] can271

be calculated as follows:272

P(v ∈Va|x,yt
i) = PM(w| f t

prompt(x,y
t
i)) (1)273

where w represents filling the [MASK] with the an-274

swer word v ∈ Va, i.e., [MASK] = v. As we don’t275

directly use labels as answer words, the primary276

emphasis of our work doesn’t focus on the con-277

struction of the verbalizer. Nonetheless, within278

the prompt learning paradigm, the verbalizer holds 279

significance. Thus, we provide a simplified formu- 280

lation for our work: 281

fverbalizer(v) =

{
x ⇒ yt

i v = yes
x ̸⇒ yt

i v = no
(2) 282

In this formulation, x ⇒ yt
i indicates that yt

i is a 283

possible result label for x, while x ̸⇒ yt
i indicates 284

the absence of yt
i as a potential result label for x. 285

3.4 Our Prompt4LJP Framework 286

For each given factual description xi, we aim 287

to predict the ground-truth label ŷt
i for the three 288

subtasks—ta, tc, and tb—respectively. Figure 2 289

illustrates our Prompt4LJP framework, which en- 290

compasses three steps for legal judgments: prompts 291

construction, candidate labels prediction, and cor- 292

relation scores ranking. 293

Step1:Prompts Construction. In subtask t, we 294

generate |Y t | prompts for each given fact xi. 295

Formally, we denote f t
prompt,i, j(xi,yt

j) as the j-th 296

prompt associated with the fact xi, where xi and yt
j 297

are inserted into the prompt template’s < f act > 298

and < label > slots, respectively. We represent 299

these |Y t | prompts for xi as a prompt set Dt
i = 300

{ f t
prompt,i, j(xi,yt

j) | yt
j ∈ Y t} in the subtask t. The 301

prompt whose < label > corresponds to the tar- 302

get label ŷt
i is called the positive prompt, while the 303

remaining |Y t |−1 prompts, which contain labels 304

from Y t excluding the label corresponding to ŷt
i , 305

are termed negative prompts. 306

Step2:Candidate Labels Prediction. Denoted st
i, j 307

as the correlation score between xi and yt
j. The 308

correlation score can be served as the confidence 309

whether the label yt
j is a result label for xi. The 310

higher correlation score, the greater probability 311

that yt
j is the ground-truth label for xi. For the 312
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k-th prompt f t
prompt,i,k(xi,yt

k) of xi, if the probabil-313

ity of the answer word v = yes is greater than that314

of v = no, i.e., P(v = yes|xi,yt
k)> P(v = no|xi,yt

k),315

we consider xi and yt
k to be correlated, with a cor-316

relation score of st
i,k = P(v = yes|xi,yt

k). Then, we317

create a pair consisting of the corresponding label318

and the correlation score, denoted as < yt
k,s

t
i,k >,319

and add it into the candidate label set Ct
i . When320

the same evaluation is applied to all prompts in321

the prompt set Dt
i , we will obtain a candidate la-322

bel set Ct
i for the fact xi in the subtask t, where323

0 ≤ |Ct
i | ≤ |Y t |.324

Step3:Correlation Scores Ranking. We will sort325

the pair < yt
j,s

t
i, j > in the candidate label set Ct

i326

by the correlation score st
i, j in order of largest to327

smallest. The label yt
k corresponding to < yt

k,s
t
i,k >328

with the highest correlation score st
i,k will be served329

as the final prediction label ŷt
i for the fact xi in the330

subtask t, which can be formalized as follow:331

ŷt
i = g(max{st

i, j|< yt
j,s

t
i, j >∈Ct

i}), t ∈ T (3)332

where g is a function finding the corresponding333

label yt
k of the highest correlation score st

i,k from334

the candidate label set Ct
i .335

3.5 Training336

We fine-tune the parameters of a MLM using the337

public CAIL2018-small dataset (Xiao et al., 2018)338

with our custom prompt templates and answer339

space. For each subtask t, we use the cross-entropy340

loss function to train the corresponding model:341

Lt =
1
K

K

∑
k=1

[zt
klogpt

k +(1− zt
k)log(1− pt

k)] (4)342

where zt
k and pt

k are the gold label and predicted343

probability of the k-th training instance in the sub-344

task t, respectively. We use the AdamW optimizer345

(Loshchilov and Hutter, 2017) with L2 regulariza-346

tion for model training.347

4 Experiments348

In this section, we introduce our experimental set-349

tings and conduct a series of experiments to evalu-350

ate the proposed Prompt4LJP framework.351

4.1 Experimental Settings352

Dataset. We validate the effectiveness of our353

method using the publicly available dataset from354

the Chinese AI and Law challenge (Xiao et al.,355

2018): CAIL-small (the exercise stage dataset).356

Each sample in the dataset comprises a factual de- 357

scription of a legal case, along with applicable law 358

articles, charges, and terms of penalty. To maintain 359

consistency with the latest SOTA method like EPM 360

(Feng et al., 2022) and CL4LJP (Zhang et al., 2023), 361

we adhere to their data preprocessing pipelines, 362

which involves filtering out samples with multi- 363

ple labels. Statistical details about the dataset are 364

presented in Table 2. 365

Dataset CAIL-small
#Training Set Cases 96,540
#Validation Set Cases 12,903
#Testing Set Cases 24,848
#Law Articles 101
#Charges 117
#Term of Penalty 11

Table 2: Statistics on CAIL-small.

Implementation Details. We utilize the pre- 366

trained language model bert-base-chinese (Devlin 367

et al., 2018) provided by HuggingFace transform- 368

ers (Wolf et al., 2020). For consistency across 369

all subtasks of LJP, we employ the same train- 370

ing strategy. Specifically, the model is trained on 371

4 NVIDIA GeForce RTX 3090 GPUs simultane- 372

ously, with a batch size of 16 for each GPU. We 373

use the AdamW optimizer (Loshchilov and Hutter, 374

2017) with a learning rate of 2e-5 and train the 375

model for 8 epochs. The final epoch model is eval- 376

uated on the testing set. To assess the performance 377

of our methods and baseline models, we employ 378

four widely-used metrics for multi-class classifica- 379

tion tasks: accuracy (Acc.), macro-precision (MP), 380

macro-recall (MR), and macro-F1 (F1). 381

4.2 Baseline Methods 382

To fully demonstrate the effectiveness and superi- 383

ority of our methodology in LJP tasks, emphasiz- 384

ing its capability to leverage knowledge acquired 385

during the pre-training process, we conducted com- 386

parisons with three fundamental paradigms: state- 387

of-the-art (SOTA) neural networks, LLM-specific 388

techniques such as prompt-based in-context learn- 389

ing (ICL), and parameter-efficient fine-tuning 390

(PEFT). 391

Neural Methods. We selected seven SOTA neural 392

models in Chinese LJP as our baseline models, in- 393

cluding: (1) MLAC (Luo et al., 2017), which is an 394

attention-based neural network method for charge 395

prediction that incorporates the k most relevant law 396

articles. (2) TOPJUDGE (Zhong et al., 2018), 397

which constructs a topological multi-task learn- 398

5



Tasks Law Articles Charges Terms of Penalty

Metrics Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

ICL Method

Few-shot 64.01 59.81 53.65 51.94 65.06 69.70 60.52 59.72 08.13 17.84 13.37 07.68

PEFT Method

PEFT-Qwen1.5 50.85 42.03 36.52 36.96 57.25 50.49 46.59 45.82 23.11 28.20 18.27 18.48

SOTA Neural Methods

MLAC∗ 73.02 69.27 66.14 64.23 74.73 72.65 69.56 68.36 36.45 34.50 29.95 29.64
TOPJUDGE∗ 78.60 76.59 74.84 73.72 81.17 81.87 80.57 79.96 35.70 32.81 31.03 31.49
MPBFN∗ 76.83 74.57 71.45 70.57 80.17 78.88 75.65 75.68 36.18 33.67 30.08 29.43
LADAN∗ 78.70 74.95 75.61 73.83 82.86 81.69 80.40 80.05 36.14 31.85 29.67 29.28
NeuralJudge∗ 79.02 75.69 75.23 74.87 81.22 77.51 78.17 77.99 36.84 34.80 32.22 32.48
EPM∗ 84.65 80.82 77.55 78.10 84.10 84.55 80.22 81.43 36.69 35.60 32.70 32.99
CL4LJP 77.01 75.42 73.38 72.48 79.14 78.45 78.11 77.25 36.31 33.20 30.05 29.53

Prompt4LJP(ours)

Discrete 79.24 78.28 77.27 76.25 84.66 85.19 84.12 83.68 40.44 39.40 37.02 37.75
Continuous 80.95 80.08 78.42 77.49 86.01 85.82 84.68 84.67 40.41 40.92 34.86 37.04

Table 3: Experimental results on CAIL2018-small dataset. Text in bold denotes the best result, while underline
indicates the second best result across the entire table. Results marked with ∗ represent those from models reported
in (Feng et al., 2022), which share the same data preprocessing pipeline with our approach. All other results were
obtained from our own experiments.

ing framework to capture dependencies among the399

three subtasks of LJP. (3) MPBFN-WCA (Yang400

et al., 2019), which utilizes dependencies among401

the three subtasks and integrates word collocation402

features of fact descriptions into the network via an403

attention mechanism to distinguish similar cases.404

(4) LADAN (Xu et al., 2020), which proposes a405

graph neural network to capture discriminative fea-406

tures between confusing law articles. (5) Neur-407

Judge (Yue et al., 2021), which separates the fac-408

tual description into several parts, each making a409

judgment for other subtasks. (6) EPM (Feng et al.,410

2022), which leverages key event information of411

legal cases to predict the result and utilizes consis-412

tency constraints between the three subtasks. (7)413

CL4LJP (Zhang et al., 2023), which introduces a414

neural contrastive learning framework to capture415

the relationship between factual descriptions, simi-416

lar law articles, and corresponding charges.417

PEFT Method. Considering the limited compu-418

tational resources, we chose the newly released419

Qwen1.5-1.8B-Chat with small parameters (Bai420

et al., 2023), which is tailored for Chinese, as our421

backbone for LoRA fine-tuning (Hu et al., 2021) on422

the CAIL2018-Small training set. The fine-tuned423

model is denoted as PEFT-Qwen1.5. More de-424

tails about the fine-tuning settings can be found in425

Appendix A.426

ICL Method. Evaluation results from (Fei et al., 427

2023) indicate that the Qwen7B-Chat model (Bai 428

et al., 2023) exhibits the best performance on le- 429

gal tasks among Chinese-oriented LLMs. There- 430

fore, we selected the latest known Qwen model, 431

Qwen1.5-14B-Chat, as our backbone for zero-shot 432

and few-shot experiments. For the given descrip- 433

tions, we constructed suitable prompts to guide 434

the model in providing the applicable law article, 435

charge, and term of penalty. Due to the maximum 436

input token limit of the model, we only conducted 437

0-shot, 2-shot, and 4-shot experiments. Experi- 438

mental results show that the 4-shot setup yields the 439

best results. Table 3 only presents the optimal re- 440

sults. We denote this method as Few-shot. Specific 441

prompts for LJP are shown in Appendix B. 442

4.3 Main Experimental Results 443

The main results of the three subtasks are sum- 444

marized in Table 3. Our Prompt4LJP method, 445

whether using discrete or continuous templates, out- 446

performs baseline methods, particularly in charges 447

and terms of penalty prediction. Compared to the 448

best baseline model EPM, Prompt4LJP shows F1- 449

score improvements of 2.25% and 4.76% (charges 450

and penalties) with discrete templates, and 3.24% 451

and 4.05% with the continuous template, demon- 452

strating prompt-learning’s ability to leverage pre- 453
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trained knowledge and adapt flexibly to specific454

tasks.455

However, our performance in law article predic-456

tion is inferior to EPM, likely because the < law >457

slot is filled with simple numbers (e.g., "256"),458

while the < crime > and < term > slots contain459

contextually rich phrases like "robbery" and "im-460

prisonment for less than one year," providing more461

linguistic and semantic information to the model.462

Future research will focus on handling this issue.463

Continuous templates generally outperform dis-464

crete ones in law articles and charges prediction,465

with accuracy and F1-score differences exceeding466

1%, due to the flexibility of learnable pseudo to-467

kens in continuous prompts. However, for penalty468

prediction, continuous templates slightly underper-469

form discrete ones, with gaps averaging less than470

0.4%, possibly because penalty prediction benefits471

from the stability of discrete templates.472

Overall, both direct fine-tuning and prompting473

of LLMs perform poorly on LJP tasks, indicating474

a failure to fully utilize the encyclopedic linguis-475

tic evidence embedded in the pre-training process.476

In contrast, our Prompt4LJP framework, with its477

dual-slot prompt template, effectively harnesses478

legal knowledge within the pre-trained LMs, signif-479

icantly improving LJP performance by better cap-480

turing domain-specific information and enhancing481

the model’s capability in complex legal reasoning,482

ultimately surpassing current SOTA methods in483

accuracy and reliability.484

4.4 Hyperparameter Analysis485

The number of pseudo tokens within continuous486

templates and the number of negative prompts for487

training represent our core hyperparameters. Ex-488

perimental findings reveal that different parameter489

configurations exert distinct impacts across LJP490

subtasks.491

The Influence of the Quantity of Pseudo Tokens.492

From Table 1, we note that the three independent493

subtasks of LJP share the same continuous template494

pattern with [P1:l1 ], [Q1:l2 ], and [M1:l3 ]. To explore495

the impact of varying the number of pseudo tokens496

(i.e., l1, l2, l3) on prediction performance, we con-497

duct three experiments for each subtask. We adopt498

a basic hyperparameter tuning strategy, setting l1,499

l2, l3 to the same value, denoted as l = l1 = l2 = l3.500

Given that in Chinese expressions, a complete word501

typically consists of two Chinese characters, we502

vary l in {0,2,6,10,16}, increasing in multiples of503

2. 504

Figure 3 demonstrates varying optimal l values 505

across subtasks according to F1-score, solely based 506

on differences in label values and quantities within 507

the same continuous template pattern. Additionally, 508

for terms of penalty prediction at l = 10 and l = 509

16, F1-score increases while accuracy decreases, 510

suggesting the introduction of ambiguities due to 511

the absence of pre-training knowledge in randomly 512

initialized pseudo tokens. 513

The Effect of Number of Negative Prompts. In 514

our experiments, we noticed a significant impact 515

on prediction performance based on the number 516

of negative prompts (n) used during training. We 517

varied n from 1 to 10 and focused on predicting 518

law articles and terms of penalty. Our experiments 519

solely employed the discrete template and analyzed 520

F1-score, considering the imbalanced data distribu- 521

tion in the CAIL2018 dataset. 522

Results, as depicted in Figure 4, illustrate that 523

increasing n enhances the model’s ability to predict 524

low-frequency labels, particularly evident in law ar- 525

ticles prediction with its larger label set (101 labels). 526

This improvement is attributed to the model’s ca- 527

pacity to learn relevant characteristics between the 528

fact and the target label, alongside irrelevant char- 529

acteristics between the fact and non-target labels. 530

Consequently, the model captures more discrim- 531

inative information, benefiting overall prediction 532

performance. Conversely, in terms of penalty pre- 533

diction, which involves a smaller label set (11 la- 534

bels), setting n to its maximum value (i.e., n = 10) 535

leads to overfitting, thereby diminishing prediction 536

performance. 537

4.5 Different Label Selection Strategies 538

The Prompt4LJP framework enables the prediction 539

of a candidate labels set for each provided factual 540

description, a crucial aspect in tasks with extensive 541

label sets as it helps narrow down potential labels. 542

In the charges prediction, our method significantly 543

reduces the candidate charges set size (117 labels) 544

to approximately 1/24 of the original label set size 545

on average. Additionally, our approach achieves 546

a macro-recall exceeding 90%, indicating that the 547

candidate label sets generated by our method al- 548

most entirely encompass the ground-truth labels. 549

However, accurate label selection remains cru- 550

cial even with the candidate label set at hand. In 551

addition to our proposed Ranking strategy, which 552

selects the final ground-truth label based on the 553
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Tasks Law Articles Charges Terms of Penalty

Metrics Acc. F1 Acc. F1 Acc. F1

Best Baseline

EPM 84.65 78.10 84.10 81.43 36.69 32.99

Continuous Template

Train-10% 73.85 64.52 75.86 74.34 27.27 23.79
Train-30% 78.01 (+4.16) 71.87 (+7.35) 81.48 (+5.62) 80.66 (+6.32) 29.28 (+2.01) 29.35 (+5.56)
Train-50% 78.77 (+0.76) 72.45 (+0.58) 83.34 (+1.86) 81.70 (+1.04) 40.83 (+11.55) 35.12 (+5.77)
Train-70% 79.06 (+0.29) 74.62 (+2.17) 85.41 (+2.07) 84.24 (+2.54) 38.93 (-1.90) 36.80 (+1.68)
Train-90% 79.98 (+0.92) 76.09 (+1.47) 84.99 (-0.42) 84.11 (-0.13) 41.52 (+2.59) 36.80 (+0.00)
Train-Full 80.95 (+0.97) 77.49 (+1.40) 86.01 (+1.02) 84.67 (+0.56) 40.41 (-1.11) 37.04 (+0.24)

Table 4: Experimental results with fewer training data under the continuous prompt template. The datas in bold
indicates that our method outperformed the best baseline model EPM when using less than 70% of the training data.

highest correlation score, we also investigate the554

impact of alternative selection strategies on the ex-555

perimental results. These strategies include random556

selection (Random) and further refinement using557

the LLM (Qwen1.5-14B). Detailed explanations of558

these strategies are provided in Appendix C.559

Due to space limitations, our analysis primarily560

centers on charge prediction within the continu-561

ous template, with results for the other subtasks562

following a similar trend. Table 5 showcases the563

outcomes of the three distinct selection strategies.564

Particularly noteworthy is the comparable perfor-565

mance of the LLM-based refinement strategy in566

contrast to our Ranking approach. Enhancements567

in LLM selection efficacy could be pursued through568

the refinement of more suitable prompts.569

Metrics Acc. MP MR F1

Random 79.44 76.89 77.04 76.42
Qwen1.5-14B 85.69 85.74 83.29 83.83
Ranking(ours) 86.01 85.82 84.68 84.67

Table 5: Experimental results with different selection
strategies for the charge prediction on the continuous
template.

4.6 Impact of Training Dataset Size570

Several studies have highlighted the efficacy of571

prompt learning with smaller datasets in various572

NLP tasks (Wang et al., 2021; Xiang et al., 2022;573

Zhang and Wang, 2023). Our study examines the574

Prompt4LJP model’s impact on prediction perfor-575

mance across three subtasks with limited data. Due576

to space constraints, we present only the continu-577

ous template results, with similar trends under the578

discrete template detailed in Appendix D.579

We trained the three subtasks using 10%, 30%,580

50%, 70%, and 90% of the available data. The581

results, as shown in Table 4, shows significant im- 582

provements in accuracy and F1-score from 10% to 583

30% of the training data for charges and law arti- 584

cles. However, gains diminish from 50% to 100%, 585

indicating robust generalization capabilities by har- 586

nessing the knowledge embedded in pre-trained 587

MLs to support the LJP task, irrespective of train- 588

ing data quantity. Furthermore, our approach sur- 589

passes the top-performing baseline EPM, trained 590

on the entire dataset, utilizing only 50% of the train- 591

ing data for predicting penalty terms and 70% for 592

predicting charges. These findings underscore the 593

advanced capabilities of prompt learning methods 594

in managing situations with limited training data, 595

showcasing their superiority compared to shallow 596

neural networks. 597

5 Conclusion 598

In our paper, we introduce Prompt4LJP, a novel 599

prompt learning framework tailored for LJP tasks. 600

To address the challenge posed by multi-word la- 601

bels in LJP, we employ a dual-slot prompt tem- 602

plate along with correlation scoring. Through ex- 603

tensive experiments conducted on the CAIL2018- 604

small dataset, we demonstrate the efficacy of 605

Prompt4LJP in enhancing the accuracy and reli- 606

ability of LJP predictions. Our results indicate 607

that Prompt4LJP outperforms existing SOTA ap- 608

proaches, particularly in the prediction of charges 609

and penalty terms. Moreover, our model’s perfor- 610

mance underscores its adept utilization of the rich, 611

pre-trained knowledge inherent in LMs, obviating 612

the need for additional external data. This high- 613

lights the genuine application of LM knowledge in 614

LJP tasks. 615
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Limitations616

In our endeavor to integrate the prompt learning617

paradigm into LJP, we acknowledge several lim-618

itations. Firstly, our investigation was limited to619

singular prompt templates and simple answer word620

pairs for each subtask. Secondly, our study has621

solely examined the performance of our method on622

the chinese-bert-base pre-trained model, neglecting623

its applicability to larger parameter LLMs. Future624

work will address this limitation. Thirdly, to main-625

tain consistency with prior SOTA methodologies,626

our analysis concentrated exclusively on single-627

label instances within the CAIL2018-small dataset.628

Nevertheless, we recognize the potential applicabil-629

ity of our approach to scenarios involving multiple630

labels and plan to conduct more comprehensive631

investigations in future research endeavors.632
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Appendix 782

A Fine-tuning Hyper-parameters 783

We utilized the LLama Factory (Zheng et al., 784

2024) for LoRA fine-tuning on Qwen1.5-1.8B- 785

Chat, leveraging 4 NVIDIA GeForce RTX 3090 786

GPUs. Specifically, we transformed the original 787

CAIL2018-small dataset into the "instruction-input- 788

output" JSON format tailored for the model, as 789

depicted in Table 10. The model hyperparame- 790

ters were fine-tuned based on the training set of 791

CAIL2018-small, with detailed settings provided 792

in Table 6. 793

Hyper-parameter Value
per-device-train-batch-size 4
gradient-accumulation-steps 2
learning-rate 5e-6
num-train-epochs 3.0
lr-scheduler-type cosine
warmup-steps 0.1
bf16 true

Table 6: Hyper-parameter settings.

B Prompt for Legal Judgement 794

Prediction 795

In alignment with the Qwen1.5-14B-Chat input 796

format, we adhere to a structure comprising two 797

message roles: "system" and "user." The "system" 798

role is designated for task descriptions, while the 799

"user" role is intended for text input. Additionally, 800

we selected the sample with the most similar fact 801

description to the given factual description as the 802

input demonstrations. The specific prompt demon- 803

stration for Legal Judgment Prediction are shown 804

in Table 11. 805

C Detailed Explanations for Two 806

Strategies 807

Random. We randomly select one label from the 808

predefined candidate label set six times. The label 809

that appears most frequently is chosen as the final 810

predicted label. To ensure robustness, we repeat 811

this process six times and take the average of the 812

predicted results as our final result. 813

Qwen1.5-14B. We use Qwen1.5-14B-Chat for our 814

experiments. We create specific prompts for each 815
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Figure 3: Impact of the number of pseudo tokens in the continuous templates for three subtasks.
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Figure 4: Impact of number of negative prompts for
model training in the discrete templates for the predic-
tion of law articles and terms of penalty.

sub-task, including predicting laws, charges, and816

penalty terms, to help the model choose the correct817

labels from the candidate set. For brevity, we only818

show the prompt example for charge prediction819

here, but the prompts for the other sub-tasks follow820

a similar pattern. The exact prompt examples are821

shown in Table 8.822

D Results with Fewer Training Data823

under the Discrete Prompt Template824

From Table 7, it can be observed that the trend of825

results under the discrete template aligns with the826

analysis findings under the continuous template.827
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Tasks Law Articles Charges Terms of Penalty

Metrics Acc. F1 Acc. F1 Acc. F1

Best Baseline

EPM 84.65 78.10 84.10 81.43 36.69 32.99

Discrete Template

Train-10% 71.35 62.67 75.39 73.16 27.33 23.38
Train-30% 77.93 (+6.58) 73.05 (+10.38) 79.08 (+3.69) 79.56 (+6.40) 27.38 (+0.05) 28.49 (+5.11)
Train-50% 78.74 (+0.81) 73.68 (+0.63) 83.64 (+4.56) 82.49 (+2.93) 40.43 (+13.05) 35.46 (+7.08)
Train-70% 78.13 (-0.61) 74.74 (+1.06) 84.30 (+0.66) 83.18 (+0.69) 34.61 (-5.82) 33.01 (-2.45)
Train-90% 79.85 (+1.72) 75.95 (+1.21) 85.13 (+0.83) 84.06 (+0.88) 40.71 (+6.10) 37.00 (+3.99)
Train-Full 79.24 (-0.61) 76.25 (+0.30) 84.66 (-0.47) 83.68 (-0.38) 40.44 (-0.27) 37.75 (+0.75)

Table 7: Experimental results with fewer training data under the discrete prompt template. The datas in bold
indicates that our method outperformed the best baseline model EPM when using less than 70% of the training data.

Role Message

system You will participate in a legal judgment prediction task. Given a set of case facts, you are required to
select the correct charge from a given list of candidate charges (only one charge). Please apply legal
knowledge and logical reasoning based on the provided case facts. Output format requirement: Output
the charge you select, without any other analysis or explanation.

user fact description: <fact>
candidate charge set: <candidate>

Table 8: Demonstration of prompt for selecting the final label from candidate label set: Here, "<fact>" stands for
the factual statement of a legal case, while "<candidate>" represents the candidate charge set.

Role Message

system You will participate in a legal judgment prediction task. Given a description of the facts of a case, you
need to predict the applicable law, the charge, and the possible sentence. Each charge and applicable law
should be singular. Based on the provided case facts, use your legal knowledge and logical reasoning to
make predictions. Output format requirements: output the predicted charge, law, and sentence separated
by commas, without including any additional analysis or explanation. For example: theft,264,up to
three years imprisonment.

user Example 1
input:
fact description: <fact 1>
output:
[charge 1],[law 1],[penalty 1]

Example 2
input:
fact description: <fact 2>
output:
[charge 2],[law 2],[penalty 2]

...

fact description: <fact>
output:

Table 9: Demonstration of prompt for LJP: Here, "<fact>" represents the factual statement of a legal case, while
"[charge]", "[law]", and "[penalty]" denote the charge, law, and penalty term, respectively.
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Role Message

system You will participate in a legal judgment prediction task. Given a set of case facts, you need to predict
the applicable laws, charges, and possible terms of penalty. Please use your legal knowledge and logical
reasoning to make predictions.

user Fact description: On the evening of October 4, 2012, the defendant, Luo Moujia, during a dinner
with Luo Mouyi, Yu Mou, and others, learned that Yu Mou had a conflict with Xiang Moujia. The
defendant, Luo Moujia, who was familiar with Xiang Moujia, called Xiang Moujia to mediate the
conflict between Yu Mou and Xiang Moujia. Later, Luo Moujia and Xiang Moujia had an argument
over the phone, and Luo Moujia said he would go to Xiang Moujia’s residence to "talk about things."
At about 10 p.m. that night, Luo Moujia, along with Luo Mouyi and Yu Mou, drove to the vicinity of
Xiang Moujia’s residence and called Xiang Moujia to come out...

assistant Law: Article 234 of the Criminal Law of the People’s Republic of China

Charge: Intentional Injury

Penalty terms: Imprisonment for less than six months

Table 10: The JSON format for fine-tuning, labeled as "instruction-input-output," assigns roles as follows: "system"
describes the LJP task, "user" pertains to data input, and "assistant" denotes model output.

Role Message

system You will participate in a legal judgment prediction task. Given a description of the facts of a case, you
need to predict the applicable law, the charge, and the possible sentence. Each charge and applicable law
should be singular. Based on the provided case facts, use your legal knowledge and logical reasoning to
make predictions. Output format requirements: output the predicted charge, law, and sentence separated
by commas, without including any additional analysis or explanation. For example: theft,264,up to
three years imprisonment.

user Example 1
input:
fact description: <fact 1>
output:
[charge 1],[law 1],[penalty 1]

Example 2
input:
fact description: <fact 2>
output:
[charge 2],[law 2],[penalty 2]

...

fact description: <fact>
output:

Table 11: Demonstration of prompt for LJP: Here, "<fact>" represents the factual statement of a legal case, while
"[charge]", "[law]", and "[penalty]" denote the charge, law, and penalty term, respectively.
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